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Abstract

Despite the prevalence of applications for compelling technologies, communication
between scientists and policy makers is often obfuscated by conflicting philosophies
concerning the role of science and technology in decision-making. Research test beds
are here proposed and defended as a critical component of technologist-decision-
maker communication. Approaches that enable a test bed to more effectively
achieve such communication are enumerated, discussed and then compared with
examples from the design, setup and validation process of a gated time-domain
diffuse correlation spectroscopy (TD-DCS) test bed. Gated TD-DCS is a novel optical
neuroimaging technique that can be used in applications that require higher spatial
resolution than electroencephalograms (EEGs) but more portability than Magnetic
Resonance Imaging (MRI). The gated TD-DCS test bed described here is the first of
its kind for evaluating gated detector performance in a TD-DCS system and the
methodology used for this test bed development is explored in depth. Lessons
learned from test bed development in this wholly new field are then used to
reassess the role of test beds in facilitating faithful policy applications of technology.
This study highlights the significance of science-policy communication and
illustrates through concrete example one promising method of improving such
communication.
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Chapter 1

Introduction to policy-awareness
In academia, the term 'research test bed' evokes many ideas, each specific to

its own field. The overarching idea of a test bed, however, is a space, whether
physical or simulated, where something in development is evaluated in some way.
This could apply to a yard for the development of a child, a pitch for the evaluation
of soccer cleats, or a simulated market for a model of economic understanding. For
the purposes of this thesis, the qualifier 'research' is used to extract the subset of
test beds that pertain to the advancement of knowledge in the empirical disciplines,
such as science and engineering. Charles Plott defines this subset of test bed
purposes being "to determine if the process can be implemented and how it works
once it is implemented" [1]. This thesis will focus on research test beds for
technological development, but the means by which the lessons learned can be
applied to broader practices in science and policy will be explored in depth.

A policy question is one in which the solution indicates the implementation
of, and therefore commitment to a particular course of action [2]. In this sense,
every deliberate action or inaction is a form of policy. But few people live in total
isolation, and a person's private actions are less concerning to a society than actions
that impact others. So a policy is of broader interest when it involves a collective
commitment to change norms or standards of how people operate together.

A policy-aware research test bed achieves two fundamental goals: (1) science
communication and (2) experimental rigor. These goals are important because they
ensure that a test bed can appropriately address a policy question. That is, the test
bed is able to evaluate something in the manner it is intended to evaluate it and is
able to communicate the results of that evaluation to the user. The importance of
these values can be expressed as preventing two unacceptable extremes. One
extreme is knowing a test result exists and not being able to fairly understand it
and the other is being able to understand the result but knowing that it is
imprecise. Although these are two extremes, there is no inherent tradeoff between
communication and rigor. An ideal state is one in which the research test bed is
able to accomplish its goal, which is to inform the user of the knowledge developed
through the tests, so the best result is achieved when both science communication
and experimental rigor are maximized.

Science Communication

Communication is critical to the execution of even the most well-made plans.
Evidence of this can be found at the heart of both humanity's greatest
accomplishments and its greatest failures, when communication or
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miscommunication decided the outcome. For instance, power dynamics blurred the
conversation between U.S. President John F. Kennedy and his advisors during the
Bay of Pigs invasion of Cuba in 1961 resulting in disaster for the American trained
Cuban troops. Conversely, meticulous planning and communication made the
Berlin Airlift of 1948-1949 an incredible demonstration of the capabilities of large-
scale air transportation that we make use of today [3]. Science communication does
not always have such immense repercussions, but it is nonetheless a key component
of translating research test bed outputs into actionable influences for the decision
maker in a policy situation.

It follows that to design a policy-aware test bed, consideration must be made
for science communication. The goal of science communication is achieved when test
bed results influence the decision maker in a logical way. The magnitude of the
influence can be zero, if the information is irrelevant or dwarfed by other deciding
factors, but the influence should always be vectored in alignment with the meaning
of the results. If there is some miscommunication, then the influence on the decision
maker could be illogical. Illogical influence is undesirable because it indicates that
even though the results may have been carefully produced, the noise added when
applying the results to a decision distorted its meaning to the point that only noise
(mistaken for a signal) was communicated. If this is the case, then the effort made
to develop precise results is partially wasted and a decision has been made based on
noise rather than experimental evaluation. We have lost both efficiency and
accuracy.

Communication is challenging, and there remain several obstacles to
constructing a policy-aware test bed. The most fundamental obstacle is that human
communication is both sender and receiver dependent. For senders, they can only
incorporate into their expression what they perceive or understand. In the Bay of
Pigs historical example, Kennedy's advisors interpreted their best option to be
communicating agreement with the President, since that was perceived as the
direct route to further their careers. A more basic example considers how two people
would describe a location when one is standing in a valley and the other is standing
on a mountain. They are describing the same place but their understanding and
perception of the features would vary. On the receiver's end, we must accept that
humans are imperfect users of information. Not only are receivers also limited by
their perception and understanding, but their resulting action or inaction will
depend on how the information is interpreted and incorporated into their existing
knowledge. Since policy is about commitment to action (or inaction), the user
interpretation is especially relevant from a policy perspective.

Even when the sender and receiver understand a communicated test bed
result, user interpretation effects can reweight the influence of that result to
something illogical in the collective stakeholders' perspective. For example, if an
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investigator needed to show a certain result to make their supervisor satisfied, they
may publicize outlier results more prominently than the median. Decisions are
rooted not only in reason, but also in opinion, experience and feeling. And because
policy fundamentally implies decision-making, then policy will always have a
connection to judgement calls and decisions. Since these reactions to information
are based on individual logic, the decisions themselves are not necessarily illogical,
but they do complicate the process of scientific communication, since they require
the policy-aware senders to consider their audiences' motivations relative to those of
the group of stakeholders to ensure relative weights are properly communicated for
group-wide logical influence. For example, if a test bed reports that blockchain
technology performs a given calculation 10.4 times more efficiently than traditional
methods under certain conditions, someone who is drawn to trendy words might
decide to use blockchain in future work, even though they would not do so if the
report referenced a novel networking technique instead. Figure 1-1 outlines the
communication path of a test bed result to the user.

Result Result Result

#i

Result Result Result

Weighting result information

Weighting result with other
results and experiences

_* Decision

Action

Sender's
aterpretation

Receiver's
iterpretation

Figure 1-1. Outline of the science communication process. A test bed result
must first be interpreted by the sender, then transmitted to the receiver who
interprets the information themselves and then weights the importance of each
component of the result to extract and summarize their own understanding. This
summary is further compared and weighed against the user's prior experiences and
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understandings of previous results, culminating in a decision and resulting policy
(deliberate action or inaction).

But further complicating individual-to-group logic is the truth that there is
no simple way to determine the weight ratio between individual and collective logic,
since there is no deterministic response for a human when they receive a certain
message. So unlike nature, which dictates a ball on Earth with no external
acceleration other than gravity will fall at 9.81 m/s 2 , a human may use that
information to catch the ball if they feel confident, or simply watch it fall if they fear
embarrassment for failing. For a policy-aware test bed to contribute to making the
most logical decisions possible for a group, we would need to read the receiver's
mind to recover the proper weighting scheme for the each component of the result.
This is certainly outside the scope we would expect even from a policy-aware test
bed but there are ways to facilitate the use of an appropriate frame of reference
when considering the test bed result.

To overcome these interpretation obstacles, we can consider the central
questions: "How will science be interpreted when the sender and the receiver do not
use the same vocabulary?" and "How can people who speak the same language still
miscommunicate and have misunderstandings?" One solution could be utilizing
intermediaries who know a bit about both worlds and act as translators between the
sender, who works directly with the test bed, and the receiver, who is directly
making policy decisions. A second solution could be to balance the skills of those
who know how to make decisions with limited information, commit to those actions,
and follow them through, with the skills of those who can make a decision as
informed as possible so that there is compromise between momentum and enduring
legacy. Additionally, adding people with diverse perspectives to a team would
reduce noise during the information-weighting stage of communication. Another
option is to explore the more basic link between policy and technology, using test
beds that inherently incorporate policy considerations and communicability into
them.

A policy-aware test bed can achieve science communication by using scientific
rigor as a common language among scientists and, to some extent, engineers, and
record details of results that will enable a report consistent with the audience's
background. This can alleviate the translation barrier in science communication for
research test beds. For example, a test bed that records distances in meters is more
easily interpreted than a test bed that records distances in hedgehog spikes.
Similarly, well-commented code will be more transparent to the user than poorly
commented code. There is a balance between incorporating new information and
using recognized standards that is critical to moving forward in science. If a test bed
never expresses new ideas as distinct from established standards, then we will
forever be limited by our current understanding of the world. But if research test
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beds only record details that cannot be related to existing literature, no one will
ever understand them. So a policy-aware test bed must be a balance because it
needs to answer a question that requires new information, since no one would be
asking about it otherwise, but in a way that does not misrepresent information
because of its difficulty to understand. Furthermore, a policy-aware test bed is
designed to record results in terms of the question it is trying to answer with
reference to the questions it does answer, to minimize misunderstandings on the
part of the user.

Experimental Rigor

The second goal of a policy-aware test bed assures that the output to be
communicated is as precise an evaluation of what it tests as it can be. Achieving
experimental rigor requires understanding the empirical nature of the task
required of the test bed and addressing the research question as directly as possible,
recording the assumptions that arise from using a model, cleanly recording results,
carefully analyzing and iterating on the investigation and appropriately building on
the works of others. Many of these tasks are incentivized by the current structure of
science education and the scientific community. For example, the National Institute
of Standards and Technology (NIST) in the United States serves as a definition
space for numerous measures and tests, and other institutions and academic peer-
reviewed journals serve as standards for reporting rigorous science. The scientific
community is not in agreement on every topic, and peer-reviews are far from
perfect, but scientific rigor still gives more weight to the test, and more meaning in
a policy context.

Despite support from the community for many aspects of scientific rigor,
some components are easier to overlook with the current system. These include
replicating results, considering basic assumptions, and avoiding selection bias in
deciding which reports to highlight. Maintaining scientific standards alleviates the
need for experiment reproduction to compare results, but not for improving the
statistical information surrounding those results. Repeated experiments can be just
as important as the first attempt at a certain test. This concept bleeds into the need
to continue to assess the basic assumptions of even a very complicated system. A
rigorous test must include checks to ensure that what is assumed is actually the
case, at least to the extent that upon reflection the results make sense given the
assumptions. The whole point of debugging and testing is that something may be
wrong that was not expected to be wrong. A scientist who does not investigate these
cases is failing to meet meaningful standards of scientific rigor. With assumption
checks, the test bed is more informative, but also more likely to be exposed to the
areas where it fails in a controlled manner. And when tests fail, it is important to
not fall for the tendency of downplaying these results. By acknowledging
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uncertainty alongside certainty and failure alongside success, the test bed can more
effectively contribute to the forum of empirical observation.

There are ethical aspects to scientific rigor as well. Ethics is essential for
scientific rigor because it creates an environment where results can be trusted,
where scientists are appropriately incentivized to produce rigorous results so that
they can be recognized for their work. The Accreditation Board for Engineering and
Technology (ABET) recognizes this crucial role, and considers engineering ethics as
a necessary component of professional formation. Although people try their best,
knowing how to operate in a way that treats others with respect in a socially-
fabricated environment like the engineering community is not instinctual, and
comes from a social contract that must be taught for people to recognize the impact
of their actions. Respecting experimental rigor therefore requires believing in
something bigger than the individual and acknowledging the work of those who
come before and those who will come after.

1.1 Motivation
Policy-aware test beds are representative of what science is for a society, and

are therefore an integral part of scientific and societal progress. The ensemble of
science communication and experimental rigor embodied in policy-aware test beds
integrates what have become two distinct and specialized units of society:
researchers and politicians. Industries, institutions and individuals would not
invest time and money into research if they did not consider it important. Policy-
aware research test beds promote more efficient use of resources, to get more
"importance" for less cost. Ideally the significance of these projects aligns with
improvement for human welfare, since humans are funding the projects, but even in
cases where the incentives are skewed for selfish gain or with hurtful intent, policy-
aware test beds improve the clarity of human understanding and are less likely to
fall into such traps. For instance, it is harder to misuse results to support a personal
claim if the results include comments on the context in which they can and cannot
be used. Likewise, it is harder to misrepresent results, when they are clearly
presented and carefully supported from basic assumptions.

The idea of policy-aware research test beds is not new. The National Institute
of Standards and Technology (NIST) was chartered in 1901 by the United States
Congress to appease electrical components manufacturers who were struggling to
make progress with inconsistent standards. NIST demonstrates by its existence and
influence that the quest for standardizing science communication and rigor is
historically relevant for the United States. Looking further back, scales, written
records, and measures themselves have existed for millennia as a means of
minimizing loss in trade. Even now, in the news near the time of this publication,
the crash of two of Boeing's 737 MAX aircraft has highlighted the responsibility of
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standardization and evaluation organizations like the Federal Aviation
Administration (FAA) and the National Transportation Safety Board (NSTB) [4].
Clearly, even in 2019, testing and measurement standards are critical for life saving
as well as for scientific progress. This example, which involved an American
manufacturing company's impact on carriers from Indonesia and Ethiopia, also
highlights the global importance of policy-aware test beds. In 2012, French
ambassador Sylvie Bermann spoke in Suzhou, China, saying that she sees the
European Union as the world power in standards [5]. The mere idea of a world
power in standards suggests opportunity for science diplomacy with policy-aware
test beds. With global standards, science can be a lingua franca and means of cross-
cultural communication. Moreover, developing universal standards requires
compromise and intercultural understanding, which is an invaluable base for
sustainable peace and cooperation. Policy-aware test beds are poised to step in to
this critical role.

So the fact that policy-aware test beds have a positive impact on society is
neither brand-new, outdated, nor esoteric, but this thesis seeks to add to this idea
by considering what we can learn from the test beds themselves to improve both the
policy approach and the calculation and representation of test bed results. To do
this, a case study in building an optical neuroimaging test bed will be examined in
detail. Optical neuroimaging is an especially interesting application to examine
when considering policy-aware test beds because it is an applied field, because it
investigates biology, and because it is a measurement technology.

Since optical neuroimaging is an applied science that intersects multiple
disciplines, it must use both new and old methods, which constantly evolve as some
function of the evolution of its derivative fields. As a sort of saddle point, this
requires especially thoughtful use of scientific communication even within the field
to continue moving forward effectively. Furthermore, since optical neuroimaging
investigates biology, it is probing a subject that is challenging from a causal
inference perspective, especially in terms of group to individual (G2i) and individual
to group (i2G) assessment of results. This challenge, along with the inherently
human nature of its application, makes optical neuroimaging technology especially
interesting to study in depth. Finally, because imaging is a quest to learn more, it
lends itself to the consideration of how knowledge itself makes an impact, rather
than simply being technology that performs a task. This allows the case study
investigation to make some conclusions about more basic sciences as well as
technology development.

Gated time domain diffuse correlation spectroscopy (TD-DCS) as a particular
modality of optical neuroimaging is suited to this investigation due to its novelty.
The test bed designed here has never been built before, so few, if any, of the steps in
its fabrication were predetermined. The selection of each component needed to be
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considered using interpolations of multiple similar works. As a result, this test bed
is not only a particularly challenging case to make policy-aware, and therefore a
great means of investigating challenges to test bed development, but it can be
broken down into pieces derived from different disciplines, each with a unique story
to tell about how it came to be a part of the test bed.

1.2 Contribution and outline
To showcase the exploration of the intermingling of science communication

and experimental rigor explored here in the introduction, the remainder of this
thesis aims to:

Develop a framework for analyzing and evaluating policy-aware research test
beds according to the way the user interprets, and hence applies, the technology
under development to a problem (Chapter 2)

/ Introduce the foundational theory of gated TD-DCS in an approachable way and
in the context of other technologies (Chapter 3)

Explore the design, setup, validation, and to some extent operation, of a gated
TD-DCS research test bed and simultaneously exemplify some of the means by
which a test bed can be evaluated for scientific rigor (Chapter 4)

Identify techniques to bridge the common misalignments between scientifically
rigorous measurement and user interpretations and applications (Chapter 5)

Overall, this thesis contributes a rare perspective on the importance of research test
bed development not only for achieving research goals, but also policy goals.

19



Chapter 2

Evaluating policy-aware research test beds
"Why is it so difficult for us to think in relative terms? Well, for the good reason that
human nature loves absoluteness, and erroneously considers it as a state of higher
knowledge."

-Professor Felix Alba-Juez, University of Utah, 2011

In this section, I develop a policy model to facilitate the evaluation of
research test beds for technology development. The policy model is intended to
facilitate research test bed development for more effective science-i.e., science that
is easily applied to human questions-and more effective policy-i.e., policy that is
better informed. In particular, the model will first identify the human goals of the
test bed that led to the research investment. Then, the model will consider those
goals to isolate the specific influences and interpretation effects involved. The use of
this model to find mitigation strategies for these influences and interpretation
effects will also be discussed as a means of examining the quality of the model itself.
Chapter 5 will consider the application of the model to the optical neuroimaging test
case and how the neuroimaging test case can be used to improve the model.

2.1 Background
From Chapter 1, a policy question is one in which the solution indicates the

implementation of, and therefore commitment to a particular course of action [2].
This contrasts with scientific questions, which create a space to evaluate evidence
for or against a testable hypothesis, and research questions, which seek knowledge
rather than action, but there remains room for overlap among the three types of
questions, especially in technology policy. Policy context refers to the space of policy
questions that can be answered by a technology. A question falls within the policy
context of a technology if the question relates what a technology does-which in the
case of gated TD-DCS is a specific measurement-to a particular action in an
application. However, the application that the technology is used for certainly
incorporates other elements of design not related to the science of the technology.
For example, indicator lights, procedures, and laws help translate data into actions
for the involved parties. These facets of an application are not within the policy
context of a technology, but rather the problem space addressed by the purpose of
the application. These concepts surrounding policy context are summarized in
Figure 2-1, but note that subject areas, purposes, and applications can and do
overlap. Briefly, we can consider how this framework could be applied to gated TD-
DCS.
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Application

Problem

0 oiyPurpose

Measurement context

Figure 2-1: Defining policy context. A problem can be approached with a certain
goal, or purpose, in mind. Trying to achieve the purpose involves specific
applications of a technology to the problem. The problem statement guides the
measurement into some application, as shown here. Some of these applications fall
within the policy context of the measurement made by the technology, meaning that
those applications are valid from a scientific perspective. In the diagram,
measurement use A is an application where the purpose is not addressed properly
and the measurement is outside of its policy context, measurement use B can
respond to the purpose, but is still outside of the measurement's policy context, and
measurement use C can be within the policy context and meet the purpose if
properly interpreted. Measurement uses with overlap like measurement C are the
best case. Proper use of a policy-aware test bed increases the probability of falling in
the intersection of all four circles.

Consider the example purpose of improving military flying. The policy
questions that can feasibly be addressed by gated TD-DCS for military flying can be
derived from certain identified applications of gated TD-DCS in military flying,
such as aircraft design, pilot training, and pre-flight risk mitigation. For example,
an appropriate policy question for aircraft design in military flying could be: "By
what methodology can we integrate the gated TD-DCS recorded measurement of
the cerebral metabolic rate of oxygen (CMRO 2) from a pilot into the flight controls
system?" or "How do the CMRO 2 levels of a specific pilot change from the use of one
flight controls system to another?". These policy questions are framed such that a
gated TD-DCS system could reasonably provide an answer which has a clear
implementation. These questions emerge from the application of neuroimaging to
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the purpose of creating a pilot-adapted flight controls system to address a human
factors problem in U.S. military flying. Similar logic can be applied to determine the
policy context of other applications of gated TD-DCS for military flying.

Evidently, there are also many questions pertaining to purpose that do not
fall within the policy context of gated TD-DCS. Such questions relate the purpose to
inappropriate implementations of gated TD-DCS. For example, going back to the
aircraft design phase example, if we instead asked "How can we use pilot stress
levels as an input to the aircraft control system?" or "Do pilots have more trouble
using control system A or control system B?" we would be asking inappropriate
questions of gated TD-DCS. "Inappropriate" here does not mean that gated TD-DCS
cannot provide evidence to the question or that the questions are outside of the
application space, but it does mean that gated TD-DCS cannot address the question
without additional input from other research or policy areas. Another way to
understand why these questions are inappropriate is by considering that gated TD-
DCS does not measure the concepts of "stress" or "trouble". Instead, the
measurements that are made by gated TD-DCS can only be correlated with specific
definitions of "stress" or "trouble" through controlled experiments. These definitions
are determined by behavioral researchers, or even policy makers. Unless the
definition of the concept in the question matches, or has a testable relationship
with, the definition of the concept in one of the controlled experiments, the policy
question falls outside of the policy context of gated TD-DCS. The policy question will
also fall outside of the application space if gated TD-DCS cannot even be used in
further studies or alongside other inputs to provide evidence in support of or
opposition to a question in the problem space.

2.2 Model development

Approach

To develop an appropriate model and framework for evaluating policy-
awareness in a research test bed, I will start with two assumptions. The first is that
a measurement and the measurement's purpose will intersect where the
measurement is applied. The second is that the user's interpretation defines the
application. In other words, I assume that a measurement fulfills a purpose
according to how it is used. Building from these assumptions, I will classify various
user interpretations in terms of their perspective on the purpose of the
measurement. These groupings can be used to classify both the interpretations of a
test bed measurement applied to a problem ex post facto and the interpretations of a
test bed measurement applied to the problem it was developed for. For each type of
user interpretation, I will explore some of the ways in which that interpretation can
fail to be policy-aware. These potential failures and risk levels will be the
parameters of the model.
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The secondary stage of the model approximates the objective function of
policy-awareness for research test beds by using the parameters developed in the
first stage. As defined in Section 2-1, the policy context of a measurement is the
scope of the measurement in a scientific or statistical sense. By comparing the user
interpretation of the application in terms of the identified parameters with the
policy context of the measurement, the test bed can be evaluated according to how
well it aligns the two, so part of the model development will involve consideration of
how this comparison should be performed in a repeatable fashion.

The final stage of the model will be an optimization framework developed by
estimating the possible adjustments that can be made based on the evaluation of
the objective function model. Consideration of the model is intended to lead to
insights about how adjusting the test bed, the application, or both could possibly
converge to an ideal test bed or else regularly adapt to changes over time. The
model approach is summarized as a flowchart in Figure 2-2.

:Problem

Measurement]* Purpos

Policy context User interpretation

Definition of Potential
success failures and

Aligned? risk levels

Adjustment

Motivation

Setup

Development

Parameters

Objective
function

Optimization

Figure 2-2: Model development. Problems motivate research and technology
goals that aim to achieve a purpose that addresses the problem. Measurements are
made to achieve that purpose. Alternatively, measurements are made
independently and then applied to a purpose different from the original. Each
measurement has a policy context and one or more applications based on user
interpretations. Comparing the policy context and modeled user interpretation
informs adjustments that can be applied to the test bed, the application, or both.
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Evidence

The relevant evidence to develop a model and framework for evaluating
policy-aware research test beds includes technology policy literature, historical
examples, and deductive reasoning based on the approach framework. Specifically,
the evidence will focus on describing user interpretation and identifying potential
areas of misalignment with the policy context. In Chapter 4 the optical
neuroimaging test bed case study will also be incorporated as evidence for
improving the model. It is important to note that the goal of this model is not to
create stagnant or "gold" standards for evaluating policy-aware research test beds,
but rather to serve as a means of navigating considerations for design and
development of such test beds. Similarly to how measurement science allows a field
to deconvolve the measurement from the experiment in order to divide the challenge
of rigorous science and continue moving forward, this model is meant to be both
usable and adaptable as new evidence comes to light.

2.3 Characterizing user interpretation
To categorize user interpretation, it is important to consider how people

approach problems. When a group of individuals has posited some problem to be
researched, there are many ways of doing so. Some users seek to solve the problem
so that it is no longer a problem, but a solved thing, an answer. This is a practical,
or tactical, mindset. Other users investigate the problem to learn more about it and
then approach it in light of what they know, reminiscent of an engineering
approach. And some just try to approach the problem, and in approaching it shape
how they think about it. This approach is in the spirit of basic research.

The effectiveness of the application is determined by user interpretation.
Sometimes user interpretation stays within the policy context of a technology, but
often it reaches beyond. For example, if the user asks a research test bed to answer
a question or to provide evidence outside of its policy context, the effectiveness of
the test bed is hindered by an inappropriate evaluation of scope. Consequently, if
the user considers test bed results as an answer to a question, the user is applying
the question to the policy context even when it does not belong there. This
misalignment implies that the test bed is now serving a different purpose than the
purpose defined originally which can in turn impact how future iterations of the
technology are designed. Knowing that the user interpretation may not align with
the policy context of a technology, technology itself becomes an inquisitive method
that shapes the way that we understand and define the problem addressed by the
purpose. The three subsections of Section 2.3 will consider the implications of using
a research test bed as an answer, as evidence or investigation, and as a question or
approach, respectively.
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2.3.1 Test bed results as answers

Perhaps the most common misuse of technology is to use what is called the
technocratic approach outside of the policy context of a technology. The technocratic
approach sees technology as an answer to any problem. From this perspective, if
only we make the camera fast enough, the laser pulse clean enough, and the results
processed enough, there is nothing beyond our ability to solve. In such a world, the
value of the solution lies entirely on the ends; the means and the stakes of the
problem to be solved become lost in the quest for an answer. That is, overconfidence
in technological advancements improperly justifies that this is the way the problem
should be solved and that solving it in this way is better than not solving it. This
has two major implications: (1) scientists and engineers often fail to adequately
prepare their contributions for the skewing it will face under stress in society and
(2) when technology is applied to solve a question that is not answerable by science,
the solution it posits is still imbued with the trappings of scientific confidence. This
creates situations where either the science is not ready for the policy application or
the policy application is not ready for the science. Both of these implications will be
discussed below.

To address the first consequence of the technocratic approach, policy expert
Langdon Winner analogizes the situation of engineering negligence to Mary
Shelley's Gothic novel Frankenstein. In his article, Winner likens engineers to Dr.
Frankenstein, who begins his research optimistically in a quest to "show how
[Nature] works," but once his work was achieved, fled his lab and abdicated moral
responsibility for his creation [6]. Winner argues that engineers tend to have a
similar disregard for the work that they do. This may be because the engineers who
develop technologies balance tight schedules, conferences, sponsor meetings, precise
budgets, promotions, and grant proposals on top of their research and as a result
they feel pressured to move on to the next technology with the hope that they are
leaving their work in the capable hands of policy makers [6,7].

Another possible explanation for this resignation to the ether is the concept of
technological optimism, developed by philosophers Mary Tiles and Hans Oberdiek,
which claims that technology is value neutral [8]. This idea is characterized by the
sentiment that "if only people understood or had or used X, then they could solve
their problem." It does not ask what should be done or what will happen when the
problem is solved in this manner. The technology itself is merely a tool to be used. It
is an answer for both good and evil. For gated TD-DCS, this refers to the engineers
who consider only the implications of the policy questions that gated TD-DCS can
and cannot answer, thinking that the reported technical specifications of the
technology, determined with some underlying statistic thresholds, are sufficient for
even nonscientists to understand the scope. Applications where the technology is
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used to measure something that it is statistically unlikely to be able to measure
properly are ignored because the assumption is that the engineers only have
responsibility to the implications of the ideal use case. The unfortunate consequence
is that the rationalization of limited effort on the part of engineers to address the
social implications of their work can lead to situations where the science is not
ready for its application. Compounding this issue is the variation between
disciplines for what thresholds determine what is "statistically unlikely." For
example, while a biomedical application may consider an R 2 statistic of 0.6
indicative of a high likelihood of a relationship, a social science application may
consider any R2 value below 0.95 a weak indication of a relationship, and any
application not expecting a linear relationship would find this statistic useless.

The second consequence of the technocratic approach leads to the neglect of
the presence of questions that transcend science, which in turn leads to misguided
conclusions. Sometimes this is due to a Type III error, which occurs when a
researcher correctly answers the wrong question [1,9]. This can also result from
what Deborah Stone refers to as "fallible indicators," which are data based in
categorization biases, assumptions inherent in the decision to measure something,
the power dynamics of numerical information or the reactions of the thing being
measured [10]. These fallible indicators look like and often are results of empirical
method, but have internalized noise from nonscientific sources. For example, if
gated TD-DCS were applied to evaluate stress-related performance criteria for post-
flight pilot debriefs, and if a pilot observes that practicing challenging maneuvers
results in abnormal measurements, the pilot may refrain from building experience
in those areas in order to seem more at ease in the cockpit than her peers. In such a
case, the pilot may seem to have higher performance metrics, but in reality, she has
just learned how to work within the system. Addressing this manipulation would
require policy efforts beyond science. Here, solutions might include positive
feedback for performing well in stressful conditions, or adding weight to other
performance metrics, such as the quality and challenge of the maneuvers, in
feedback.

Another manifestation of the second consequence is consideration of trans-
science research questions as science questions. As defined by Alvin Weinberg,
trans-science relates to "questions of fact and can be stated in the language of
science, [but] are unanswerable by science." Weinberg's examples of trans-science
include determining harm from extremely low doses of radiation, determining the
probabilities of improbable events, engineering as a discipline, and predicting the
behavior of an individual [7]. The developers of gated TD-DCS technology, and
neuroscientists in general, ask how physiological processes in the brain can be
quantified and used to understand its inner workings. These questions about
quantifying brain activity fall into trans-science, because engineers modify

26



technology according to their design process as well as rigorous scientific
understanding [7]. Air Force policy asks how understanding of the brain contributes
to predicting degraded performance in flying operations. Predictive models never
represent science alone, and yet neuroimaging can be applied to help answer such
questions. In cases where policy tries to objectively answer trans-science questions
with a test bed, policy makers are at risk for being unprepared to incorporate test
bed results in policy.

2.3.2 Test bed results as evidence

To counter the double-edged sword of researchers and decision-makers not
being ready for each other, a policy maker can frame a user interpretation that
considers test bed results as evidence rather than a solution to inform a problem
approach. The United States legal system has proposed a few different standards
for incorporating expert scientific testimony into the court decision-making process
that may be useful guidelines for the policy equivalent. The most commonly
referenced standards are known as the Frye standard, the Daubert standard and
the pertinent sections of the Federal Rules of Evidence [11]. This section will also
consider a framework proposed by earth scientist Danielle Wood that can help a
policy maker understand the value of scientific evidence when it reaches into the
space beyond its explicit policy context. These guidelines can help the user
understand the utility of information that is not explicitly an answer to their
question.

To briefly summarize, the Frye standard is sometimes known as the "general
acceptance" test and is satisfied when "the thing from which the deduction is made
[is] sufficiently established to have gained general acceptance in the particular field
in which it belongs [12]." The Daubert standard is a bit more robust with four
recommendations for considering scientific evidence: (1) whether the theory or
technique has been or can be tested, (2) whether the theory or technique has been
peer reviewed, (3) whether the information presented considers uncertainties, and
(4) whether there is general acceptance for the theory or technique [13]. A policy-
aware research test bed should meet all four of the Daubert criteria. Indeed, any
rigorous scientific study should meet all of these criteria, except perhaps the general
acceptance test, which could be achieved after a time.

The takeaways from the Federal Rules of Evidence are that evidence should
have some relevance to the purpose, and that a technology's translation of scientific
evidence into policy should help the user understand the evidence or make a
determination, be based on sufficient facts or data, be the product of reliable
principles and methods reliably applied to the problem space [14]. The appropriated
Federal Rules of Evidence suggest what evidence from a research test bed to
consider valuable for policy-awareness. The first idea suggests that the
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communication of test bed results to the user, whether through direct interaction
with the test bed or through mediation via an expert in the field, should be
informative for decision making. This could be accomplished with scientific input on
the crafting of checklists for interpreting the output of a research test bed. The
second and third ideas suggest that even when a research test bed is not being used
to answer a problem, it cannot release its grasp on scientific rigor in the role of
evidence. The fourth and final idea suggests that when a research test bed is
applied to areas outside of science, efforts must still be taken to ensure that the
application has been made in good faith and is not needlessly outstepping the
bounds of reasonable application.

Dr. Danielle Wood proposes an 'application value chain' that flows from
evidence within the explicit policy context of a technology all the way to decision
support, which is at the heart of policy questions. The eight steps are (1) system
design and implementation, (2) system operation, data retrieval, calibration and
validation, (3) data correction and processing, (4) modeling and assimilation of
observations, (5) providing an interface to find and explore data, (6) creating a data
interface based on user needs, (7) combining physical, social, economic and other
data, and (8) providing recommendations for action [15]. For research test beds this
framework can help guide the conversation between engineers and policy makers to
ensure that critical steps in the process are not forgotten before arriving at the
evidence level steps (4)-(8). This framework is also useful in identifying application
areas that fall within the scope of using research test beds as evidence. The
remainder of this thesis focuses on test bed design and validation, with some
mention of test bed operation, addressing steps (1)-(2), but there is great potential
for future work that would consider the remaining steps of the value chain.

One scholastic method of applying legal evidence that can be applied to
scientific evidence in a policy context is a five step process that begins with listing
the facts, and continues with a description of the issue that the court, or research
facility, is tasked with resolving. Next, the rules that pertain to the case are
enumerated. The fourth step is to apply the rules and facts to the issue and analyze
the result. The final step is to draw conclusions [16]. This method also has potential
for breaking down and analyzing evidence from research test beds.

2.3.3 Test bed results as questions

Using a research test bed as evidence is an excellent way to work within an
application space, but the policy maker must also be aware of instances where the
purpose area is ill-formed and the user is in danger of making a Type III error.
Fortunately, test bed results can also be used as an inquisitorial method, or
feedback loop, for redefining the underlying purpose. This area shows promise due
to some inherent properties of technology. The properties discussed here are (1) that
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technology is a generative metaphor for the purpose it serves and (2) that
technology is an inherent source of values. By capitalizing on these inherent
properties, technologies like gated TD-DCS can and are used to inform purpose
statements in each round of policy implementation.

Policy theorist Donald Schdn defines generative metaphors as descriptions
that constitute a perspective and can simultaneously act as a process for creating
new perspectives [17]. By this definition, technology is a type of generative
metaphor because it embodies the current understanding of science with respect to
the purpose it serves and leads to translations of that science into new perceptions
about its possible applications. This concept is in line with the saying: for someone
with a hammer, every problem is a nail. In this sense, considering how test bed
results could be applied to a problem affects how we think about that problem. For
example, the technology of gated TD-DCS could be used to monitor aircraft pilot
blood flow. This implies the aircraft and the pilot could be considered an integrated
unit on which system diagnostics could be run to help with in-flight risk mitigation.
Where previously the purpose may have been to ensure that the pilot know when
the aircraft is degraded, using gated TD-DCS we can now consider the purpose of
ensuring that both the pilot and the aircraft are mutually informed of each other's,
and their own, statuses. From this we can see that using different metaphors allows
the policy maker to look behind the problem-solving process at the problem setting
process.

But technology as a generative metaphor has further implications. In the
article "Materializing Morality: Design Ethics and Technological Mediation" (2006)
Peter-Paul Verbeek argues that because technology shapes both how people
perceive the world and how they act in it, it carries moral weight and is an inherent
source of values [18]. With this reasoning, technology provides the policy maker
with insight about the moral background of a problem that may be fracturing the
stated purpose from the true purpose. For example, a hypothesized gated TD-DCS
brain computer interface (BCI) missile firing system is one solution for the purpose
of improving the speed and responsiveness of a missile system to pilot input;
however, the idea of firing a missile with concentrated thought clearly highlights
ethical concerns. Contemplating how this problem could be addressed with gated
TD-DCS asks the developer to consider what it means to make missile a thought
away. If such a thought is unacceptable, then maybe a more accurate statement of
the purpose might be to improve the speed and accuracy of pilot input with respect
to missile systems decisions. With a more accurate statement of purpose, Type III
error is reduced.
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2.4 Evaluation using the model
The policy model outlined in Figure 2-2 can now be filled in with the user

interpretation characterizations and the potential policy-awareness failures and
risks they entail. Recall that the problem motivated the setup, which performs some
measurement to achieve some purpose, recognized either before or after the
measurements were made. In development the policy context of the technology and
the user interpretation are identified. The policy context answers the question:
scientifically speaking, what purposes can the technology fulfill? The user
interpretation effects, as explored in Section 2.3, answer at least one of three
questions: (1) what are we answering with the technology? (2) what does what we
are doing with the technology show? and (3) what are we asking with the
technology. In the style of the Jeopardy game show, user interpretations can be
categorized by determining which question best suits how the user understands the
role of the technology. Naturally, this is a subjective classification, but I argue that
it is nonetheless useful because it enables the user to identify the potential failures
and risk levels most relevant to their understanding.

If (1) seems like the most appropriate question relating to the use of the
technology, the technology is seen as a solution. This interpretation class has the
highest risk of misalignment with the policy context as most of the worthwhile
human policy questions cannot be answered by science alone. Additionally, the
possible failures of this interpretation are overconfidence and incorrect uses of
science, which can be damaging to the scientific community through inevitable loss
of credibility if the error is not identified and dealt with appropriately.

If (2) seems like the most appropriate question relating to the use of the
technology, the technology is seen as an investigation. This user interpretation has
only a moderate risk of being out-of-alignment with the policy context. Failures of
this interpretation arise when the weights given to the technology output is
unreasonably high or low. For example, if the majority of the scientific community
agreed that smoking has health risks, but the user highly weighted a few isolated
studies that found smoking has no health risks, this would constitute an
unreasonably high weighting. These failures could lead to decisions that are not
broadly applicable or that are simply poorly informed.

If (3) seems like the most appropriate question relating to the use of the
technology, the technology is seen as an approach. This user interpretation will
always be in alignment with the policy context, and therefore seemingly low risk,
but it is also the least useful in a policy setting as it does not lead to an action.
Potential failures in this case are not related to the effects of this user
interpretation on policy outcomes, but rather on the difficulty of such studies to
continue or even exist in the first place. Despite the fact that studies using
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technology as an approach can improve the understanding of a problem, because
they do not directly tie to clear outcomes they can be hard to motivate, and struggle
to find funding or support. This difference with the other two user interpretations
implies that studies where technology is interpreted as an approach use a more
scientific than technocratic mindset. An additional concern if a user has this
interpretation is that they may be blinded to possible negative outcomes of the test
bed results when others apply them to policy development.

Despite these potential failures, there is a chance that the user interpretation
and policy context will align. Examples of proper alignment for each of the user
interpretation categories in the case of using a cerebral metabolic rate of oxygen
(CMRO 2) measurement for the purpose of improving aircraft-pilot integration are
provided here to illustrate the concepts. If a user interprets the technology as a
solution and the technology made aircraft-pilot integration seamless such that
aviation performance were uninhibited, it would be reasonable to assume, at least
until further results suggest otherwise, that CMRO 2 was the missing link. Likewise,
if a user interprets the technology as an investigation and the technology indeed
collects information that appropriately informs a solution to aircraft-pilot
integration, it would be reasonable to assume that CMRO 2 has something to do with
aircraft-pilot integration. Finally, if a user interprets technology as an approach,
and the technology opens the solution and investigation space by asking if CMRO 2

has anything to do with aircraft-pilot integration, then it is reasonable to assume
that CMRO2 is a way of thinking about the topic of aircraft-pilot integration.

More often than either extreme, the user interpretation will be partially, but
not completely, aligned with the policy context. The next question is: how can we
align policy context with user interpretations? That is, how can we make it so that
what we are trying to decide is within the realm of what is measured? This
adjustment of both the test bed measurement and the user application is the focus
of Chapter 5. Having already explored possible user interpretations, the next step is
to develop the example of gated time-domain diffuse correlation spectroscopy (TD-
DCS). This will build the intuition required both to identify adjustments that can be
made to the test bed in order to align the measurement with various applications,
and to identify adjustments that can be made to the applications to be more aligned
with the measurement. Since gated TD-DCS is such a novel system, I outline the
theory and compare it to other neuroimaging modalities in Chapter 3, then closely
consider the measurements of the test bed, including test bed setup and component
validation, in Chapter 4.
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Chapter 3

Background on the optical neuroimaging
test bed

This chapter seeks to build a foundational understanding of diffuse
correlation spectroscopy (DCS) and its position in the neuroimaging community so
that the gated time-domain diffuse correlation spectroscopy (TD-DCS) research test
bed under development at the Massachusetts Institute of Technology Lincoln
Laboratory (MITLL), which is described in Chapter 4, can be used as an example to
identify potential adjustments for either the test bed or the user's application of test
bed results to more appropriately address policy concerns. This theoretical overview
will cover diffuse correlation spectroscopy theory, its applications, its comparison
with other neuroimaging techniques, and will be followed in Chapter 4 by a careful
consideration of the test bed assembly, including selection criteria and validation
tests for all major components of the test bed.

3.1 Diffuse correlation spectroscopy theory

Diffuse correlation spectroscopy (DCS), also known as diffusing wave
spectroscopy (DWS), is attributed to the 1996 University of Pennsylvania
dissertation by David Boas and has been patented by the same [19,20]. Earlier work
in diffuse spectroscopy was done by Boas' mentor, Arjun Yodh [21,22,23], and the
work has been continued by several of Yodh's other students, including Chao Zhou
[24], Meeri Kim [25] and Xingde Li [26]. Other universities looking into DCS
include the University of Kentucky [27,28] and Boston University [29], among
others [30]. The Athinoula A. Martinos Center for Biomedical Imaging is affiliated
with Massachusetts General Hospital (MGH) and the Health Sciences and
Technology (HST) joint program between Harvard University and the
Massachusetts Institute of Technology. Optics @ Martinos is a group of research
labs within the Martinos Center, including the lab of Maria A. Franceschini who is
our primary partner in DCS research and a major contributor to the field [31].

3.1.1 Overview

Diffuse correlation spectroscopy (DCS) theory is described in Section 3.2.1.1
and different measurement strategies are described in Section 3.2.1.2. DCS is an
optical technique that uses laser illumination to measure changes in how the
coherent laser light diffuses among moving red blood cells [32]. An index of blood
flow (BFi, in cm 2/s) can then be measured by fitting the slope of the temporal
intensity autocorrelation curve to that of the solution to a model derived from the
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diffusion equation [31]. Note that BFi for head measurements is sometimes called
cerebral blood flow index (CBFi). The BFi is extremely sensitive to estimates of the
optical properties used in the diffusion equation model, so analysis and applicability
of DCS are greatly improved by using a time-domain (TD) method to ascertain the
temporal point spread function (TPSF) and time of flight (ToF) data required to
make in situ estimation of the optical properties [31].

Though BFi is more accurate than tissue oxygen saturation (SO 2) in
estimating cerebral blow flow (CBF), which is a known biomarker for impaired
cerebral autoregulation, a few research groups have turned to combining functional
near-infrared spectroscopy with TD-DCS in order to more accurately measure the
cerebral metabolic rate of oxygen (CMRO 2) [33,34]. Functional near-infrared
spectroscopy (fNIRS) and TD-DCS can share data acquisition [32]. However,
combining these modalities presents several design challenges, because while
fNIRS and the measurement of optical properties can be performed with arbitrarily
short pulses, and perform better as pulses become shorter, TD-DCS requires pulses
with long coherence length. The fNIRS modality is examined in more detail in
Section 3.2.2.

3.1.2 Theory

3.1.2.1 Basic principles

Transport theory considers radiative transfer of particles in electromagnetic
radiation to be affected by three processes: emission, absorption, and scattering. For
a given phase unit, which is a point in space at a given time with some direction,
emission describes how particles contribute to the radiance of the phase unit,
absorption describes how particles diminish the radiance of the phase unit, and
scattering describes the transfer of radiance between the phase unit and other
phase units. Considering the combination of these three processes in a linear
fashion results in the radiative transfer equation (RTE), which describes
conservation of radiance for a phase unit

108
L(F, fl, t) + f - VL(f, f, t) + [pa(i) + p,(i)]L(i, fl, t)

vat 47r(3.1)

= S(f, fl, t) + f L(i, fl', t)ps(i, f' -> nd'

where L(f, fl, t) is the energy radiance (in Wm-2sr-1) of the phase unit at position f
(in m), in direction fl (in sr), at time t (in s). For dimensional analysis, note that
steradian is a unitless dimension. See Appendix B for more details on solid angle
directions. Additionally, v is the speed of light (in ms-1) in the medium; pa(f) is the
absorption coefficient (in m-1) at position i; p,(i) is the scattering coefficient (in m-1)
at position i; and S(f, fl, t) represents the source (in Wm 3sr-1). The term
p (f, fl' -+- fl) is the scattering coefficient at position i specifically for scattering
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events from direction fl' to direction fl. It is also commonly written as the product of

p,(i) and P(fl, fl'), the probability of scattering from direction f' to direction 2, also
known as the phase function. Note that direction fl is often written as s, and the
sum of pa(r) and j(i) is often written as yt(I).

The first term on the left hand side of Equation 3.1 accounts for the changes
in radiation over time, the second term accounts for the contribution of the spatial
gradient of radiation to the movement of particles against the fl direction, and the
third term accounts for both the loss due to scattering away from the fl direction
and the loss due to the absorption of particles in the phase unit. The first term on
the right side accounts for the source and the second term accounts for the
scattering from all other directions to the fl direction. In general, the terms on the
left hand side of Equation 3.1 are attributed to particles leaving the phase unit, and
therefore add to the radiance of the phase unit, while the terms on the right hand
side are attributed to particles entering the phase unit, and therefore subtract from
the radiance of the phase unit. For radiative equilibrium, assumed in this case,
these two sides must be equal [19,35].

The radiative transfer equation is notoriously difficult to solve for all but the
most reductive of systems. To make the solutions more tractable, the following
assumptions are often made: (1) the radiance, source and phase are approximately
equal to their truncated spherical harmonics series expansion; (2) the phase
probabilistic scattering coefficient function (i.e. ps (, ' - fl)) is only dependent on
the change in direction of the particle, l -W'; (3) the source is isotropic; and (4) the
scattering frequency is much greater than the frequency of the time dependence of
the source (i.e. the scattering particles have moved a distance much smaller than a
wavelength of light during one period of the source). Assumption (2) further
requires p() >> ja(i), anisotropy factor g(i) < 0.99, where g(f) is the average
cosine of the scattering angle (so we require not too much anisotropy), and the
source-detector separation be much greater than the inverse of the reduced
scattering coefficient, t'(i), which is defined as

P, = (1 - g ()P() (3.2)

These assumptions are often reasonable in diffusive media, so the resulting
approximate equation, known as the diffusion equation, is

1 19 1__ (F, t) - V 1 VG(i, t) + [a(P (f, t) = So(i, t) (3.3)
vat 3(1 - g ( ))ps( )

where So(i, t) is the isotropic component of the source, and the flux d(P, t) (in Wm 2 ),
which here is interpreted as the photon fluence, is the sum of the radiance, or
energy flow, in all directions from a point.
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Photon fluence is represented by the equation

47r

cD(D, t) = L L (, f, t)dfl (3.4)

Methods based on the RTE (Equation 3.1) or the diffusion equation (Equation
3.3) can be used to measure static light scattering and absorption. Static light
measurements are especially insightful in the near-infrared, where the differences
in the absorption spectra of oxy- and deoxy-hemoglobin and water indicates the
relative concentrations of these components [36]. Such measurements have been
used to calculate blood oxygen saturation, tumor tissue properties, and blood
volume, which can be useful for numerous medical applications involving brain
tissue properties, blood content, and oxygenation [24]. Diffuse correlation
spectroscopy (DCS), however, is concerned with dynamic light scattering and
absorption. These dynamic properties emerge from the movement of scatterers such
as red blood cells (RBCs). To measure the influences of these dynamic particles, a
generalization to the RTE (Equation 3.1) and the diffusion equation (Equation 3.3)
will need to be made. This can be done by considering the autocorrelation of speckle
intensities at the detector [24].

In diffuse media, light that has travelled from a collimated source will appear
as a pattern of speckled intensities at the detector. This is due to the constructive
and destructive interference that occurs from photons that have travelled different
path lengths to arrive at the detector. Movement within the turbid, or diffusive,
medium will cause the speckle pattern to change over time. By considering the
intensity correlation over time of a single speckle, the movement in the turbid
medium can be quantified. To do this, we can consider that intensity is analogous to
fluence with units of Wm-2 and therefore related to radiance, and can be modelled as
a transfer much like the RTE (Equation 3.1), in what is known as the correlation
transfer equation (CTE) [37]

S G 1(f, n, t,T) + f - VG 1(f, fl, t, T) + [pa(f) + i, (f)]G 1(f, f, t, r)
vdt 4w(3.5)

= S(f, , t, T) + f G 1 (f', t)g (fl, ', r) ( fl' - d )

where G1 (, fl, t, -) is the unnormalized multiple scattering temporal electrical field
autocorrelation, (E(i, f2, t, r = 0)E* (i, fl, t + ))t (in V2m-2) at position i (in m) in
direction fl (in sr), at time t (in s), and lag - (in s). The operator (...)t is the average
over all time for the function. The new term in the integral, g1s(fl, W-', r), is the
normalized electric field correlation for single scattering from the Q' direction to the
fl direction at lag -r, represented by the equation

g(fl, W, T) = G 1(i, fl, t,r) (IE (, n, t,T = 0)12 -1 (3.6)
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Aside from replacing L(f, E2, t) with G 1(, (f, t, T), the only qualitative difference

between the RTE (Equation 3.1) and the CTE (Equation 3.5) is the addition of
gf(fl, ff', r), the single scattering term. This term decays at greater lags,
demonstrating that correlation functions, unlike radiance, are not necessarily
conserved. Use of this term assumes that the scatterers in the media are spread
enough to use single scattering in the calculation. As a first order calculation, this
assumption is often reasonable for common applications of light passing through a
volume of scattering particles [38]. At zero lag, the CTE (Equation 3.5) reduces to
the ensemble-averaged field intensity, II(, fl, t)I = (IE(, fl, t)12), analogous to the
RTE (Equation 3.1). An ensemble average, denoted by (...), is an average over all

possible realizations of the function. In ergodic systems, the ensemble average
equals the time average, (...)t.

The CTE (Equation 3.5), like the RTE (Equation 3.1), has a diffusion
approximation, and it is known as the correlation diffusion equation

1 6 1
G 1(i, t, -) - V - , VG1 (t, t,z) + Pa(i)Gi(r, t,T)

vat 1 3ps( ) (3.7)
+ yVp'()k'(Ar 2 (r)) = So(, t)

where ko is the wavenumber in m- (also given by , where n is the index of

refraction in the medium and A is the wavelength of light in a vacuum in m) and

(Ar2(-r)) is the mean square scatterer displacement in m 2 , and is equal to 6 DBT in
Brownian motion, where DB is the effective Brownian coefficient in units of m2 s',
and (V 2 )-[2 in random ballistic flow, where (V 2 ) is the mean square speed of the
random flow in m s-1.

The last term on the left hand side was introduced as a result of gs (fl, f2', T),

the decay term added to the integral on the right side of the CTE (Equation 3.5).
With this term, additional assumptions are required for the correlation diffusion
equation (Equation 3.7): (5) the photons are diffusing, so a photon random walk step
is much shorter than the measured object's dimensions and the absorption length,

Pa-1; (6) the normalized single scattering temporal electrical field correlation

g9(fl, f2', T) is only dependent on the scattering angle, f -fl', which is true when

scatterers are randomly oriented and have isotropic dynamics, as in Brownian
motion and random ballistic flow, where the former involves collisions of particles
with fluid molecules and the later involves molecular collisions within a fluid due to
turbulent eddies [39], but notably not in directional flows; and (7) scattering
particles move a distance much shorter than 2, so k'(Ar 2 (r)) « 1, and the lag T is
much less than the time it takes a scatterer to move one wavelength. Otherwise, the
correlation diffusion equation (Equation 3.7) is analogous to the diffusion
approximation (Equation 3.3).
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Solving the correlation diffusion equation in a semi-infinite homogeneous

medium [30] results in

vSO e -K(r)ri -eK(T)r2 (3.8)
G1 (p,) =-I(3.8)

47rD ri r2

where p is the source-detector separation in m, So is the source intensity, and the

remaining terms are defined as follows:

V
D = (3.9) K(r) = 3pap' + p 2 k 2a(Ar2 (r)) (3.10)

r1 = p2 +zg (3.11) r2 = p 2 + (zo + 2z4) 2  (3.12)

(3.13)2 1+ Reff
ZO = P (3.13) Zb= 3y' 1 - Rerf (3.14)

where Reff is the effective reflection coefficient, which depends on the ratio of the

indices of refraction in and out of the medium, and a is the percentage of light

scattering events from moving scatterers [24]. The value of a is 1 in an Intralipid*

phantom and estimated as 0.01 for red blood cells in tissue [24].

The location of the isotropic approximation of a collimated source is one

scattering length into the medium, as given in Equation 3.13. The term Zb given in

Equation 3.9 represents the extrapolated zero boundary condition, which is satisfied

by a negative isotropic imaging source at -(zo + 2 z) [40]. Equations 3.11 and 3.12

give the Pythagorean distances from zo and -(zo + 2 Z), i.e., from the source and

imaging source respectively, to the detector, defined to be at z = 0. This geometry is

summarized in Figure 3-1.

p
---- ----------- -------- - z=-(zo+ 2Zb)

Source fiber ''..r2  Detector fiber
n o "=

.,..--------------------n zz- --ae-.E ---------z = zo

*Isotropic source approximation
0Negative imaging source

Figure 3-1: Semi-infinite homogenous medium assumed geometry. The

geometry used to solve the correlation diffusion equation for the result in Equation

3.8. Adapted from Figure 2.1 in [24].
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To estimate blood flow, we use the blood flow index (BFi), which is calculated
as

BFi = aDB (3.15)

and is in units of cm 2s-1 . Typically, blood perfusion is measured in units of
mL/min/100g, but BFi correlates well with standard measures of absolute flow as
measured by numerous other methodologies [24,31]. Since the detector measures
the intensity, a DCS measurement is actually first used to find the unnormalized
temporal intensity correlation, G 2 (p, r). The intensity correlation is related to the
field correlation by the Siegert relationship [30]

G 2 (r) = (I(t))2 + fl1G1(r)1 2  (3.16)

which for normalized correlations reduces to

92 (T) = 1 + fl g1 (C)1 2  (3.17)

where fl is an ideality parameter ranging from 0 to 1 [30], influenced by several
factors including the coherence length and stability of the laser, detection optics,
and the number of detected speckles. Long coherence length and low numbers of
detected speckles (preferably a single speckle) improve the measurement [19,24].
Ideally, ft = 1 [19,30], but without a polarizer the best value is 0.5 due to the inverse
relationship of fl with the number of detected speckles, or laser modes [31].

Considering everything up until this point, the goal of time-domain DCS is to
build a temporal intensity autocorrelation function that can be used to solve for BFi
in the correlation diffusion equation (Equation 3.7). This can be done by considering
a photon stream that has travelled from a coherent source through some diffuse
medium to a detector. Typically, timestamps are taken because they contain the
most information. There are three approaches to computing the intensity
autocorrelation of these timestamps that will be discussed here: (1) time-domain
convolution; (2) frequency domain multiplication using the fast Fourier transform
(FFT); and (3) building a histogram of interarrival times [30].

The first two methods require an explicit intensity function in time. To build
an intensity function, photon arrival times stored in the length-N vector 'photons'
are converted into a binary signal 'I', where detections are indicated by a 1 and non-

detections are indicated by a 0. For a measurement of tmeas seconds, where tmeas =
tend - tstart with tstart being the first measured time in the experiment and tend is

the last measured time in the experiment, and time resolution Atmin seconds, the
binary signal will have length

tma
T + meas + 1 (3.18)

Atmin
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For example, if photons = {670,860, 990, 1020}ns and Atmin = iOns, then tmeas =

1020 - 670 = 350ns and T = 350ns + 1 = 36. Accordingly, I would be the length-36
iOns

vector with zeros everywhere except I [C], I [19 ], I [ 32 ], and I [ 35.

To compute the autocorrelation of I in the time domain, convolution is used

G2[k] = (I[m]I[m + k])n = I[m]I[m + k] = I[k] * I[-k] (3.19)

where m is the time index and k is the lag. Note that the limits can be simplified

such that m E 0, ... , T - 11.

To find the normalized autocorrelation, G 2 [k] must be divided by G 2 [0], which

is

NG (3.20)
T

where T is the length of the intensity function and N is the number of detected

photons. Note that this is simply the average square value of the binary intensity

function.

Although using convolution in the time-domain is the most direct method of

computing the autocorrelation, it is typically the most computationally costly. Even

when only calculating for lags of interest (i.e. k E f0, ... , kmax}), there are still Tkmax
multiplications in Equation 3.19. The fast Fourier transform (FFT) presents the

possibility of improving performance by processing the signal in the frequency

domain. Because convolution in the time domain is equivalent to the cheaper

multiplication operation in the frequency domain, and the FFT is able to perform

efficient Fourier transforms, Equation 3.19 can be simplified with

G 2 [k] = --1fTI[k]}F{I[-k]}} (3.21)

where Y{-} is the FFT and - 1 {-} is the inverse FFT. The frequency domain method

presented in Equation 3.21 does not allow for discrimination with a maximum value

of k, so all values of k will be computed; however, this method achieves a

computational complexity of O(TlogT), which is often faster than time domain

methods of Equation 3.19. Note that since the output of Equation 3.21 is also

unnormalized, it must also be normalized by the G2 [0] factor determined in

Equation 3.20.

The third method is to take advantage of the binary nature of the intensity

function to build a histogram of the interarrival times as an equivalent calculation
of the autocorrelation. In one-indexed pseudocode this looks like
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photons = timestamps % 1:N

G2 = zeros(1:T) % Initialize G2

for i in 1: (N-1)

for j in (i+1): (i+kmax)
G2(photons(i)-photons(j))+=1

end

end

g2 = G2*T/NA2 % Normalize to g2

Here the signal can remain in timestamp form, which saves memory, as the signal
'I' is likely much longer than the signal 'photons.' This method also significantly

reduces complexity by using summations instead of multiplications. If incoming
photons are approximated as a Poisson process, the expected number of photons
arriving within a certain time unit is the average number of photons that arrive
within such a time unit. This expected value is typically denoted A in Poisson
statistics, but to avoid confusion with wavelength, I will use AEII] = NIT. The

histogram method therefore in expectation considers NAE[I]kmax photon pairs. Since

N << T for a useful measurement, and kmx is also usually much less than T, this
method will be faster than both the time domain and frequency domain methods.

Some time correlators use the multi-tau binning scheme, which uses time
domain methods with a staircase of progressively longer lag steps to save on
computational cost. Since this scheme also reduces noise artifacts by acting as a low
pass filter at higher lags, the autocorrelation algorithm used by our lab rebins the
output of our histogram method to resemble the multi-tau method output
[30,41,42].

It is the job of the test bed to collect timestamps that can be used with this
theory to produce meaningful results, both for evaluating the components of the test
bed itself as well as the eventual measurement of BFi in biological studies. Chapter
4 will cover the test bed development in detail.

3.1.2.2 Variations on DCS

There are three varieties of light sources commonly used for optical
measurements in diffuse media. These light sources constitute three approaches:
continuous wave (CW), time domain (TD), and frequency domain (FD). In the CW
approach, a source with constant intensity is used and the change in intensity is
measured. In the TD approach, an impulse source is approximated with a sub-
nanosecond pulse and the temporal point spread function (TPSF) is measured. In

the FD approach, a source with modulated intensity is used and the phase shift and
change in intensity is measured [24]. Note that the TD and FD approaches are
Fourier transforms of each other and the CW approach is the FD approach at zero
frequency (DC) [26]. These approaches are illustrated in Figure 3-2.
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Figure 3-2: Approaches in diffuse media optical measurements. Optical
measurements in diffuse media traditionally follow one of three approaches: (1)
continuous wave (left), (2) time domain (center), or (3) frequency domain (right). The
CW and FD approaches are shown at steady state.

Diffuse correlation spectroscopy (DCS) is typically implemented using a
continuous wave (CW) source, as this greatly simplifies the technical requirements
of the setup; however, the CW approach loses much of the potential information of a
DCS measurement, as it only returns intensity information. The TD approach
preserves the most information in the TPSF, but it requires the most challenging
setup. In addition, the TD approach requires adjustments to the correlation
diffusion equation (Equation 3.7) to correct for nonidealities resulting from laser
pulse profiles, laser coherence length, and temporal dependencies in the detector
instrument response function (IRF) [29].

As of May 2019, frequency domain (FD-)DCS has not been attempted,
although frequency domain methods have been used in other applications of diffuse
photon physics, including breast tumor imaging [43] and cerebral hypoxia
measurements [44]. Frequency domain (FD) measurements would only return
intensity and phase information. Since TD-DCS produces a TPSF, it is equivalent to
running FD-DCS at a wide range of frequencies. FD-DCS does have the advantage
of concentrating photon energy at a single frequency to decrease the impact of wide
spectrum noise in amplitude; however, high noise in phase data defeats much of the
potential benefit of FD-DCS [45]. Still, FD-DCS presents a compromise between the
high information content of TD-DCS and the simplicity of setup of CW-DCS [26].
Despite these potential benefits, the remainder of this chapter will focus on the TD-
DCS approach.

To address the fact that TD-DCS measurements are close to the noise floor,
time-domain photon discrimination techniques are typically applied to TD-DCS
outputs. The noise comes from the detector dark count rate (DCR) and other non-
idealities in the detector, as well as photons originating from ambient light sources
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and spontaneous emission. Neuroimaging applications are especially noisy due to
high scattering in the scalp and skull, which causes a large flux of photons with
short path lengths that never penetrate into the brain [43]. Fortunately, by
applying certain computational methods to TD-DCS data, or by using detector
gating, photons can be selected for longer pathlengths, which are more likely to
have travelled through brain tissue [45]. This method of discarding photons outside
of a certain set of pathlengths before computing the intensity autocorrelation has
been referred to as a "time-gating scheme" [31], but it should not be confused with
gated TD-DCS, which uses gated detectors that are synchronized with the laser
pulses to only measure photons during a specified temporal window. The benefit of
gated TD-DCS is that since the detectors are not turned on until after the peak
reflections from superficial tissues have mostly passed, they are less likely to
saturate with early photons and therefore are less likely to be resetting when late
photons arrive. The test bed I built is intended to be used for the development of
gated TD-DCS.

One final variation on DCS worth noting is the combined modality with
functional near-infrared spectroscopy (fNIRS), which takes diffuse light
measurements at two wavelengths: one where oxygenated hemoglobin is a more
dominant absorber than deoxygenated hemoglobin, and another where the reverse
is true [36]. Properties of oxygenation, hemoglobin concentration, and blood volume
can be determined by comparing observations at these two wavelengths. While all
three primary approaches to fNIRS (CW, TD, FD) can measure relative changes and
differences in hemoglobin concentration by using the diffusion equation (Equation
3.3) to estimate Ma and p', the TD and FD approaches can also take absolute
measurements of hemoglobin concentrations, since they are able to distinguish
between intensity changes due to absorption and intensity changes due to
scattering [30,46,47]. Functional near-infrared spectroscopy combined with dynamic
observations of blood flow from DCS provide enough information to estimate the
cerebral metabolic rate of oxygen, or CMRO 2 [48]. CMRO 2 is the rate of oxygen
absorption in the brain as determined by an application of Fick's principle [49]

dq(t)
= F[CA(t) - Cy(t)] (3.22)

at
where q(t) is the quantity of a substance in an organ, F is the arterial blood flow,
CA(t) is the arterial concentration of the substance and Cv(t) is the venous
concentration of the substance. In the case of CMRO 2, arterial blood flow is
approximated by BFi measured with DCS and the quantity CA(t) - Cv(t) can be
determined by TD- or FD-fNIRS, as discussed in more detail in Section 3.2.2.
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3.1.3 Noise models and statistical considerations

Fully understanding the theory also requires understanding the noise. This
section will briefly consider some common noise dependencies in diffuse correlation
spectroscopy and a few of the methods taken to mitigate that noise.

Noise in DCS has been shown to be primarily dependent on source intensity,
integration time, and correlator settings. Note that the integration time is the time
spanned by the measurements that are averaged into a single representative
measurement for that time period. The noise is inversely proportional to the light
intensity within the ranges typically used for DCS, inversely proportional to the
square root of the integration time, and inversely proportional to the square root of
the correlator bin size [24]. Other sources of noise include detector afterpulsing,
shot noise, dark counts, electronic noise, ambient light, other non-idealities in the
source or detector, computational time in the correlator, and the influence of
superficial tissues in the scalp [45].

Different fields have different ways of mitigating noise. In economics,
isolating the known from the unknown to still properly use causal inference
considers tools like prior probabilities, discontinuity effects, and instrumental
variables [50]. In technology development there is a series of calibration, modeling,
validation, data correction, and data processing [15]. Statistics requires certain
sample sizes to make meaningful conclusions. Mitigation strategies for DCS have
included using few-mode fibers to increase light at the detectors (which do not
necessarily decrease noise due to the increase in the beta parameter of Equations
3.16 and 3.17 as a result of multiple speckles passing through), building an
analytical model to better fit the data to the correlation curve, and experimental
validation of these noise models [24,45]. One interesting example of noise
characterization in DCS has shown that despite higher intrinsic noise in TD-DCS,
the depth sensitivity gained by selecting late photons is improved from the CW-DCS
case [45]. Studies like this are valuable for comparing modalities and determining
paths forward.

3.1.4 Interesting application areas

Time-domain diffuse correlation spectroscopy (TD-DCS) has been considered
for several applications thought to pertain to blood flow. These include use in
biomedical studies, as diagnostic tools for medical conditions, as monitoring
equipment for hospital patients, and as input devices for new technologies. In
particular biological studies under consideration for incorporation of TD-DCS
include studies on blood flow changes during social tasks like group interaction or
performance tasks like running or driving [51]. Medical conditions of interest for the
technology include: (1) conditions where cerebral autoregulation may be impaired,
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such as traumatic brain injury (TBI), spaceflight-associated neuro-ocular syndrome
(SANS) [52], stress, depression, epilepsy, seizure, and anesthesia; (2) conditions
where the tissues are not receiving enough blood, such as shock, stroke, and
ischemia; (3) conditions where the tissues are filling with fluid or blood, such as
edema and non-compressible torso hemorrhaging [53]; and (4) conditions with
abnormal carbon dioxide (C0 2) concentration in blood, such as hypercapnia
[31,32,54]. Technologies like brain-computer interfaces have considered TD-DCS as
an input strategy, as blood flow is possibly an indicator of brain function [32].

Additionally, TD-DCS can be considered for applications that heavily weigh
the non-invasiveness of a technology (which is especially relevant for cerebral
applications), limit high-frequency radiation but accept powerful photon emission at
relatively low frequencies, cannot be exposed to a large magnetic field, or have
certain mobility requirements-either so that the technology can be brought to
immobile patients or for studies of highly mobile patients.

3.2 Comparison with other neuroimaging
modalities

Neuroimaging refers to any technique used to produce an image measuring
some quality of the brain. This section considers the utility of those measurable
features of the brain for policy applications as well as practical limitations such as
cost and portability. To do this I will first define a set of terms used to categorize
and evaluate neuroimaging data, then I will describe non-optical and optical
neuroimaging technologies using these terms to evaluate the type and quality of
information produced by each methodology.

The type of information provided by neuroimaging research falls into two
main categories: structural and functional. Structural information describes the
physical brain: for example, the location and size of brain regions, connective
tissues, nerves, and circulatory membranes. Functional information describes the
operations of the brain, that is, its neurologic, metabolic, hemodynamic, and
immunologic processes [55]. Note that genetic features can provide insight about
both the structural and functional brain, but are typically separate from
neuroimaging because genetic features can also be observed from cells not
originating in the brain tissue.

Each neuroimaging technology has its own specifications, but there are a few
metrics that are frequently used to compare and contrast various modalities. These
include temporal resolution, spatial resolution, penetration depth, cost,
invasiveness, and portability. Temporal resolution refers to the sampling time and
how well a measurement can be assigned to one time or another. For example, if
Technology A has a temporal resolution of one second and Technology B has a
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temporal resolution of 5 seconds, Technology A can distinguish between events that
occur two seconds apart, while Technology B cannot. Spatial resolution is an
analogous term but for the location of an event. Penetration depth refers to the
maximum distance relative to the scalp from which a measurement can be made.
Cost considers power, maintenance, development, and manufacturing requirements
for the technology. There are certainly other metrics of merit, and some modalities
do not ascribe to these categories, but these six metrics are among the most
commonly used and will be helpful for the rest of this section.

3.2.1 Non-optical techniques

Non-optical neuroimaging methods are the most commonly discussed variety
of neuroimaging in use today. The obvious reason for this trend is that the brain is
hidden by several layers of scalp tissue and the skull, which readily absorb visible
light, making it difficult for optical methods to meet the penetration depth
requirement for most applications. Non-optical methods bypass this problem using
sonic, radiative, electromagnetic, or other methods that either penetrate more
deeply into the head or else use biomarkers that are observable at the surface of the
scalp. Non-optical techniques can be used to measure both structural and functional
information about the brain. The realm of non-optical methods is vast and diverse,
but this section will consider the most widespread and representative modalities.
Specifically, this section will identify relevant information provided by
electroencephalography (EEG), magnetoencephalography (MEG), positron emission
tomography (PET), computerized tomography (CT), functional magnetic resonance
imaging (fMRI), and functional ultrasonic imaging (fUS).

Electroencephalography (EEG) and magnetoencephalography (MEG) are
representative of electromagnetic neuroimaging methodologies. Both technologies
consider functional features of the brain, since the changes in electromagnetic
properties of the scalp are thought to be correlated with current flow across
neuronal cellular membranes after a synaptic potential [56]. EEG detects electric
potentials from a set of electrodes placed around the scalp. The preferred locations
of these electrodes have been carefully studied to minimize noise from the scalp's
diffuse conductivity. The spatial resolution is on the order of decimeters. The
temporal resolution, however, is on the order of milliseconds [57]. MEG detects
localized magnetic fields in the brain with spatial resolution on the order of
decimeters and temporal resolution on the order of milliseconds [58]. EEG is three
orders of magnitude cheaper than an MEG system [59] and is wearable, in contrast
to MEG's heavy and stationary magnet, which requires a shielding room [32].
Unfortunately, both electromagnetic modalities have no penetration depth, that is,
all measurements only measure the surface of the scalp. Fortunately, radiation
methods, both optical and non-optical, address this problem.
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Positron Emission Tomography (PET), computerized tomography (CT) and
functional magnetic resonance imaging (fMRI) are the traditional standards of
radiation methodologies in neuroimaging. PET is a functional neuroimaging
technique that works by detecting gamma rays from radioactive glucose that the
brain is metabolizing, making it a functional technique. CT is a series of x-rays that
penetrate the brain at multiple angles to form a composite image. The information
it collects is purely structural. Although it can achieve about twice the spatial
resolution of MRI at 500 jim, as opposed to 1 mm, CT has largely been replaced with
MRI, because MRI uses radio frequency waves instead of the ionizing radiation
used by CT [56]. Additionally, MRI can achieve about four times higher temporal
resolution at 20-50 ins, and maintains higher contrast in soft tissues [60]. MRI is a
structural technique but is combined with endogenous or exogenous tracers for use
in functional applications, where it is then termed "fMRI". fMRI maintains
millimeter to centimeter range spatial resolution in 3D pixels called voxels, but,
depending on the tracers used, its temporal resolution worsens to several seconds.
All of these non-optical radiation neuroimaging technologies are non-portable and
expensive, but they have penetration depths that cover the entire brain [60].

An interesting intermediate between electromagnetic and radiation methods
is sonic technology. Functional ultrasonic imaging (fUS) is the leading sonic
technique in neuroimaging and is the basis for most other sonic techniques, such as
photoacoustic tomography (PAT) [61]. fUS is a functional technique that uses
ultrasonic waves to measure Cerebral Blood Volume (CBV) by considering the speed
of sound through tissue, or blood flow by considering Doppler effects. fUS has been
able to achieve a spatial resolution of 50-200 pim and a temporal resolution of 10-
100 ms [61]. Ultrasound methods can image the full depth of the brain and can be
reasonably portable and low-cost [62]. However, fUS relies on the presence of "bone
windows" where the sonic waves can pass through the skull without adding too
much noise to the signal. fUS also does not provide structural information other
than depth, and it is often used as a free hand device that must be operated by an
expert in cerebral vasculature, which causes significant variation in fLS signals
[62]. Thus, despite excellent temporal and spatial resolution, fUS is not as common
as fMRI, PET, or EEG.

These limitations force us to recognize that the utility of a technology is not
only determined by technical parameters. Certainly, there are specifications that
must be met, but more important questions are: What are you actually trying to
measure? What part of space needs to be resolved? Does this technology resolve that
space or a different space? Does this technology only resolve certain tissues in the
brain? What time scale does the event of interest occur at? What practical
requirements are met or not met by the technology? These questions are also at the
center of considerations for neuroimaging technology in mobile application. For
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example, large radiation and magnetic methods, such as MEG, MRI, and PET,
could not be used in a study of runners or dancers in motion, whereas small
portable technologies like EEG and fUS stand a better chance.

Non-optical technologies specifically considered for use as validation of TD-
DCS with an expected agreement of 15% include the magnetic resonance based
techniques TRUST (T2-Relaxation-Under-Spin-Tagging), ASL (Arterial Spin
Labeling), SWI (susceptibility-weighted imaging), and PROM (Phase-based
Regional Oxygen Metabolism), and other modalities, including PET and TCD
(transcranial doppler ultrasound) [48]. Note that although MRI-based diffusion-
weighted imaging sounds like it would produce similar results to DCS, it is actually
measuring water moving through myelin sheaths and traditionally considers blood
flow as noise [63].

3.2.2 Optical techniques

Optical imaging is nearly as varied as non-optical methods. Since the only
requirement to be classified as an optical method is the measurement of photons,
the term "optical imaging" includes visual techniques like surgery all the way to
spectroscopic techniques for measuring absorbed or scattered light. In between
there are fluorescence techniques for measuring emitted light, microscopy for
measuring small amounts of light that are outside the resolution range of the
unaided human eye, and cytometry for counting individual cells [64]. Invasive
optical techniques such as light microscopy can image the brain on a neuronal or
even dendridic scale, but these techniques fail to offer useful information about a
conscious and active individual, as the subject should be unconscious and unable to
perform tasks when their brain is exposed. Non-invasive optical techniques such as
optical coherence tomography (OCT) and laser speckle contrast imaging (LSCI) tend
to be limited to superficial layers of the scalp down to at most one millimeter but
have temporal resolution on a millisecond scale and lateral spatial resolution on a
submillimeter scale [56,65]. Furthermore, these techniques are interested primarily
in blood flow, making them functional rather than structural techniques. Some non-
invasive technologies take advantage of the transmission window in human tissue
that occurs in the visual to near infrared wavelengths [55]. These include
technologies like fNIRS and DCS, which are able to achieve penetration up to 1.5
centimeters with some cost to both temporal and spatial resolution [46,65,66]. Since
the distance from the head surface to the cortical surface in humans is estimated to
range from one to three centimeters, an optical method that is expected to provide
information about the brain itself must have penetration depth of at least one
centimeter [46]. Furthermore, fNIRS and DCS are lightweight and portable
compared to non-optical radiation methods, like PET, CT, and MRI.
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Functional near-infrared spectroscopy (fNIRS) is an optical technique that
uses milliwatt-class lasers at different wavelengths in the tissue transmission
window to determine the relative concentrations of oxygenated (or oxy-) hemoglobin
(02Hb) and deoxygenated (or deoxy-) hemoglobin (HHb), thereby performing brain
oxymetry [23]. These wavelengths are selected on either side of the isosbestic point,
that is, the wavelength where 02Hb and HHb have equal absorption coefficients,
which occurs around 800nm [67]. By comparing the absorption effects at these two
wavelengths an fNIRS operator independently measures the concentrations of 02Hb
and HHb in blood. These concentrations can be used to estimate CBV and changes
in cerebral hemoglobin oxygen saturation (SO 2), which makes fNIRS a functional
technique [31]. Because fNIRS is particularly relevant for DCS intermodality
considerations, the four guiding equations for fNIRS are described below in
Equations 3.23-3.26 [48].

Total hemoglobin concentration (HbT) can be calculated with the equation

HbT=HbO+HbR (3.23)

where HbT is the total hemoglobin concentration (in g/dL), HbO is the cerebral
concentration of O2Hb (in g/dL), and HbR is the cerebral concentration of HHb (in
g/dL). From this calculation, the total (or tissue) oxygen saturation (StO2 , in %, and
sometimes simplified as SO 2) can be calculated using

StO 2 = HbO/HbT =waSaO2+wvSvO2 (3.24)

where Sa02 is the arterial blood oxygenation (in %, and also known as the arteriolar
hemoglobin oxygen saturation), measured by proxy with pulse oximetry; SvO2 is the
venous blood oxygenation (in %); wa is the fNIRS sensitivity to arterial
compartments, typically given a value of 15%; and wv is the fNIRS sensitivity to
venous compartments, typically given a value of 85%.

Building from this result, the oxygen extraction fraction (OEF) can be
calculated as

OEF (Sa02-Sv02)/SaO2 (3.25)

as well as the cerebral blood volume (CBV), given by

CBV = HbT.MWHb/(HGB.Dbt) (3.26)

where MWHb is the molecular weight of hemoglobin, typically given a value of
64,500 g/Mol, Dbt is the brain tissue density, typically given a value of 1.05 g/mL,
and HGB is the hemoglobin concentration in the blood (in g/dL) [48].

Since oxygenation is a biomarker for ischemic conditions, fNIRS has the
potential to inform diagnostic decisions on conditions such as stroke, traumatic
brain injury (TBI), and shock. Oxygenation measurements have also been shown to
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correlate well with results from blood oxygen level-dependent (BOLD) fMRI during
both sensorimotor activations and visual stimulations [28]. But unlike fMRI, fNIRS
has been made into commercially available wearable systems, such as NIRx Sport,
and its cost is in the thousands rather than the millions [32,68].

One modification of fNIRS called time domain fNIRS (TD-fNIRS) uses a
series of laser pulses rather than a continuous wave source to take these
measurements, allowing for estimation of tissue optical properties by considering
time of flight (ToF) and the temporal point spread function (TPSF) [46,47]. By
estimating these optical properties, TD-fNIRS is able to construct absolute
measurements of absorption changes among different regions of the scalp, while
traditional continuous wave fNIRS is only designed to take relative measurements
[46]. TD-fNIRS has spatial resolution on the order of centimeters and temporal
resolution on the order of deciseconds [32]. However, TD-fNIRS only has a
penetration depth of approximately one centimeter, depending on the source-
detector separation, laser power, and selective detector gating for late photons [46].
This means TD-fNIRS measurements reach only the surface of the brain, though
efforts are being made at MITLL and elsewhere to improve penetration depth for
fNIRS technologies.

Other optical techniques that are similar to DCS include spatial frequency-
domain imaging (SFDI) [43], and laser speckle imaging (LSI) [24] and the combined
modality. As with DCS, these modalities measure flow and optical properties.
Unlike DCS, however, the photon paths do not reach depths where they are fully
randomized [69]. Another interesting modality adds to DCS by using US to
selectively modulate the optical properties of deep tissues with the acousto-optic
effect, effectively tagging photons that pass through the modulated regions, thus
improving depth sensitivity [70,71].

Time-domain diffuse correlation spectroscopy (TD-DCS) itself has penetration
depth of approximately 1 cm, spatial resolution of about 0.5 mm, and temporal
resolution down to 10 ms [65]. However, due to high noise and very low photon
throughput, TD-DCS measurements usually need to be averaged over a larger
acquisition time window [72]. The Martinos Center has demonstrated that TD-DCS
can be made portable, and the cost of a TD-DCS system is much below that of fMRI.
Furthermore, since fNIRS and TD-DCS can share much of the same acquisition
equipment, the cost of a gated TD-DCS system is comparable to that of an fNIRS or
TD-DCS system alone. In conclusion, gated TD-DCS is a functional brain imaging
technology that is portable, low-cost, and fares reasonably well in penetration
depth, and temporal and spatial resolution.
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Chapter 4

Instrumentation and validation of the
optical neuroimaging test bed

The gated TD-DCS test bed has four primary components: the source, the
detector, the time controller, and the diffuse medium. Other components include
optical and electrical items between the above, oscilloscopes, function generators,
power meters, and spectrum analyzers. Building the test bed required (1) design or
procurement, (2) assembly, and (3) validation of operation for each component.
Additionally, the setup as a whole needed to be evaluated.

The validation procedures that I implemented include several for baseline
operation, that is, DCS operation without gating the detectors, as well as
preparations for gated operation. Baseline operation validation procedures include
(1) laser bandwidth and operation voltage measurements, (2) laser amplification
validation, (3) detector collimation adjustments, and (4) time controller data
processing development and evaluation. Planned validation procedures for gated
detector operation include (1) gate and laser synchronization, (2) time controller
data processing development and evaluation for gated operation, (3) improved depth
resolution validation and comparison with manual "time-gating scheme" used in
[31], and (4) determination of after-pulsing (AP) levels in gated detectors using
correlation measurements with a split fiber.

This section steps through the gated TD-DCS test bed development by first
considering assembly and the system as a whole, then breaking it down into the
four primary components including a section for the miscellaneous components. The
breakdown of each component will discuss the design-or, for initial setup,
procurement-requirements for each component and the procedures used to
evaluate their operation. Validation procedures expected to be performed in the
future of the test bed will also be mentioned.

4.1 Test bed overview and assembly
The gated TD-DCS research performed at Massachusetts Institute of

Technology Lincoln Laboratory (MITLL) and the Massachusetts General Hospital
(MGH) Martinos Center for Biomedical Imaging aims to produce a portable and
ultimately wearable system for functional brain imaging of blood flow. Additionally,
the system in development intends to build from the success of functional near
infrared spectroscopy (fNIRS) to eventually produce a dual-modality system that
will simultaneously measure blood volume and blood oxygenation [51].
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The test bed that I set up at MITLL is directed towards these goals by
focusing on the development of gated detectors, which MITLL has experience
developing for applications including terrain mapping and disaster relief [73]. Since
my setup focuses solely on the detector development, portability was discounted in
favor of a simple tabletop arrangement with commercial off the shelf (COTS)
components standing in as a baseline for later comparison with fabricated parts. To
facilitate the evaluation of several different detector designs, the test bed is
modular in nature such that components can be easily exchanged according to the
detector operation specifications. For example, a detector designed for one range of
wavelengths will require a different illumination source than a detector designed
for another range of wavelengths, and the test bed must be able to accommodate
that change. Particularly with a modular design, much of the test bed development
comes from the establishment of standard operating procedures (SOPs) that
facilitate comparison between different versions of the test bed. The first set of
SOPs developed for the test bed are included in Appendix C. Note that each 'module'
has its own set of test bed-specific operating procedures. Additionally, subsets of
procedures are provided when certain combinations of modules require adjusted
operating procedures.

Assembly

The gated TD-DCS test bed has four fundamental components, whose tasks
can be performed by certain replaceable modules. The first component is the
illumination source, which sends photons into the diffuse medium to ultimately be
measured by the detector. The diffuse medium and the detector are the next two
components, which diffuse the photons and detect some of the photons, respectively.
The fourth fundamental component is the time correlator, which keeps track of time
and synchronization between the source and the detector, and records the
measurement. In practice the test bed also requires a computer, to program
components and process the data. This conceptual flow is illustrated in Figure 4-1.
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Figure 4-1: Simplified schematic of the test bed setup. A computer (A) stores
data and interfaces with the software of the time controller (B) and the detector (E)
to program operation. The time controller (B) receives the synchronization pulse
from the source (C), which it uses to trigger the detector gate (E). The source travels
through the sample (D) to the detector (E). A detection pulse is then sent from the
detector (E) to the time controller (B) which records timestamps both from the start
of the measurement as well as time of flight (TOF) estimated by the relative time of
the detection from the last laser pulse. This data is sent to the computer (A) for
further processing.

One example of the test bed setup is shown in Figure 4-2 below. In this
assembly, the computer is a Windows 7 machine with software to program and
interface with both the detector and the time correlator. The Lumics laser
(LU0786M100-1G06E10A) is a butterfly diode pulsed with a PicoLAS BFS-VRM-
03HP driver board using a 10dB attenuated 1.9V signal with 1.6ns pulse width
originating from a SRS DG 645 delay generator, as triggered by a 1MHz SRS CG
635 clock signal. Both optical and electrical connections are required in this setup.
Single-mode fibers are required leading to the detector, in order to collect only a
single speckle. The setup in Figure 4-2 was used for collecting the first timestamps
from the test bed using human adipose tissue as the diffusive medium.
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Figure 4-2: Gated TD-DCS test bed setup. Two examples are shown where
various components are exchanged with other equipment according to the

requirements of the test. The underlying structure of the test bed in both cases is

traceable back to the heuristic model in Figure 4-1. Note that this figure uses a

multimode fiber from the source, and that while either a multimode or single-mode

fiber can be used at the source, only a single-mode fiber should be used to couple to

the detector.

To meet the standards for test bed validation, analyses must be developed

that can find agreement between theoretical, experimental, and modeling
approaches. As with any large project, piecemeal validation techniques for each

component are important for ensuring proper operation and debugging the test bed;

however, note that the most valuable test of the system will be an overall test of the

interconnected system. Therefore several completed, passed over, and planned
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validation techniques for the test bed are discussed by component and then at the
system level in Section 4.5.

4.2 Illumination source

The illumination source is by necessity a laser in the current state of
technology as coherent, narrow linewidth, high-power, pulsed light is required for a
meaningful TD-DCS signal. Coherent light is made of photon plane waves of the
same wavelength with some constant phase separation that is due to the optical
path length from each scatterer to the point, such that the interference patterns are
temporally and spatially constant [74]. This type of light enables speckle patterns
[75]. Narrow linewidth means nearly all of the energy in the laser is focused on a
single frequency.

4.2.1 Criteria for source design and procurement

In addition to meeting requirements, the laser used in the gated TD-DCS test
bed is expected to respect certain measures of merit. These measures include
coherence length, linewidth, power, pulse duration, repetition rate, pulse shape,
wavelength, and maturity of technology. Of course, cost, ease of operability and
integration, and size, weight and power (SWaP) are also important considerations.

Coherence length must be longer than the distribution of photon path lengths
[24], which for neuroimaging applications is approximately 4cm. The upper limit of
coherence length can be calculated as

C
Lcoh -=TA (4.1)

where c is the speed of light in a vacuum in m -s-1, and Av is the linewidth of the
laser in Hz. It is often expressed in terms of the wavelength bandwidth through the
approximate relationship

C
Av~ - AX (4.2)

where c is the speed of light in a vacuum in m -s-1, and AA is the wavelength
bandwidth of the laser in m and A is the center frequency. This approximation is
valid for small AX. Coherence length, Lcoh, has units of meters and from Equation
4.2 is sometimes approximated as Az/AA. Linewidth should be as narrow as possible,
to best approximate an impulse in the frequency domain. However, since we are
also trying to have as short a pulse duration as possible in the time domain, to
approximate an impulse, there is an unavoidable tradeoff. As width decreases in the
frequency domain, duration increases in the time domain and vice versa. This limit

where the spectral width is as narrow as possible for a given pulse duration is
known as the transform limit, or Fourier limit [76]. An ideal pulse shape of sechz(t)
is desired as it would ensure the pulse is nearly transform limited [77]. The tradeoff
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ought to be explored in more detail as it may be that absorption losses in the tissue
are high enough that attenuation of incoherent light at later arrival times is not a
limiting source of noise [78]. Assuming a transform limited source, the minimum
pulse duration can be calculated as

At = rWO.3 15LCoh (4.3)
C

where the 0.315 comes from the time-bandwidth product of sech2 (t) pulses. Using
Equation 4.1 with an ideal source gives an absolute maximum linewidth of 1.9GHz
for a 5cm coherence length, and with Equation 4.2 the minimum pulse duration is
calculated as 165ps.

Power should be as high as possible within American National Standards
Institute (ANSI) limits to give the signal the best chance of overcoming noise
sources and therefore improve the signal-to-noise ratio. These limits are
approximately 25mW at 765nm and 100mW at 1064nm in terms of average power
[79]. Limited power also ensures that thermal influences of the laser light do not
distort the measurement by affecting blood flow in the tissue. Another factor in
combating noise is a high repetition rate. Higher repetition rates decrease the
integration time needed to produce a viable signal and as a result increase the
temporal resolution of the measurements. The repetition rate is limited by the
decay time of the temporal point spread function (TPSF) (i.e., the signal), which is
approximately 3ns. Typically, our team has estimated this limit conservatively as
10ns, resulting in a 100MHz maximum repetition rate.

The desired wavelength of the laser for TD-DCS is anywhere in a
transmission window for tissue. However, for a TD-DCS system capable for
integration with functional near infrared spectroscopy (fNIRS), it is important to
validate operation at wavelengths on either side of the 805nm isosbestic point of
oxy- and deoxy-hemoglobin. Maturity of technology enables access to decades of
research in other disciplines, and is a way to avoid falling down a rabbit hole in
laser design. To this end, our team has filed a patent application for the use of
1064nm lasers for use in fNIRS and DCS, since this wavelength is in an optical
transmission window for tissue [80] and can still provide useful data on the oxy-
hemoglobin side of the isosbestic point [36]. It was first considered by our team due
to its ability to be used with efficient Ytterbium fiber amplifiers [81].

As with the system as a whole, the size, weight, and power (SWaP) and costs
should be minimized in laser selection and design. To this end, the team has been
considering the use of Vertical-Cavity Surface-Emitting Lasers (VCSELs), which
are small and inexpensive semiconductor devices that can be embedded into optodes
for application to the skull. One significant problem with this approach is the low
power output of these devices. Note that the VCSEL approach is an example of a
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distributed source. Like the detectors, both split monolithic devices and site-specific
sources are under consideration. Site-specific sources would be easier to replace and
also eliminate the additional weight and design constraints of fibers and coupling,
but monolithic sources are more readily able to meet power requirements.

One example of a monolithic source that would need to be split to deliver
light to all sites is the laser currently used in the Martinos Center setup. It is a high
powered device, known as the PicoQuant Vis-IR Stimulated Emission Depletion
(STED), operating at 765nm with 550ps FWHM and 1.5W operation, and was not
considered cost effective for acquisition in the MITLL setup. This decision was
further supported by the idea that as collaborators, if MITLL had any need to test
with the Martinos Center laser, they would be able to borrow the device.

Other options under consideration are summarized in Table 4.1 below. All
reported values are approximate and vary considerably based on the specific device.
The numbers are intended only to provide ballpark figures. Unknown quantities are
left blank. These are representative of the laser options considered by the team, and
included (1) a high-power gain switched diode, (2) a tapered amplifier using gain
switching and an amplified spontaneous emission (ASE) filter, (3) a tapered
amplifier using continuous wave seed chopping and ASE rejection, (4) VCSELs, (5)
Vertical External-Cavity Surface-Emitting Lasers (VECSELs), (6) frequency
doubling fiber with the Vis-IR STED, (7) a titanium-sapphire laser using continuous
wave seed chopping and a tapered amplifier, and (8) mode-locked lasers.

Table 4.1 Qualitative Comparison of Various Laser Options

Parameter Goal VCSEL VECSEL Gain switched Ti:Saph Mode- Edge-
array array semiconductor Amplifier locked emitting

laser diode
Lcoh (cm) 5 Could work Needs Needs work >5 >5

work

Linewidth Low 10s of kHz
(Hz)

Power (mW) 100 0.5/element 500 @ CW 10-100 (peak) 20W >100 100**

Pulse width 165 <10ns 100 500
(ps)

Repetition 100 <100MHz 100MHz*
rate (MHz)

Pulse shape sech 2 (t) Good Needs Good Good Good
work

Wavelength 750- 750-980+ Many Many Many
(nm) 1064

Maturity of High Adequate Low Hard to High
technology develop
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Cost Low Low Average

SWaP Low Low Low High High

Monolithic/ Either Dist. Dist. Dist. Mono. Mono. Mono.
Distributed

*achievable but requires a 1.5m cavity
**with single amplification stage

At Lincoln Laboratory, the decision was made to start with a simple
approach: a Lumics butterfly package laser diode at 786nm (LU0786M100-
1G06E10A). During the laboratory setup, I also found a pair of 1064nm QPhotonics
butterfly package laser diodes (QFBGLD-1060-20PM) in a cabinet that we decided
were worth considering. PicoLAS BFS-VRM-03HP laser diode drivers are used to
operate the laser diodes at repetition rates from continuous wave up to 1MHz.
Spectrum measurements with the QPhotonics diode that was in better physical
condition indicated that the cabinet-sourced diodes were probably not in good
operating condition and were therefore replaced by an Eagleyard butterfly package
distributed feedback laser (DFB) diode (EYP-DFB-1064-1500-BFY2-0010) at
1064nm. An Oclaro butterfly package laser diode (LC96A1064BBFBG-20R) at
1064nm was also considered for integration into the TD-DCS test bed; it has a
higher wavelength bandwidth than the Eagleyard, at 900nm instead of 200nm, and
a higher continuous-wave operating power, at 350mW instead of 40mW. All
butterfly diodes would use the same PicoLAS BFS-VRM-03HP laser diode driver as
interfaced through the PicoLAS PLB-21 user control unit. These butterfly packages
are fairly low power and are not designed for short and fast pulsing. The details of
the measurements made to quantify these limitations are described in Section 4.2.2.
We also ordered an Original Equipment Manufacturer (OEM) laser platform from
PicoQuant that produces a 3mW 1064nm wavelength <700ps full-width half-
maximum (FWHM) pulse at 80MHz. An amplification stage was also useful for
operation of this device.

The amplification stage we developed uses a Cybel Mantaray-27-BT-CW-PM
single-stage amplifier added between the 1064nm sources and the diffusive
medium. The amplifier is only suitable for the 1064nm sources and for amplification
up to 500mW, and amplifiers at 786nm would need to be custom built. To work
around this, our team is considering using a 530nm laser, which can be amplified
and then doubled such that it meets the criteria for wavelength sources at either
side of the isosbestic point of oxy- and deoxy-hemoglobin. The validity of this
approach has yet to be explored in greater detail.
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4.2.2 Source validation results

The first step to getting the butterfly diodes working was to install them into
the laser diode driver, which required precision soldering. Care was taken to avoid
applying undue amounts of heat to the device. The diodes were also screwed in
place and the leads cut. Since the diodes were designed primarily for continuous-
wave operation, we needed to be careful about how much current was flowing
through the device during pulsed operation. We used the current-voltage
characteristic plot in the PicoLAS driver manual to determine the maximum input
voltage to the driver that would result in the maximum allowable current through
the diode. For example, the Eagleyard diode has a maximum pulse forward current
of 1.5A which corresponds to a PicoLAS driver pulsed voltage input of 600mV.

Next we estimated coherence length using Equations 4.1 and 4.2 with the
bandwidth of lasers as measured with an Ando AQ6317B optical spectrum analyzer.
For the Lumics laser this was estimated as 2.05cm, for the Eagleyard laser this was
estimated as 5.96cm, and for the PicoQuant laser this was estimated as 5.56cm.
This contrasts with the estimates using the quantities in the specification sheets
which for the Lumics laser was estimated as 1.23cm, for the Eagleyard laser was
estimated as 15cm, and for the PicoQuant laser was estimated as 11.3cm [82]. The
specification sheet approximations were made using the ideal operating conditions
and the simplified equation for linewidth, / 2 /AA, or in the case of the Eagleyard
laser, c/Av (where Av is the spectral width in MHz). Small differences in the
spectral width, which was only measured to two significant figures and was on the
order of picometers, had a strong effect on the estimated coherence length. This
partially explains the differences between the two coherence length estimation
methods. A screenshot of the Lumics laser spectrum analyzer measurement is
shown in Figure 4-3. Using the spectrum analyzer also gave us a measurement of
the center frequency, which was 786nm for the Lumics laser, 1064nm for the
Eagleyard laser, and 1063nm for the PicoQuant laser. The Eagleyard laser diode
was also demonstrated to have a wavelength tunable between 1063.5nm and
1065.5nm using thermoelectric cooler (TEC) settings from 10*C to 50*C.
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Figure 4-3: Pulsed laser diode (786nm Lumics LU0786M100-1GO6E1OA with
PicoLAS BFS-VRM-03HP driver) spectrum analysis screenshot.

Because the coherence length is so important to DCS, it was also measured
using interferometry, which is a more direct measurement of coherence length. This
setup required a splitter that sent the light to two reflectors, one of which was
situated on a motor that varied pathlength as a function of time. The light then

would reflect off the two mirrors and recombine to focus on a detector. Analysis was
performed to determine when the constant phase difference assumption was lost as
a function of pathlength difference between the split light.

Average power was measured using a ThorLabs PM100D power meter and
ThorLabs S305C detection head. Pulse length and pulse rate were monitored using
an oscilloscope and Thorlabs detectors. A Thorlabs DET08CFC InGaAs 5GHz
detector was used for the 1064nm lasers and a Thorlabs DET025 Silicon 2GHz
detector was used for the 786nm laser. The PicoQuant laser has immutable pulse-
shaping, but the laser diodes can be driven with an arbitrary waveform generator.
An initial square wave pulse operation was developed using a Stanford Research
Systems (SRS) Clock Generator (CG) 635 driving a SRS Delay Generator (DG) 645.
The repetition rate is determined by the CG and the amplitude and duty cycle are
determined by the DG. The narrowest pulse duration under admissible operation
conditions for the Lumics, QPhotonics and Eagleyard laser diodes was found to be
approximately 600ps, created using a 10dB attenuated 1.9V output from the delay

59

-.1



generator into the PicoLAS driver board with a delay time from the clock edge of
1.6ns. Another common repetition rate for the laser diodes is 200kHz, which is more
friendly to the PicoLAS driver, which has a maximum driving rate of 1MHz. It is
very important to decrease the voltage before widening the pulse duration, to avoid
irreparable damage to the laser diodes. After these baseline measurements with
square pulses, we used a Chase Scientific DAx14000-4M Arbitrary Waveform
Generator programmed with an MITLL-developed LabView interface to experiment
with cleaner pulses. There is much potential in pulse shaping that should be

pursued further, as with only a few minutes of trial-and-error we were able to use
pulse shaping to eliminate the oscillatory optical outputs that sometimes resulted

from the square driver input pulses.

Continuous-wave operation was evaluated for the Eagleyard laser by
incrementing the input voltage to the driver and measuring the power at the
output. These results are shown in Figure 4-4. Notice that the threshold occurs at
approximately 15mV input to the driver. This test was also performed on the
QPhotonics laser and it never seemed to make it past threshold, even at its specified
maximum operating voltage. Based on this result, we discarded the QPhotonics
laser in favor of the Eagleyard laser, as it has similar specifications and also
operates at 1064nm.

Eagleyard Measured Power
at 22*C using S305C detector
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Figure 4-4: Input voltage-output power characteristic for the Eagleyard EYP-
DFB-1064-1500-BFY2-0010 laser diode with the PicoLAS BFS-VRM-03HP driver.

Continuous-wave amplification operation was evaluated for the PicoQuant
OEM CPDL-S-F laser by incrementing the current setting of the amplifier and
measuring the power at the output. These results are shown in Figure 4-4. Notice
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that the amplifier threshold is reached at approximately 200 device-defined current
counts (-831mA) to the amplifier for the PicoQuant laser.

Measured Output Power
using S305C detector
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Figure 4-4: Cybel Mantaray fiber amplifier operation with PicoQuant OEM
CPDL-S-F 650ps pulsewidth 80MHz repetition rate (4.5mW average power) as a

seed.

Another key test of the laser system was the shortening of the PicoQuant
laser output pulse duration using an Eospace intensity modulator. Shorter pulses of
about 320ps pulse duration were attained. The coherence length of this output was
measured using the interferometry-type setup described earlier and determined to
be 5.08cm. Our team was able to demonstrate halving of the pulse duration without
shortening the coherence length too much [83].

The Eagleyard laser with the PicoLAS driver, as well as the PicoQuant OEM
laser, have been operated successfully by the Martinos Center on their own projects.

4.2.3 Future source validation steps

One area of development for the laser is finding a viable sub-805nm source.
In addition to the PicoQuant Vis-IR STED laser, the Martinos Center has looked
into the 760nm LDH-D-C Picoquant laser, which has a lower power at 7mW and
100ps pulses, and the 765nm Vis-IR PicoQuant with 400mW average power and
70ps pulses. These lasers operate below the minimum pulse duration, and could be

used to interrogate the effects of limited coherence within the decay window of the
temporal point spread function (TPSF) of TD-DCS. These effects of finite coherence

length can be tested against theory from Cheng et al. [29].
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Another future step in laser validation will be the amplification and splitting
potential in the monolithic devices currently in use. This analysis will need to
consider coupling and splitting losses, fiber weight, and output characteristics like
coherence length, wavelength, and power. A start would be to use a single splitting
stage and then try more and more until the design criteria are met. It would also be
helpful to find the theoretical maximum number of splitters for given input power
splitting losses, and coupling losses. This could also be used for the inverse problem
of finding the minimum power required for a given number of splitters.

4.3 Gated Single-Photon Avalanche Detectors
(SPADs)

Single-photon detection has been approached in multiple ways, from classical
vacuum-based examples like photomultiplier tubes (PMTs), which are used in
computed tomography (CT) imaging [84], and positron emission tomography (PET)
[85], to more recent techniques like superconducting nanowire detectors [86,87].
The test bed developed at MITLL was created specifically to aid in the design of
Geiger-mode avalanche photodiodes (GmAPDs), also known as single-photon
avalanche detectors (SPADs).

Single-photon avalanche detectors (SPADs) are semiconductor devices doped
to have some diode structure. Detecting at a specific wavelength requires certain
absorption properties in the semiconductor, which in turn determines which
materials can be used to achieve a certain photon detection efficiency (PDE). For
reference, common materials in this field include silicon (Si), indium phosphide
(InP), and indium gallium arsenide (InGaAs). The SPAD is reverse biased above a
device-dependent breakdown voltage so that impact ionization from a carrier
generated by an incoming photon results in avalanche multiplication and high
current through the device. This event is known as breakdown. This phenomenon is
in contrast to breakdown triggered by quantum tunneling, known as the Zener
effect, when the depletion region of the diode is heavily doped and therefore thin
enough such that there is a non-negligible chance of quantum tunneling from the
valence band to the conduction band. Avalanche breakdown occurs at higher
voltages than Zener-effect breakdowns because more energy is needed to accelerate
the electrons sufficiently to produce the avalanche effect [88,89,90]. These two types
of breakdown are illustrated in Figure 4-6.
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Figure 4-6: Breakdown conditions in diodes. Energy band diagrams for
avalanche breakdown (left) and Zener-effect breakdown (right). Although an
electron avalanche is shown, note that both electrons (solid circles) and holes (rings)
can create impact ionization [91].

The strong current produced by the avalanche can be quenched either
actively or passively. In passive quenching, a series resistor is used to bring the
voltage below breakdown. This can be too slow for some applications, so active
quenching has also been developed. Active quenching works using a sensing resistor
that detects an avalanche and triggers an active circuit to respond by bringing down
the voltage for a set holdoff time before resetting [92].

In addition to using active circuits for quenching, alternating between
operating voltages above and just below breakdown enables SPADs to operate with
gated detection. This allows the user to be temporally selective about which photons
to detect. The gate is typically repeated at a set frequency with a specified duty
cycle. The length of time for which the detector is "on" per cycle is referred to as the
gate width. When an avalanche occurs, the holdoff circuitry takes priority over the
gate, and the detector will be returned to operation voltage at the next rising edge of
the gate clock after the holdoff time. A typical signal set for a gated SPAD is shown
in Figure 4-7.
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Figure 4-7: Typical signal set for gated SPAD operation. In this signal set, trise
is the detector gate rise time, ton is the gate width, tfall is the gate fall time, frep is the
laser pulse frequency, tho is the detector hold off time, and td is the delay time
between the laser pulse and the gate window.

There are several non-idealities to contend with in SPAD design. Figure 4-7
illustrates finite rise and fall times for the detector. There are also problems
associated with premature breakdown at junction edges where field lines are
concentrated. Fortunately, premature breakdown probability can be reduced by
increasing the radius of curvature at the junction edges or adding a guard ring to
the device [93,94].

The two main sources of noise in the detectors are dark counts and
afterpulsing. Dark counts result from thermal generation and field-enhanced
generation, which are caused by the tunneling of carriers in the depletion region.
Dark counts can be reduced by cooling the device and using lower voltages above
breakdown. While detection efficiency increases with higher voltages above
breakdown, the efficiency improves at a slower rate than the dark count rate
increases, so there is an application-specific tradeoff between noise and detection
efficiency [89]. Afterpulsing is caused by carriers that get trapped at defects in the
multiplication region. When the voltage is increased back to breakdown voltage,
these carriers can be ejected from the traps and cause an avalanche.

In contrast to dark counts, afterpulsing decreases with increased
temperature as higher kinetic energy in the system provides more opportunities for
the carriers to escape while the detector is biased below breakdown. Another way to
reduce afterpulsing is to use a longer holdoff time since it gives trapped carriers

64



more opportunity to escape. The holdoff time is typically set to meet a certain
threshold percent chance of afterpulsing. A final way of reducing afterpulsing is fast
quenching, which reduces the current so carriers have a smaller probability of
finding traps-also known as deep levels. Different gating strategies, such as
sinusoidal gating [95], try to reduce these quenching times to increase repetition
rate without losing as much signal to afterpulsing. Properly dealing with
afterpulsing is especially important, as afterpulsing is a self-propagating problem
[89,96].

4.3.1 Criteria for detector design and procurement

Detectors used in a gated TD-DCS setup must meet certain criteria in order
to be effective. For SPADs, the measures of merit include photon detection efficiency
(PDE), dark count rate (DCR), afterpulsing probability (APP), repetition rate, gate
rise time, timing jitter, gate width, and wavelength. High PDE is important because
it enables the signal to be further from the noise floor for lower light power. Since
the American National Standards Institute (ANSI) limits laser power in medical
devices, it is critical to be as efficient as possible with photon detection. DCR and
APP must be low, as they are noise sources. Higher repetition rates are desired for
faster integration time and shorter overall experiment time. Faster gate rise time
and smaller timing jitter decrease ambiguity in the measurement. Smaller gate
width allows the user to be more selective in detecting later photons. Detectors
must be sensitive to the wavelengths of interest, which are in the range 750-
1064nm, in the near infrared.

The goal parameters along with the actual parameters of several candidate
SPADs are shown in Table 4.2 [51,97]. Unknown quantities are left blank. Note
that the given numbers are approximations, and differ based on the device. Other
important parameters not listed include size, weight and power (SWaP), cost, and
ease of operation and integration.

Table 4.2 Comparison of Various Available SPADs

Parameter Goal Excelitas MPD- MPD - IDQ-ID230 MITLL MITLL
SPCM- InGaAs/InP Si Fast InGaAs/InP Si APD InP
NIR-14 Gated APD

PDE (%) High 70 @ 780nm 30 @ 1064nm 5 @ 10 @ 1064nm 40 @
800nm 1064nm

DCR (cps) <100 100 >1000 50 100 100 2-34k

AP (%, decay) <<1%, <3% <5% <1% <5% 1%
<1Ps

tho (ps) <Ills 20-40ns 1-3'000 50-500 2-100 1.6
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Timing jitter <100 350 100 50 100 500
(ps FWHM)

frep (MHz) 50-80 0-133 0-80

trise (ps) 100- 700 100-200 1ns
250

ton (ns) 200- 1.5-500 2-500 4-10
500ps

tf.al (ps) 300- 700 lFs 1.25iis
500 quench quench

Wavelength 600- 600-900 950-1600 400-800 900-1700 400-900 1060 or
(nm) 1200 1030

Active area Any 180 50 50 25 pitch 5-15
width (pm)

For the initial laboratory setup, our goal was to mimic the test bed at the
Massachusetts General Hospital (MGH) Martinos Center for Biomedical Imaging,
which was used for the first demonstration of TD-DCS [31]. To this end, we
purchased two of the same detectors that would also be used there. These devices
are silicon fast-gated single-photon avalanche detectors (SPADs) manufactured by
Micro Photon Devices (MPD), and their specifications are listed in Table 4.2. These
detectors have peak detection efficiency of 50% at 400nm wavelengths, trailing off
to 4% by 800nm. Even with such low efficiency at the wavelengths of interest, which
are in the 750-1060nm range, the MPD SPADs are considered capable of standing
in for a more suitable detector to be developed at MITLL. This is an assumption
that must be explored in more detail when validating equipment.

Other detectors considered for the initial baseline setup included the ID
Quantique ID100, ID120, and ID110. Unlike the comparably performing ID100, the
MPD module can be used with a picosecond delay circuit, which will allow our team
to significantly improve the signal-to-noise ratio in our measurement with fast
gating relative to the laser pulses. The ID120 had a much better detection efficiency
at the wavelengths of interest (around 60% at 850nm), which at the time were
limited to 760-850nm, but unacceptably high timing jitter (400ps) and gate width
(25ns). The ID110 looked promising at first but the Martinos center, which had
tested the ID110 on their system, relayed that the ID110 was unable to provide
adequate signal-to-noise ratio for the application. This comparison highlights the
need for custom detectors.

Moving forward into the design phase, three paths were considered: (1)
building from existing designs and expertise within Lincoln Laboratory using the
Highly Efficient Counting and Timing Integrated Circuit (HECTIC) SPAD, (2)
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focusing on minimizing quench time with sinusoidal gating [95], and (3) designing
for reduced afterpulsing with a macropixel design, which allows for holdoff time to
be maintained at a faster effective repetition rate by using multiple detectors per
pixel [98].

Additionally, since the final gated TD-DCS system is eventually expected to
operate at dozens of sites on the scalp simultaneously, two types of multi-detector
implementations were considered: (1) one consolidated array and (2) several
distributed arrays, or even individual pixels. Implementation 1 would be a
consolidated chip with fibers connecting each detection site on the head to the
corresponding pixel. The distributed design is to have each detector separate and
closer to the detection site. The monolithic design is simpler from a chip design
perspective, as only one power distribution system is required and Lincoln already
has significant experience in large photodiode arrays [99]. The distributed design
has greater potential for portability and medical operability, as large numbers of
long fibers would be unpleasantly heavy for some patients.

4.3.2 Detector validation results

At this point, the detector has only been validated with the most rudimentary
tests. The first is that it is able to turn on and off. The second is that it is able to
interface with the software that turns on and off detection, including bias voltage
and thermoelectric cooler (TEC) controls. These initial tests were performed by
following the guidelines in the user manual after making appropriate connections
from the detector control module to power, the computer, and the detection head,
and then observing the binary variable of whether or not the system responded to
input. The third test is that it returns output pulses according to the light intensity.
This was tested by observing pulses per second as recorded by the time correlator
when the detection head was covered or uncovered in the presence of ambient light.
While covered, the count rate was nearly at the specified dark count rate of the
device. While uncovered, the count rate increased significantly. This makes sense
due to the higher incidence of photons on the device when it is not blocked by an
opaque covering.

Since the detectors were free-space coupled, they needed to be coupled with a
single-mode fiber. This was accomplished adding a ThorLabs collimator, lenses, and
a pigtail fiber stand to optical posts screwed into the detection head. To precisely
align the fiber to the detector active area, the count rate was actively observed with
an oscilloscope while adjustments were made to the alignment of the fiber. When
the count rate was maximized, the fiber was aligned. When the temporal point
spread function of a 1MHz laser pulse at 786nm was coupled to this device, there
was evidence of reflection at 12ns. This indicates that the confines of the room,
which are a few meters away, may be causing some reflection. There may also be

67



smaller reflections coming from the coupling stages. The sources of these reflections
and the possible methods of reducing them should be explored in more detail.
Possible means of reducing the impact of reflections include limiting extra light
entering the system by carefully extinguishing all or most of the non-laser sources
in the room and using darker coverings around the detectors, or applying anti-
reflective coatings to the problematic surfaces.

The two purchased detectors had different active region areas: 50pm and
100pm. Because a smaller active area will have less noise for detecting a single
speckle, we sent the 100pm detector back to the manufacturer for a new detector
head. Since this was several months after the purchase, they also installed new
firmware and software, and built a pigtail connection for the device. Upon receiving
the updated device, the first three basic tests to operation had to be performed, but
there remain many more steps for validation.

While setting up the initial tests, it became clear that the default operating
bias voltage would not always be ideal, as the dark count rate was rather high. To
build an understanding of our system, the dark count rate as a function of overbias
voltage was measured. A constant temperature of 14.6*C was maintained along
with free-running detector gating, 50ns holdoff time, and 50mV threshold for
detecting the riding edge of the avalanche pulse. The room lights were not
illuminated but only a cloth covering was used. The remaining light in the room
was left unchanged throughout the test. These results are plotted in Figure 4-8.

Estimation of Dark Count Rate
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Figure 4-8: Dark count rate as a function of excess bias for MPD Si FG-
SPAD. The blue dots correspond to the SPAD running on older software and with
coupling completed in-house. The orange dots correspond to the SPAD running on
newer software and with coupling completed by the manufacturer. There are clearly
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some unexplained discrepancies between the two devices, though one explanation is
differences in the casing of the two SPADs. The first SPAD has looser casing, which
may be causing the significantly higher estimates of dark count rate.

This test was repeated with the second MPD Si FG-SPAD, which has
updated software and was professionally fiber coupled. These results are also
plotted in Figure 4-8. There is a large discrepancy between the two. This could be
due to the casing limitations on the older SPAD, which presents more opportunity
for light to enter the system and disrupt the measurement.

In order to determine the viability of existing designs for gated TD-DCS, our
team ran a Spectre simulation of the current flow through a silicon chip design used
for another project that has been built into a functioning camera, which indicated a
2.5ps holdoff time would be needed for the current to drop below the value needed
for an AP probability less than 5%. Since this indicated existing designs would not
meet the gated TD-DCS system requirements for repetition rate and holdoff times,
the macropixel detector design approach was selected over the HECTIC approach
[100].

To determine the viability of future designs and the tradeoff between linearly
summed DCR and reduced APP with longer holdoff times in macropixel designs, the
team performed simulations in Wolfram Mathematica to determine the number of
pixels required in each macropixel to achieve the desired repetition rate without
being consumed by dark count noise. The simulated model takes as inputs the
number of signal photons detected per laser pulse (typical value 0.01 counts without
microlenses), the dark count rate (typical value 1kHz), laser pulse repetition
frequency (prf) (typical value 10MHz), detector gate width (typical value 2ns),
holdoff time (typically lps), integration time (typical value 250,000 simulated laser
pulses, which is 25ms for a 10MHz prf), and number of detectors in the macropixel
(typical values 8, 16, or 32). In the typical case, detected photons are generated with
a Poisson process of parameter 0.01, afterpulses are generated as a function of time
(exponential decay) after the most recent detection, and dark counts are generated
as a Poisson process of parameter 0.0001 (lkHz/10MHz). The binary macropixel
model reports 1 if any pixel reports an event and the grayscale macropixel model
reports the number of pixels reporting an event. These outputs are then used to
calculate the simulated autocorrelation function. Furthermore, the blocking loss can
be calculated for the binary macropixel model by the percent of time the macropixel
reported zero when at least one pixel should have detected a signal photon, but
could not due to the holdoff time. Blocking loss in a grayscale macropixel is the
percent of time the macropixel failed to count a pixel that should have detected a
photon, but could not due to the holdoff time.
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The model is still under development, but it is expected to be informative to
the design once a better estimate is made of the number of signal photons per pulse
arriving at the detector during the gated window, both with and without effective
optics like microlenses. The estimate of 0.01 counts per pulse was made using the
integrated TPSF counts in a 2ns window 700ps after the detection peak (the peak of
the TPSF) from an experimental measurement by the Martinos Center with the
Picoquant Vis-IR STED and MPD Si FG-SPADs. The experimental counts were
adjusted for a 1064nm wavelength by assuming 4 times more power, which is 5.5
times more photons due to decreased energy per photon, as allowed by ANSI limits,
and a 20% detection efficiency for a typical 1064nm detector, which is 4 times the
number of photons seen by the detector compared to the 5% detection efficiency of
the MPD Si FG-SPAD at 765nm [69]. As they currently stand, these simulations
indicate signal collection enhancement will be required to avoid unacceptable levels
of shot noise [96].

A third set of simulations was run by a team member to consider a timed
quench approach to decreasing the afterpulsing probability. As in the simulation
with an existing design, a Spectre simulation is used to estimate current flow in the
circuit. However, in this case the circuit is modelled as an indium phosphide (InP)
device as current in Si devices increases too quickly, and is always quenched at a
specified time after the detector arming is complete, and instead of detecting the
avalanche with passive quenching, the avalanche is detected by comparing the
signal from the detector pixel with the signal from a dummy detector pixel. Longer
arm-quench sequences create a larger difference signal, but result in a higher total
avalanche charge, where total avalanche charge is measured in femtocoulombs, fC.
The results of these simulations indicate that the signal, though small, can be
detected, and total avalanche charge can be reduced, if only slightly. Moving
forward, more simulations should be run: (1) to interrogate the effect of process
variation on the signal and the potential of a programmable capacitance trimmer to
compensate for these effects; and (2) to determine the tradeoffs between reduced
photon efficiency with the multi-nanosecond arm-quench sequence, as photons
arriving just before or during quench will not be detected, and the reductions in
APP with the reduced avalanche charge [101].

4.3.3 Future detector validation steps

Some tests were planned that were never executed due to staffing limitations
and collaboration costs. One planned test involving the HECTIC SPAD approach
would have measured the afterpulsing of the device as it was pushed to shorter and
shorter effective holdoff times. When the test plan was put in motion, there were
complications: the quench signal, which would permit a measurement of the holdoff
time, needed to be wired out to an external pin. This required a technician's time
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and conflicted with a sponsor visit and demonstration of the device so the test was
postponed. After this the firmware would not build, due to a software error or
required update, and debugging was difficult due to limited expertise with the
Vivado toolchain. Confounding this problem were the lack of availability of
interested persons to dedicate time to this exercise, and the lack of understanding
between the original builders of the device and those who have been using it most
recently. That is, the device has been changed sufficiently that it is not recognizable
to the original parties. The test was not pursued, as there was some additional
concern about even being able to get useful data on afterpulsing, since the HECTIC
SPAD is limited to holdoff times of at least four clock cycles, which may not have
been short enough to see significant impacts from afterpulsing. In the future and
with more time, it would be helpful to characterize the afterpulsing in the chips
designed by Lincoln in the past so that these considerations can be incorporated
into afterpulsing-limited setups such as the gated TD-DCS test bed.

Another test that was planned, funded, and never executed was a breadboard
implementation of sinusoidal gating for proof-of-concept before committing to a test
chip design for fabrication. This test was outlined to be simple, but the time
requirement was still too great for the researcher who proposed it, and it never was
started. Moving forward, the team decided that sinusoidal gating was probably too
different and complicated from what had already been done at MITLL to warrant
the fabrication costs of a test chip. There is also the problem of decreased photon
detection efficiency (PDE) as a result of sinusoidal gating, which has lower average
bias for a given peak overbias than traditional square gating [102]. Nevertheless,
sinusoidal gating does offer an interesting solution to fast quenching and reset that
may be useful for tackling the afterpulsing problem in the future.

Some tests are still in the planning stages and are projected to help the team
better understand the system and design requirements. Although these tests are
expected to improve the understanding of the performance of existing designs, the
main benefit for our team is to inform the design of the final detector chip.
Interestingly, this double benefit structure also makes it easier to get access to the
devices, as the teams currently working with them also gain from the information
resulting from these tests. This rationale also applies to the HECTIC afterpulsing
test described above.

One test that is in the later stages of planning is to obtain correlation
measurements with the Lincoln Electro-Optical Sensor System (LEOSS) Low SWaP
Sensor (LSS) and a 32x32 SPAD array using light at 1064nm. The goal of these
tests is to understand how the tradeoff between holdoff time and repetition rate
could be pushed to its limits. The test requires a fiber to split light from a
continuous-wave laser onto two pixels in the detector. If one detector fires when the
other does not, it is marked as noise and ignored. The test would be to see if there
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could be any benefit from using the correlation to filter out afterpulsing and use a
shorter holdoff time despite the increase in afterpulsing, which is a self-propagating
process.

One very significant test that has yet to be performed is the validation of
gated TD-DCS with a comparison of the depth sensitivity achievable using detector-
gated TD-DCS and TD-DCS that removes early arriving photons from the data with
post-processing. Another useful test would be comparison with the MGH setup
results, which could be accomplished by probing an identically produced medium
with each system and comparing the results. Other informative grounding steps
include simulations of the number of photons arriving at each detector depending
on the medium, which can be achieved with Monte Carlo simulations [103], and
comparisons of the detectors at various wavelengths, to get a better understanding
of how dependent the measurements are for properly matching the detector and the
illumination source.

4.4 Time correlator

The time correlator is a device that keeps track of time for the measurement,
performs simple calculations between different timed signals, and records these
calculations as outputs. Typically this is accomplished with a field-programmable
gate array (FPGA).

4.4.1 Criteria for time correlator design and
procurement

The criteria for a time correlator are not as tied to the theory of DCS as the
source and detector. Instead, it must simply be a reliable indicator of time. The
most challenging aspect is that to appropriately throw out photons detected too soon
after a laser pulse, it must be able to record the very short times between the laser
pulse and the detected photons. Accordingly, the measures of merit are timing
resolution, maximum acquisition rate, number of inputs, bin width, timing jitter,
and dead time due to the conversion rate. For good timing, smaller resolution is
better along with a faster acquisition rate, small bin width, small timing jitter, and
low dead time due to the conversion rate. Having multiple inputs is useful for
working with multiple detectors and experimenting with different timing setups,
but only one input is required per detector for basic TD-DCS operation or SPAD
gated operation and only two inputs are required for software-gated operation-one
for the detector and one for the laser synchronous pulse.

The time correlator used by the Martinos Center was a custom device that we
were discouraged from pursuing on account of the time cost of ordering the custom
part and then programming it for our purposes. In my search for an appropriate
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device I considered the PicoHarp HydraHarp 400 Event Timer and Time-Correlated
Single-Photon Counting (TCSPC) Module and the ID Quantique ID900 Time
Controller. Primarily due to cost concerns, I selected the ID900. The rest of the
team agreed primarily due to stated performance. Unfortunately, the ID900 was
very much in a state of development at the time of purchase, which was not helped
by the fact that we rushed the order for it to arrive before the end of the fiscal year
for budgeting purposes. To compensate for this, our team found access to two other
time correlator devices at MITLL: the ID801 Time-to-Digital Converter (TDC), and
the PicoHarp 300 TCSPC Module. The summary of these devices with respect to
gated TD-DCS figures of merit is shown in Table 4.3. Note that values are
approximations based on specification documentation from the manufacturers.
Unknown values have been left blank. Other criteria not shown include cost,
histogram features, data transfer rate, and internal electrical pulse rise times.

Table 4.3 Comparison of Various Time Correlator Options

Parameter Goal Custom ID801 ID900* PicoHarp HydraHarp
FPGA 300 400

Timing <100 81 20;100 <12 1
resolution (ps)

Time tag rate >100 10 25;100 5 40
(MHz)

Inputs 2 8 4 2 4

Binwidth (ps) <100 81 13;100 4 1

Timing jitter <100 8;100 <12
(ps)

Conversion <100 <6ns <95ns <80ns
rate (ps)

Maturity High Low High Low High High

*Semi-colons distinguish high-resolution versus high-speed modes

4.4.2 Time correlator validation results

In order to set up validation tests for the time correlators, they first needed to
be made operational. This involved locating and installing the driver software,
which was nontrivial in several cases. Additionally, the ID900 in particular requires
a dedicated ethernet card, which needed to be acquired and installed. Furthermore,
due to MITLL security measures, a firewall exception protocol needed to be
developed in order to interface with the device from a laboratory computer, which
must be then disconnected from the internet whenever the protocol is in place.
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After the setup was confirmed and the device was able to interface with the
computer, the count mode was validated by supplying a signal of known frequency
to an input channel and reading the count frequency. If the time controller's
measured frequency matched the repetition rate of the input signal, which for our
tests was typically a clock generator or laser synchronous pulse, then the time
controller was considered to be operating according to expectation. We also recorded
timestamps using the ID900 graphic user interface (GUI) and plotted the
distribution of first-difference terms (i.e., the time between recorded inputs). The
tests up to this point were mostly just to ensure that the majority of first-difference
terms were the frequency of interest; however, an informative future test would be
to build distributions at various frequencies to characterize the limitations of the
timing scheme for a given input signal at various frequencies. The input signal
should have as low a jitter as possible to ensure that the characterization is
primarily of the time correlator and not the input signal generator.

Note that there were several problems with the early firmware and software
for the time controller. The timestamps were occasionally recorded only as empty
named files and several of the Standard Commands for Programmable Instruments
(SCPI) did not perform as specified in the ID900 User Manual. These problems were
identified and remedied by working with the distributor and updating to the most
recent firmware and software updates for the device.

As the time controller is the means of actually taking the DCS measurement,
another test aimed to calculate an autocorrelation with our full test bed, to
determine how the autocorrelations from our system compared with those from the
Martinos Center's test bed. First, I used no phantom, just an indirect illumination
of the detector, the Eagleyard EYP-DFB-1064-1500-BFY2-0010 with the PicoIAS
BFS-VRM-03HP laser driver operated at 200kHz with 10ns pulses as the source,
and a MPD Fast-Gated Silicon SPAD in free-running mode (not gated) as the
detector. Next, I used a 2%-fat cow's milk phantom in a paper cup as the diffuse
medium, the PicoQuant OEM CPDL-S-F 1064nm laser without amplification as the
source, and a MPD Fast-Gated Silicon SPAD in free-running mode as the detector,
which had an average rate of 100kcps detections during this test. The detector was
connected to one input and the laser synchronous pulse was connected to another.
Autocorrelations were performed using all detected photons within each
measurement. No software gating was used. The resulting autocorrelations are
reproduced in Figure 4-9. Some aspects of the Eagleyard figures were as expected:
(1) the autocorrelation at high lag (-1s) is 1; (2) the autocorrelation starts at 10e-5,
which makes sense for a 200kHz laser; (3) the trend of both the 100ms and 3s
integration times is the same, and the 3s integration time has less noise.
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Figure 4-9: Initial autocorrelation measurements. The autocorrelations in the
top row were acquired using no phantom, the Eagleyard EYP-DFB-1064-1500-
BFY2-0010 with the PicoLAS BFS-VRM-03HP laser driver operated at 200kHz with
10ns pulses as the source, and a MPD Fast-Gated Silicon SPAD in free-running
mode (not gated) as the detector. The top left autocorrelation had a 100ms
integration time, while the top right autocorrelation had a 3s integration time. The
autocorrelation on the bottom was acquired with a 2%-fat cow's milk phantom in a
paper cup as the diffuse medium, the PicoQuant OEM CPDL-S-F 1064nm laser
without amplification as the source, and a MPD Fast-Gated Silicon SPAD in free-
running mode as the detector.

When we sent the resulting figures to the Martinos Center, they indicated
that the decay of the autocorrelation looked different from what they would expect
given our setup, as the autocorrelation peak was greater than 100 and is oddly
shaped. One possible problem was that there was no awareness of the importance of
keeping the average count rate at the detector below 5% of the laser frequency to
avoid saturating the detector at early photon arrival times, which could be
contributing to the odd shape in the autocorrelation function [104]. In the Picoquant
autocorrelation, we noticed that the time between detections was less than 25ns
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37.5% of the time, which suggests a pairing between photons that is not expected to

be present [104]. This also may have resulted from detector saturation. In an
attempt to isolate the problem, we brought the ID900 to the Martinos Center and
used it with their setup, which included the PicoQuant Vis-IR STED laser, an MPD
Fast-Gated Silicon SPAD in free-running mode, and a probe approved for human
use. One of the researchers agreed to be the diffusive medium for the comparison.
The detector output was passed to both the custom field-programmable gate array
(FPGA) used by the Martinos Center and the ID900. The results, shown in Figure 4-
10, were comparable and we were unable to identify any problems. Note that the
custom FPGA records conversion start and stop times along with the time stamp
data whereas the ID900 only records detection times.

Comparison of MITLL ID900 and Martinos FPGA

Vis-IR STED 765nm - MPD Si FG-SPAD
1.15 - MITLL ID900

- Martinos FPGA
1.10

1.05

1.00

0.95

0.90

10-4 10-3 10-2 10-'

Figure 4-10: Comparison of MITLL ID900 and Martinos FPGA. A PicoQuant
765nm Vis-IR STED laser, an MPD Fast-Gated Silicon SPAD in free-running mode,
and a probe approved for human use with one of the researchers as the diffuse
medium. Note that the curves have similar shape for computing BFi, but different

end behavior, possibly due to the time correlators' data collection start and stop
behavior.

Eventually, after a year of pushing a foreign nationals visit request to

MITLL, the Martinos Center researchers were able to come visit to help debug the
setup. During debugging, we used the PicoQuant OEM CPDL-S-F 1064nm laser
with amplification to 50mW, a MPD Fast-Gated Silicon SPAD in free-running mode
as the detector, and the Martinos Center probe on a researcher as the diffusive
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medium. The histogram temporal point spread functions (TPSFs) produced by the
ID900 GUI and the decay of the autocorrelation function were reasonable, but the
distribution of the detector timestamps modulo the laser period plotted as a uniform
distribution. Additionally, the time stamp file saved for the laser was much smaller
than it should have been, considering the length of the test and the detector
timestamps. It is possible we are exceeding the capabilities of the timestamp
functionality on the ID900, which is likely less than the specified 100MHz
maximum event detection. This led us to reevaluate the setup and use the
computational blocks in the ID900 to calculate both relative (laser to detection) and
absolute (start of measurement to detection) timestamps simultaneously. This
records only at detections, and is therefore a less computationally demanding
measurement for the ID900. The execution of this measurement restructuring is
still in progress as of the writing of this thesis, but the initial SCPI commands
provided by IDQuantique are provided in Appendix C.

4.4.3 Future time correlator validation steps

Independently every piece of equipment used in our test bed setup has been
tested operationally with the Martinos Center setup. However, there seem to be
some lingering doubts about the time correlator in particular. To quantify the
validity of these doubts, tests should be made to estimate the maximum operating
rate of our ID900 under different conditions, including (1) timestamps from a single
channel using the internal start signal, (2) timestamps from a single channel using
an external start signal, and (3) timestamps from a single channel using an
external start signal and one computational block for absolute timestamps. With
gated detectors, the time correlator is in operating mode 1, but for software gating,
the time correlator must operate in mode 3. The maximum operating rate can be
quantified using histograms of the values of the relative timestamps and the values
of the absolute timestamps modulo the input frequency. The input should have low
jitter and the maximum operating rate will be considered the point where the
histogram broadens beyond a certain threshold value, perhaps using a statistic like
kurtosis. In such a test, kurtosis would be expected to decrease as the time
correlator is pushed beyond its limits. It is also possible that the correlator will
simply peak at its maximum detection frequency, and this would also mark a
termination criterion for finding the maximum operating point.

Another important step in validating the time correlator will be working with
the Martinos Center in continuing to define "reasonableness" for an autocorrelation
of detection counts. Ideally, a representative curve for a given setup could be
modeled and calculated for comparison with experimental results.
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4.5 Meta-components

It may seem trivial to consider all the connecting pieces, but especially
starting from an empty lab, such parts enabled the test bed setup and became
limiting factors when they were absent. These additional parts can be grouped into
four categories: (1) measurement equipment, (2) connection equipment, (3) diffuse
media materials, and (4) practical components. Measurement equipment includes
the optical power meter with its associated detection head, the oscilloscope, and
simple detectors for the input, the function generator, the clock generator, the delay
generator, and the spectrum analyzer. The connection equipment includes fiber
splitters at 50-50 and 99-1, optical fibers and couplers, fiber cleaners, a fiber scope,
SubMiniature version A (SMA) cables and couplers, Bayonet Neill-Concelman
(BNC) cables and couplers, SMA-BNC couplers, power cables, ethernet cables, and
Universal Serial Bus (USB) cables. The diffuse media materials include optical
diffuser prisms, beakers, needles, syringes, probe structural materials, cow's milk,
ink, Intralipido, silicon oil, isopropyl alcohol, and a refrigerator. Practical
components include time, experts, and funding.

4.5.1 Criteria for design and procurement

Measurement equipment should measure what it says it can measure, so that
the equipment we select will meet our requirements. Connection equipment should
not cause undue disruption to the signals or add noise; the diffuse media materials
should return reliable measurements; the practical components should make
everything possible. Even though limited resources do not permit a full
investigation of every piece of equipment, care was taken (sometimes ex post facto)
that at least the data sheet suggests this equipment should not be the limitation to
the test. A few examples of this thought process are included below.

The detection heads for the power meter and oscilloscope needed to be able to
accept high enough power and bandwidth for their application. In tests like the
amplification characterization, special care needed to be made as power changed
over time. Wavelength and coupling were also important considerations for the
detector. We borrowed a ThorLabs DET025AL Si free-space coupled detector for the
786nm wavelength and a ThorLabs DET08CFC InGaAs fiber-coupled detector for
the 1064nm wavelengths from another group at MITLL. Since coupling to the
detector made the measurement much more reliable than a free-space detection, we
also purchased a ThorLabs DET025 Si fiber-coupled detector for the 786nm
wavelength. These ThorLabs detectors were used with the oscilloscopes and all
required A23 batteries. We selected the ThorLabs PM100D power meter, and the
initial detector for use with the power meter was a S151C Si detector limited to
20mW. For the more powerful tests, this detector was replaced by an S140C Si
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detector limited to 500mW or an S305C thermal power sensor head, which was
limited to 5W.

For connection components, the most impactful consideration is the use of
single-mode fiber from the diffusive medium to the detector, but it also is useful to
have a single-mode fiber from the source to the medium in order to limit noise in the
system. Single-mode fibers have greater losses, but since they only allow a single-
mode to pass, they are a requirement for detecting speckle patterns in the DCS
measurement we are designing for.

The diffusive medium is expected to either be a phantom (i.e. model) or living
tissue. A basic phantom can be created simply using cow's milk, but the limited
standardization of the fat content and other components does not allow for rigorous
and reproducible studies. Cow's milk phantoms are instead ideal for testing initial
system operation and as a stand-in for future experiments. Combinations of cow's
milk and water can also provide insight on the responsiveness of the system to
changes in diffusivity. Beakers containing the phantom must be at least an inch or
two in radius to simulate a semi-infinite medium. Note that, while an arbitrarily
large phantom might better approximate this assumption, it not only might fail to
model a human head, but it would also be a waste of materials, since the probability
of photons traveling farther in the diffusive medium becomes vanishingly small.
The same container concerns for a cow's milk phantom apply to an Intralipid®
phantom.

A more complicated phantom requires Intralipid®, which is a pharmaceutical
fat emulsion used to intravenously provide calories to patients who cannot eat.
Intralipid® is therefore much more standardized and is often used as a phantom in
diffuse spectroscopy literature [19,31,105]. Both Intralipid® and cow's milk must be
stored in a refrigerated environment and used within a period of time after opening.
One solution to increase the shelf-life of the Intralipid® is to use needles with
syringes to extract the Intralipid® from its case and then use a 70% solution of
isopropyl alcohol to sanitize the extraction point. Ink can be added to either type of
phantom to increase absorption in the medium according to the test requirements.

The Intralipid® phantom can be made a more useful estimate of the human
brain by adding another layer to imitate the scalp, or flow to imitate blood perfusion
in the brain. The second layer is made using silicon oil, as it separates from
IntralipidO and has different optical properties, more similar to scalp tissue [31]. In
Monte Carlo simulations, three to five layer models are commonly used to represent
the brain as a series of planes with optical properties mimicking the scalp, skull,
and brain tissue, where brain tissue can be further decomposed into cerebrospinal
fluid (CSF), grey matter, and white matter [45,47,106]. The optical properties used
as inputs to the simulations depend not only on the tissue type, but also on the
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wavelength of incident illumination. Multi-layered models add complexity and are
therefore more challenging to construct in a phantom, and yet there is at least one
example of a four-layer epoxy resin phantom, built with titanium oxide scatterers
and ink absorbers, that has been used to test the ability of TD-fNIRS to determine
the absorption coefficient in each layer [47]. Adding flow is also more complicated,
but developing a reliable technique, perhaps with a magnetic stirrer in a single-
layer phantom, could be used to quantify the sensitivity of TD-DCS to changes in
flow.

Tests on living tissue have been done, but are not standard practice at
MITLL, while the Martinos Center, as a partner of MGH, has extensive experience
with both rat and human studies for optical neuroimaging. In humans such tests
require a diffuse prism at the fiber termination point to meet American National
Standards Institute (ANSI) requirements for skin exposure. Such prisms are used
in the Martinos Center's approved tactile human probe. For tests on humans away
from the brain region, the probe must be directed on diffusive areas of the body,
such as areas with high adipose tissue content. Areas that are skin alone, such as
the tissue between the thumb and the hand, have negligible diffusive properties and
a reasonable signal will not be attainable. Human studies are especially challenging
because they require special approvals.

The probes holding the fibers must be able to maintain a constant source-
detector separation, as this distance has strong effects on the DCS measurement
[29,31]. Our phantom probe stand was therefore developed with computer modeling
and manufactured with a laser cutter using thin acrylic board. The probe can
sustain a few discrete heights relative to the table top, and a continuous range of a
few centimeters source-detector distance. The laser cutting file is illustrated in
Figure 4-11.
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Figure 4-11: Probe stand diagram. Snapshot of Drawing eXchange Format (.dxf)
file of the acrylic probe stand constructed for MITLL. Red lines indicate cuts. Note
that the design must be altered for different construction material thicknesses.

For practical concerns, there must be funding that will not expire before all
acquisitions are made for the test bed. There must also be enough time to complete
the building and operation of the test bed, and experts with the proper expertise to
make that possible. Practical concerns are extremely difficult to quantify, because
compromising on one will often inflate the others in an optimization problem that is
challenging to solve.

4.5.2 Validation results

Part of learning is, of course, learning from mistakes and failures even more
than from success. In a mistake, I used the 20mW limited S151C detector on power
measurements with the Eagleyard and amplified PicoLAS lasers up to what looked
like over 300mW. When presenting my results, I was kindly asked what detector I
was using. Although it can be dangerous to put too much faith into predictions
about what will happen in a test, the estimations can also be a good way for
identifying errors. The tests were rerun with the S305C 5W detector for the results
in Figures 4-7 and 4-8. One caution with this detector is that it was far less
responsive than the lower powered detector and patience was required to wait for
the output to stabilize at a certain power value. Lower power tests were taken to
assess the potential damage to the S151C detector, and it seemed unaffected,
though blasting it with high power is still not recommended.
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In a similar scenario, while evaluating pulse shapes with the LeCroy High
Resolution Oscilloscope (HRO) 64Zi 400MHz 2GS/s, the pulses were appearing too
smooth and symmetrical against the expected output. To test whether these were
indeed the pulse shapes or if the output was limited by the sample rate of the
oscilloscope, we repeated the measurements with both a Rhode & Schwarz RT01044
4GHz, 20GS/s oscilloscope and a Picoscope at 20GHz, 400GS/s loaned from another
group at MITLL. The pulse shapes were indeed less Gaussian than the bandlimited
oscilloscope indicated, which led the team to purchase our own Picoscope for future
measurements.

Another notable test involved the connection equipment. In the process of
debugging the time correlator, the question arose about whether cable impedance
was causing problems with the setup. There is no multimeter in the laboratory, so
we had to be creative about testing impedances when not specified in the data
sheet. This required checking cable lengths, ensuring coaxial cables still had their
pins and were not overly bent, and recording timestamps to compare for different
cable arrangements. No problems were found, but such considerations are
important to keep in mind moving forward, especially as synchronization between
the gate and the laser becomes a concern.

4.5.3 Future validation steps

The most useful tests of the meta-components involve the operation of the
test bed as a whole. These include validation of test bed operation at 786nm and
1064nm, quantifying the effect of source-detector separation for our detectors,
evaluating depth sensitivity with a two-layer phantom, and evaluating flow
sensitivity with a flow phantom.

The initial baseline validation tests at both wavelengths should use a
consistent setup and a homogeneous phantom. The tests should be able to
consistently measure the Brownian coefficient of the phantom. A follow-on test
would evaluate whether the setup properly finds that this coefficient decreases with
increased dilution of the diffusive media. Flow measurements would also use a
homogeneous phantom, and would require a specific setup where the only
parameter modified is the flow speed, perhaps using a magnetic stirrer or fluid
mechanically pumped through a tube at some depth in the phantom. This
measurement could be repeated at different wavelengths or gating strategies.

Since source-detector separation affects the depth sensitivity of DCS
measurements, tests that modify this parameter should use a two-layer phantom of
Intralipido and silicon oil. The depth sensitivity can be quantified as in the
supplemental material of Sutin et al. [31], by decreasing the thickness of the top
layer (silicon oil) and noting how the decay of the autocorrelation curve changes to
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match that of the bottom layer alone. Alternatively, our probe stand was designed
to be incrementally submerged in the phantom. This avoids possible mixing effects
in the phantom but is a messier setup, with more cleaning required to maintain
good condition of the components. The source-detector separation could be modified
at some large granularity for preliminary measurements, since this is not the focus
of the MITLL TD-DCS test bed. With gated detector operation depth sensitivity
tests, source-detector separation must remain constant. The depth sensitivity could
be quantified as in the source-detector separation test. It would be useful to create a
matrix of observations for different gate start times and gate widths with various
source-detector separations.

A few other possible tests include spatial sensitivity tests and crosstalk tests.
Spatial sensitivity measurements could be performed by placing an object at a
certain depth in a homogenous medium and measuring the spatial profile of the
object and determining its width. This could be repeated with objects of various
shapes and sizes. Crosstalk could be measured by placing two identical objects at a
certain distance from each other at a certain depth in the homogeneous phantom.
This would then be repeated at various distances to determine when the signal
interference from the second object becomes debilitating in properly detecting the
target. Both when the objects can no longer be resolved as well as a quantification of
the noise from the other object at various distances would be of interest. This could
be repeated with objects of different sizes, objects with different optical properties,
and objects at different depths. Since the combinations of these spatial
measurements are vast, there is possibly better potential for Monte Carlo modelling
of these scenarios to characterize the system using a complex-media photon
migration solver like Monte Carlo eXtreme (MCX) or Mesh-based Monte Carlo
(MMC) for complex media [103].
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Chapter 5

Adjusting measurements and applications
for policy-awareness

Development of the gated TD-DCS test bed revolves around several problems,
from studying cerebral blood flow to identifying the power of a laser, that can be
used to structure a policy-awareness evaluation. This makes it a useful set of
example cases for understanding how to adjust both the test bed measurements and
their applications to ensure that the test bed is policy-aware for effective interaction
of policy and science. In Section 3.1.4, a few of the user applications of gated TD-
DCS under consideration are listed. Among these applications, all three user
interpretation classifications can be found. Using examples and intuition from the
test bed development in Chapter 4, this chapter will consider how to change the
measurements made, or the way they are made, and the user application to produce
a more satisfying level of policy-awareness. Furthermore, the benefits of adjustment
are shown to be two-fold within the definition of policy-awareness developed in
Chapter 1: both science communication and scientific rigor can be improved using
the framework developed in Chapter 2.

To identify adjustments that scientists and policy-makers can commit to that
will produce sustainable results, it is imperative to consider the root-cause question:
why do user interpretation and policy context not always align? There are certainly
human-centric causes, which include organizational, monetary, time, social,
educational, and communication costs as well as the way in which human values
define application space (i.e., how do people determine what is "good enough").
There are also experiment-centric causes, which result from the nature of test beds
being inherently investigative, that is, the projected output is often not the actual
output, since a test bed is a way to learn about a system. Keeping these possible
reasons for misalignment in mind can help develop solutions that will not only
address the misalignment but also address the cause, and therefore have a better
chance at finding a convergent solution.

5.1 Adjusting user applications
One way to improve the policy-awareness of a technology is to adjust the way

it is used. All three categories of initial user interpretation will be considered and
coupled with examples from the gated TD-DCS test bed development. Although only
gated TD-DCS test bed applications are explored here, similar analysis can also be
applied to other research test beds and systems. These adjustments include
considering other possible user interpretations, planning for adjustments based on
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incoming measurements, and considering the lingering questions after test bed
results are considered.

The first misalignment can occur when a test bed is considered purely as an
approach to a problem. As discussed in Chapter 2, this could lead to difficulty in
securing funding and has no real policy-awareness as no actions are implied from
the results of the test bed, despite the fact that there very well may be policy-
relevant results. In the case of gated TD-DCS, the corresponding user application is
the use of the technology developed with the test bed to improve understanding in
the medical field. While this is certainly still a valuable task, in itself it has no
policy-awareness. What is learned here is neutral to whether it creates or solves
problems in policy construction. To adjust to a policy-aware interpretation, the user
can make the effort to consider the implications of the new understandings from the
test bed results. This is a prerequisite for the user to identify policy-relevant
concerns from the test bed results. For example, validation testing with the time-
correlator in the gated TD-DCS test bed forced the team to reconsider how
measurement happens in the system, and by considering the implications of this we
were able to develop a less computationally costly measurement strategy for gated
TD-DCS. By recording the absolute timestamps in terms of a computational block
with the laser as the start instead of using the laser and detector as inputs, not only
did we better learn how to use the time correlator, but we also learned that the
computational complexity of the measurement could be decreased, enabling the
faster measurements that are required for more diverse medical applications.

One useful heuristic for identifying policy-relevant applications is to consider
a 2x2 matrix where columns are "ends" and rows are "means" and each column/row
is broken down into one column/row for science and one column/row for engineering
and technology [107]. In this model, science refers to a pure approach towards a
problem, and engineering and technology refers to developing tools and solutions.
The gated TD-DCS modality most suitably fits into the engineering and technology
means for science ends element. Since this model neglects the policy element, I
supplement this model with one more column/row for policy, as shown in Figure 4-1,
where policy refers to actions or directives. Examples characteristic of each element
are provided in the figure. For instance, lightning and NCAA (National Collegiate
Athletic Association) is in the science means for policy ends element, because the
understanding of lightning developed by science has led to regulations by the NCAA
about how outdoor sports events are conducted in the detected presence of lighting
within a certain radius of the sports field. By considering how the test bed results
could be placed into each box in the matrix, the user is forced to consider
alternatives to placement in the bottom left corner of the matrix, which is very
rarely the only habitat for a test bed result.
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Figure 5-1: Science, technology and policy means and ends matrix. The
matrix on the left is the original model and the matrix on the right is the model
developed in this thesis, which adds a row and column for policy means and ends.
Within each box is a representative example of what could be categorized into that
box according to standard user interpretation or application. These examples are
explained in Appendix B.

The second type of measurement to user interpretation misalignment occurs
when a user interprets the evidence from a result improperly. This could be
overemphasizing the relevance of a group study to an individual, or the relevance of
a case study to a group, or some other breakdown of causal inference. One gated
TD-DCS user applications relevant here is its use as a diagnostic tool for medical
conditions. An adjustment that can be made in this case is the use of planned
adaptation, which incorporates changing knowledge into policy with predetermined
parameters established in advance of but conditional on measurements [108]. The
dark count rate validation tests for the MPD FG-SPADs indicated that individual
differences between detectors needs to be taken into more careful consideration
than previously expected. That there are other parameters that may be influencing
detector performance beyond the detector model, such as coupling efficiency and
software, indicates that these additional considerations must be incorporated into
how MPD FG-SPAD detections are interpreted for test bed results and their user
applications. Without including or incorporating these parameters in some way, the
evidence from the test bed will be less appropriately weighted in an evidence-based
user interpretation. Using planned adaptation in this case would set a policy that is
contingent on the detectors meeting certain parameters, which would need to be
measured before the policy went into effect.
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Realignment from the third type of user interpretation, which considers a
test bed result as an answer to the problem at hand, can be addressed from the user
side by identifying the related questions that are not answered by the test bed
result and then considering if those questions have the potential to disrupt the
connection of the test bed with the problem. In the case of gated TD-DCS, the test
bed can be interpreted as an answer to studying blood flow in the brain. From this
perspective, the test bed is defining a metric of blood flow, but it is possible that this
definition is problematic if the questions left unanswered, such as the cause of
changes in blood flow or measurement of the direction of blood flow, are integral to
the aspect of blood flow that we want to study. From developing the test bed we
identified a laser as part of the solution to finding an excitation source for gated TD-
DCS (in addition to coupling components, diffusion prisms, amplifiers, and fibers),
but as indicated in the verification steps a laser alone does not answer the question
of single-mode detection, or adequate coherence length, or required power without
damaging the subject tissue. These additional questions can be incorporated into
source design, but must not be ignored if a gated TD-DCS measurement is to be
made.

5.2 Adjusting test bed measurements
Unfortunately users cannot always be expected to make the right decisions or

be aware enough to change their interpretations. It is important therefore to also
adapt measurements while maintaining fidelity to the scientific process. Scientists
face their own struggles with decision making and policy-awareness among the
concerns of grant proposals, professorships, and scientific responsibility. These
tasks have a high time cost to do well, and policy-awareness is typically not in the
job description of an academic. Thinking back to the dual benefit of scientific rigor
and science communication from increasing policy-awareness, it is clear that there
is still some benefit for the test bed developer to ensure a policy-aware design.
Standard operating procedures can help to automate this process in test bed design
by addressing the various user interpretation categories when recording and
reporting test bed results. The adjustments recommended here for test bed
alignment to user interpretation include project selection, clarity of non-results, and
clarity of assumptions. Although the examples discussed here are specific to gated
TD-DCS, as with user interpretation adjustments, the lessons learned here can be
applied to other technologies using similar analysis.

Test bed measurements can be adjusted for misaligned user interpretations
of the results as a question, or approach, to a problem. In particular, test bed
projects can be selected such that they have clearer implications. This is analogous
to choosing a box in Figure 4-1 where there is a clear application for the test bed
and taking measurements that are tailored to that application. While working on
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the gated TD-DCS test bed, we encountered the problem of finding appropriate
lasers at the wavelengths of interest, which traditionally were approximately
760nm and 830nm in a mixed modality system with fNIRS. This questioning
interpretation of laser design, where the team was initially only focused on
understanding what wavelengths could be used to produce gated TD-DCS results,
led to the consideration of 1064nm, which also has several engineering benefits,
including higher power limits and greater maturity of technology. By navigating the
different mindsets represented in Figure 4-1, the test bed was not only able to
address technical concerns with technology maturity, but it also presents the
possibility of improving the signal-to-noise ratio, and therefore policy-relevant
information content, by increasing allowable power.

A test bed can be adjusted for better alignment with an evidence-based user
interpretation by ensuring record of non-results and failures as well as successes.
Without recording these events in the test bed history, the risk of the user to poorly
weight the evidence of the test bed results is much higher, since there is a selection
bias to the results that are reported. One example from the gated TD-DCS test bed
development is the use of oscilloscopes with different bandwidths. The lower
bandwidth scopes were not recording some of the important information about the
signal, and since this limitation was noted, it led to the follow-up measurements
with higher bandwidth scopes, which improved both science communication and
scientific rigor.

Finally, the test bed can be adjusted to align with user interpretations of test
bed results as an answer to the problem by clearly listing assumptions. This makes
it easier for the user to identify what was not tested and take the adjustment steps
listed in Section 4.1. Furthermore, if these user interpretations persist, the
measurements can be adjusted to more appropriately address the question the user
assumes the test bed is already answering by improving equipment or relaxing
certain assumptions with a different setup. This is very similar to project selection
as described above. An example of this from the gated TD-DCS test bed is the
mistake I made with the power meter while measuring continuous-wave laser
responses. Had I not listed the detector I used, it would have been much more
difficult to identify the error. This is another example of how policy-awareness is
beneficial not only to policy, but also to science.
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Chapter 6

Conclusions and future work
Test beds are an important feature of the policy-awareness of science. As a

result, development of policy-aware test beds is an excellent focal point for
developing science and technology informed policy. Considering the model developed
in Chapter 2, to make a policy-aware research test bed the user interpretation and
the test bed measurement must first be identified. Next, the alignment between the
two must be evaluated, using risks and failures of misalignment as indicators.
Validation procedures, such as those outlined in Chapter 4 and defended with
theory from Chapter 3, are imperative for appropriately evaluating the
measurement performed by the test bed. Based on the user interpretation and its
misalignment with the test bed measurement, adjustments can be made as outlined
in Chapter 5 that facilitate the user application's adaptation to the test bed
measurement through consideration of alternative views, planning, and
identification of lingering questions. Adjustments can also be made to the test bed
itself, including careful project selection, and reporting of non-results and
assumptions.

There are several interesting questions to pursue in the future beyond the
scope of this thesis. For test bed development itself, beyond the tests described in
Chapter 4, tests measuring blood flow in vivo on an adult head would give the
ultimate validation of the gated TD-DCS system, and could be meaningfully
preceded by forearm measurements. Additionally, case studies of other test beds
would be useful in understanding how policy-awareness changes with fields of
various levels of novelty and application. Future questions to explore in test bed
policy include: Do we need a culture shift for policy-aware testbeds to be
widespread? How much of this extra effort is the role of scientists versus technology
policy experts? What can we learn about policy-aware testbed development from
other fields? What does implementation of these adaptations look like?
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Appendix A

Abbreviations and nomenclature

A.1 Abbreviations
ABET The Accreditation Board for Engineering and Technology
ANSI American National Standards Institute
AP After-pulsing
APD Avalanche Photodetector
APP Afterpulsing probability
ASE Amplified spontaneous emission
ASL Arterial spin labelling
BCI Brain-computer interface
BFi Blood flow index
BNC Bayonet Neill-Concelman
BOLD Blood oxygen level-dependent
B.S. Bachelor of Science
CBF Cerebral blood flow
CBFi Cerebral blood flow index
CBV Cerebral blood volume
CG Clock generator
CMRO2 Cerebral Metabolic Rate of Oxygen
C02 Carbon dioxide
COTS Commercial off the shelf
CSF Cerebrospinal fluid
CT Computerized tomography
CTE Correlation transfer equation
CW Continuous wave
DCR Dark Count Rate
DCS Diffuse Correlation Spectroscopy
DFB Distributed feedback laser
DG Delay generator
DWS Diffusing wave spectroscopy
EEG Electroencephalogram
FAA Federal Aviation Administration
FD Frequency domain
FFT Fast Fourier Transform
FG-SPAD Fast-gated single-photon avalanche detector
fMRI Functional magnetic resonance imaging
fNIRS Functional Near-Infrared Spectroscopy
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FPGA Field-programmable gate array
FWHM Full-width half-maximum
fUS Functional ultrasound
G2i Group to individual
GmAPD Geiger-mode APD, same as SPAD
GUI Graphical User Interface
HECTIC Highly Efficient Counting and Timing Integrated Circuit
HRO High Resolution Oscilloscope
HST Health Sciences and Technology program
i2G Individual to group
InGaAs Indium gallium arsenide
InP Indium phosphide
IR Infra-red
IRF Instrument response function
LEOSS Lincoln Electro-Optical Sensor System
LSCI Laser speckle contrast imaging
LSI Laser speckle imaging
LSS Low size, weight and power sensor
MCX Monte Carlo eXtreme
MEG Magnetoencephalogram
MGH Massachusetts General Hospital
MIT Massachusetts Institute of Technology
MITLL Massachusetts Institute of Technology Lincoln Laboratory
MMC Mesh-based Monte Carlo
MPD Micro Photon Devices
MRI Magnetic resonance imaging
MRI-TRUST Magnetic resonance imaging-T2 -relaxation-under-spin-tagging
NCAA National Collegiate Athletic Association
NIST National Institute of Standards and Technology
NSTB National Transportation Safety Board
OCT Optical coherency tomography
OEM Original equipment manufacturer
PDE Photon Detection Efficiency
PET Positron emission tomography
PMT Photon Multiplier Tube
PROM Phase-based regional oxygen metabolism
RBCs Red blood cells
RTE Radiative transfer equation
SANS Spaceflight-associated neuro-ocular syndrome
SCPI Standard Commands for Programmable Instruments
SFDI Spatial frequency domain imaging
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Si Silicon
SMA SubMiniature version A
SO2 Tissue oxygen saturation
SOP Standard Operating Procedure
SPAD Single-Photon Avalanche (Photon) Detector
SRS Stanford Research Systems
STED Stimulated emission depletion
SWaP Size, weight and power
SWI Susceptibility-weighted imaging
TBI Traumatic brain injury
TCD Transcranial doppler ultrasound
TCSPC Time-correlated single-photon counting
TD Time domain
TDC Time-to-digital converter
TD-DCS Time-Domain Diffuse Correlation Spectroscopy
TPSF Temporal point spread function
ToF Time of flight
US Ultrasound
U.S. United States
USB Universal Serial Bus
VCSEL Vertical-Cavity Surface-Emitting Laser
VECSELs Vertical External-Cavity Surface-Emitting Lasers

A.2 Equation nomenclature

Diffuse correlation spectroscopy

Ita absorption coefficient
y, scattering coefficient
p,' reduced scattering coefficient

pt transport coefficient
L radiance
r position
fil direction, solid angle
t time

T delay

cP fluence
G1 unnormalized temporal multiple scattering electric field correlation
G 2 unnormalized temporal multiple scattering intensity correlation
g1 normalized temporal multiple scattering electric field correlation

92 normalized temporal multiple scattering intensity correlation
E electric field
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I electric field intensity
p source-detector separation
Reff effective reflection coefficient

# ideality parameter

Semi-infinite homogeneous geometry

Zb boundary distance
zo isotropic source approximation distance
r1 Euclidean distance to detector from approximated isotropic source
r2 Euclidean distance to detector from negative imaging source
K scatterer displacement term
D photon diffusion coefficient

Fick's Principle

q(t) quantity of a substance
F arterial blood flow
CA arterial concentration of a substance
C, venous concentration of a substance

Functional near-infrared spectroscopy

Wa fNIRS sensitivity to arterial compartments
WV fNIRS sensitivity to venous compartments
HHb Deoxygenated (or deoxy-) hemoglobin
O2Hb Oxygenated (or oxy-) hemoglobin
HbT Total hemoglobin concentration
HbO Concentration of oxy-hemoglobin
HbR Concentration of deoxy-hemoglobin
StO2 Total blood oxygenation
SaO2 Arterial blood oxygenation
Sv02 Venous blood oxygenation
OEF Oxygen extraction fraction
HGB Hemoglobin concentration in blood
MWH b Molecular weight of hemoglobin

Dbt Brain tissue density

Laser properties

Lcoh coherence length

Av linewidth
AA wavelength bandwidth or linewidth
A center frequency
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Appendix B

Further theory

B.1 Solid angles
Units of steradians (sr) are for solid angles, which is a unitless measure

analogous to the differential surface area of a sphere, as depicted in Figure B-1. The
maximum steradian is 4m.

9

dfl= sin(o)dod9

Figure B-1: Visualization of a solid angle. Omega is the
phi are spherical coordinates.

solid angle, theta and

B.2 Science, technology, and policy means and
ends matrix

The matrix originally described in Section 5.1 includes representative
examples of each element, which are described here to give a better understanding
of how to navigate the matrix for improving policy-awareness of the user
application. I will start in the bottom-left corner and work up to the top-right.

/ Atoms can be categorized in the scientific-means-for-scientific-ends element
because they are a scientific model that is used as a tool to help further
scientific understandings of chemistry.
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Microscopes represent the engineering-and-technology-means-for-scientific-
ends element because they are an observation technology that facilitates, and
in some cases enables, scientific investigation of microscopic particles.

Quantum computing is an example of the scientific-means-for-engineering-
and-technology-ends element because the science and theory of quantum
computing must continue to develop before it can be used in a marketable
technology or to solve engineering problems.

Gas pumps can be placed in the engineering-and-technology-means-for-
engineering-and-technology-ends element because gas pumps are a
technology that enables fossil fuel vehicle transportation, such as cars and
airplanes, which are themselves technologies.

Funding represents the policy-means-for-science-ends element because it is a
policy to provide resources for science to continue.

Lightning and NCAA (National Collegiate Athletic Association) is in the
science means for policy ends element because the understanding of lightning
developed by science has led to policies by the NCAA about how outdoor
sports events are conducted in the detected presence of lighting within a
certain radius of the sports field.

Hackathons are characteristic of the policy-means-for-engineering-and-
technology ends because they are a policy-guided strategy for encouraging
concentrated thought on engineering and technology topics. Hackathons
could also reasonably be in the policy-means-for-policy-ends element if the
hackathon was focused on policy development, or the policy-means-for-
science-ends element if the hackathon was focused on science. Hackathons
are therefore also an excellent example for considering how a means can be
reinterpreted to achieve different ends.

Cell phones demonstrate the engineering-and-technology-means-for-policy-
ends element because they are a technology that facilitates communication,
which is critical for policy development and implementation.

And finally, bureaucracy exemplifies the policy-means-for-policy-ends
element because it is a set of policies that sustain other policies.
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Appendix C

Standard Operating Procedures (SOPs)

Advanced fNIRS Testbed

Casey Evans - 5/31/18
Updated 5/15/19

Names have been redacted

Current State

As of now I have built histograms with one input source and one start signal. This has been done only

with the CG/DG setup detailed below using the Lumics and QPhotonics laser diodes. I have also taken

timestamps with one input and one start (raw data with no laser connected). As I see it, all the parts are

here, we just need to put them together properly with D's help and then start working on

detectors/lasers/miniaturization full throttle.

I've loaded most of the programs onto the Public folder. If they're inaccessible, N has copies of the AWG

files, I provide a link for id900 software below and the MPD USBs that have been scanned by T are in the

fiber bucket (please leave them there so that I know where to find them when I get back).

A ,ff f~ fl ~ j~ ~1 Fl 1 Fl Fl1 \1 il 1 W i~t)

Ti 74

Figure 1: Current Understanding of what it is we need to measure (ti and Ti). Figure by Davide

Tamborini.

TO DO

-Set up your desktop shortcuts on the lab computer - I recommend the FG SPAD interface, the

ChaseScientific interface, the picosecond delayer interface, the id900 GUI and the SCPI client

-Follow up on coherence length measurements with D and A (for the Lumics, PicoQuant and

Eagleyard lasers)
Receive power meter and get a copy, of the goods rcccipt to KR (keep onte copy fcr reords);
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follew up if net received by 11 June 18
Validate Setup and dat-a collection with D)

-Work with R/S/Q to achieve post-simulation modification of attenuation coefficient (should be

easy according to S and Q - ask them if you have issues)

-Ask X for TD-DCS code (if desired)
Get guidance en how to proceeed with MATLABS fro~m D's thei0 t take OUr timestamps and

turn them into TDP DCS data
-Find a way to interleave two lasers on either side of 805nm and collect data from each for usable

TD-fNIRS data
-Create experiments that measure the testbed's ability to take TD-fNIRS and TD-DCS

measurements together keeping in mind that the overall goal is to set up something that reliably

takes measurements and that we can interchange detectors to test detector performance (first) and

then interchange other parts to work towards miniaturization to a wearable device

-Consider packaging strategies
-Work on modeling all of the useful things
-All that completed: work on ways to miniaturize the device in SWaP, especially in ways that will

make it less sensitive to motion artifacts

Procedures - when in doubt, read the manual, these SOPs are developed more or less from them

Working with the MPD SPAD

1. Turn on the big switch in the back of the SPAD control box
2. Open the FG SPAD program from the desktop
3. Enter the interface with the arrow at the top (select COM4)
4. Update settings (even if you don't update the settings, hit the button)
5. Hit turn on SPAD, this takes a minute or two
6. Hit start gate
7. I have been immediately switching to free gated mode and then hitting update gate,

but feel free to try other gate settings
8. WHEN YOU'RE DONE hit stop gate
9. THEN hit turn off SPAD, this takes a minute or two
10. IF YOU DON'T DO #8 and #9 you can break the $22k SPAD - so do them if you

haven't!!
11. Close the link
12. Turn of the big switch in the back of the SPAD control box

Working with the GUI 2

1. Log in to the desktop
2. Unplug the LAN ethernet
3. AFTER #2, disable the endpoint security firewall (option under Quick links by

clicking on the McAfee book in the lower right corner of the toolbar)
4. Input the reason "required for testing" or something similar and send
5. Click the TdGUI shortcut on the desktop
6. Operate histogram as you wish via the GUI, if you want to use timestamp blocks I

recommend using the SCPI tab on the GUI or better yet, use the SCPI client (click on

the shortcut on the desktop)

https://github.com/dtyulman/tddcs
2 If it's not downloaded on the Public folder for some reason, use this:
http://idciuanticiue.com/software/ID900 GUI 0 9.zip
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7. Troubleshooting Tips (ie things that have worked in the past)
a. If you don't see the pulse, expand the range to like 5us and then narrow back

in on the pulse
b. If it doesn't connect - close the GUI, turn on the firewall, plug in the LAN

ethernet, wait until the computer recognizes it and then start again from #2. If
it still doesn't connect, also try power cycling the id900.

Lumics
LUO786MZSO

Multlmede fiber Laser pulse traIt

__DDtetein

MPD WPAD +--+ l M
Coupling! UPO cable
t--i"

am tpe ulssotais oal coes e e M

Cable .Uless otherwise noted, all cables are SMA
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Figure 2: Overall lab setup (currently the only one used for histograms)
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Figure 3: Histogram GUI example with TPSF from Human adipose tissue w/ 1cm perpendicular spacing

w/05um fiber and Lumics laser diode using the setup from Figure 2
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Working in SCPI Client

1. Follow steps 1-4 of "Working with the GUI"
2. Click the SCPI Client shortcut on the desktop (or do #5 from "Working with the

GUI" and go to the SCPI Client tab, the figures below show the GUI interface)
3. Use the commands in the id900 User Manual with the following exceptions (.

need to be rechecked nuoW - Vw s gs4 firwware has been
installed):

a. Defaults - our device has some different defaults than the manual at least in
the following areas

i. input#:coupling is DC by default
ii. sense#:mode is lowres by default

iii. tsge#:enable is off by default
iv. tsge#:mode is spulse by default
v. tsco#:mode is coinc by default

vi. tsco#:conf:coinc:width is IOps by default
vii. tsco#:conf.coinc:delay is Ops by default

viii. tsst#:inpo:mode is normal by default
ix. tsst#:inpo:mode is Ops by default
x. tsst#:inpo:link is to sens# by default (with the exception of tsst5

which is unassigned)
xi. tsst#:mode is counter by default

xii. tsst#:inte is inf by default
xiii. tsst#:save and tsst#:send are off by default
xiv. tsst#:conf:histo:mode is mst by default when tsst#:mode is histo
xv. tsst#:conf:histo:min is Ops by default

xvi. tsst#:confIhisto:bwid is I 00ps by default
xvii. tsst#:conf~histo:bcou is 100 by default

xviii. tsst#:conflhisto:star:mode is normal by default
xix. tsst#:conf:histo:star:delay is 0 by default
xx. tsst#:conf:histo:star: link is star by default

b. sour#:inpo:mode doesn't seem to update properly
sour#:inpo:delay stops the server - it's the worst, you'l.
everything like twice probably, so avoid this if you can

d. tsge#:confclock:per and tsge#:conf:spul:per seem to be invalid commands;
possible reason: the indentation is incorrect in some places, so commands
may be given incorrectly, also some commands are only valid if they are
active

e. tsco# seems to be limited to numbers 1-4 rather than 1-12
f. tsco#:level? just returns the #
g. everything under tsco#:inpo:fir and tsco#:inpo:sec seems to be invalid

commands; possible reason: the indentation is incorrect in some places, so
commands may be given incorrectly, also some commands are invalid if they
are not active

h. tsst# is limited to numbers 1-5 rather than 1-7
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5/29/2018 1:55:35 PM 27 tscol2:level?
Q 5/29/2018 1:55:35 PM 27 Error: P

5/29/2018 1:55:57 PM 28 tsco5:level?
W 5/29/2018 1:55:57 PM 28 Error: P

5/29/2018 1:56:02 PM 29 tsco4:level?
W 5/29/2018 1:56:02 PM 29 4

5/29/2018 1:56:18 PM 30 tsco4:mode?
W 5/29/2018 1:56:18 PM 30 COINC

5/29/2018 1:56:32 PM 31 tsco3:mode?
W 5/29/2018 1:56:32 PM 31 COINC

5/29/2018 1:56:36 PM 32 tscol:mode?
W 5/29/2018 1:56:36 PM 32 COINC

5/29/2018 1:57:02 PM 33 tscol:conf:width?
5/29/2018 1:57:02 PM 33 Parsing

SCPI_E

lease insert a suffix between 1 and 4

lease insert a suffix between 1 and 4

error: invalid command
RRINVALIDCMD

5/29/2018 1:57:14 PM 34 tscol:conf:coinc:width?
@ 5/29/2018 1:57:14 PM 34 1OTB

5/29/2018 1:57:46 PM 35 tsco2:conf:coinc:width?
5/29/2018 1:57:46 PM 35 1OTB

5/29/2018 1:57:58 PM 36 tsco2:conf:coinc:delay?
W 5/29/2018 1:57:58 PM 36 OTB

5/29/2018 1:58:15 PM 37 tscol:conf:coinc:delay?
W 5/29/2018 1:58:15 PM 370YTB

5/29/2018 1:58:33 PM 38 tscol:conf:impo:fir:mode?
5/29/2018 1:58:33 PM 38 Parsing error: invalid command

SCPIERRINVALIDCMD
5/29/2018 1:58:45 PM 39 tscol:impo:fir:mode?

5/29/2018 1:58:45 PM 39 Parsing error: invalid command
SCPIERRINVALIDCMD

5/29/2018 1:59:24 PM 40 tscol:conf:coinc:impo:fir:mode?
5/29/2018 1:59:24 PM 40 Parsing error: invalid command

SCPIERRINVALIDCMD
5/29/2018 1:59:44 PM 41 tscol:conf:coinc:impo:fir:mode norm

@ 5/29/2018 1:59:44 PM 41 Parsing error: invalid command
SCPIERRINVALIDCMD

5/29/2018 2:00:10 PM 42 tscol:conf:coinc:impo:fir:delay?
5/29/2018 2:00:10 PM 42 Parsing error: invalid command

SCPIERRINVALIDCMD
5/29/2018 2:00:17 PM 43 tscol:conf:coinc:impo:fir:link?

5/29/2018 2:00:17 PM 43 Parsing error: invalid command
SCPIERRINVALIDCMD

5/29/2018 2:00:40 PM 44 tscol:conf:coinc:impo:fir:addr?
5/29/2018 2:00:40 PM 44 Parsing error: invalid command

SCPIERRINVALIDCMD
5/29/2018 2:00:50 PM 45 tscol:conf:coinc:impo:sec:addr?

5/29/2018 2:00:50 PM 45 Parsing error: invalid command
SCPIERRINVALIDCMD

Figure 4: First Example of SCPI Client in GUI. Commands follow the number after the date and time in

the nonindented lines, output follows the number after the date and time in the indented lines
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5/29/2018 2:04:31 PM 59 tsstS:send?
Q 5/29/2018 2:04:31 PM 590FF

5/29/2018 2:04:36 PM 60tsstl:send?
Q 5/29/2018 2:04:36 PM 60 OFF

5/29/2018 2:04:45 PM 61tsst1:mode?
W 5/29/2018 2:04:45 PM 61 COUNTER

5/29/2018 2:04:58 PM 62 tsst5:mode?
W 5/29/2018 2:04:58 PM 62 COUNTER

5/29/2018 2:05:02 PM 63 tsst4:mode?
Q 5/29/2018 2:15:02 PM 63 COUNTER

5/29/2018 2:05:11 PM 64 tsst4:Inte?
Q 5/29/2018 2:05:11 PM 64 INF

5/29/2018 2:05:24 PM 65 tsstl:Inte?
Q 5/29/2018 2:05:24 PM 65 INF

5/29/2018 2:05:41 PM 66tsstl:inte:conf:histo:mode?
5/29/2018 2:05:41 PM 66 Parsing error: invalid command

SCPIERRINVALID_CMD
5/29/2018 2:06:22 PM 67 tsst2:mode histo

Q 5/29/2018 2:06:22 PM 67 Value set to HISTO

5/29/2018 2:06:45 PM 68 tsst2:conf:histo:mode?
0 5/29/2018 2:06:45 PM 68 MSTOP

5/29/2018 2:07:21 PM 69tsst2:conf:histo:min?
Q 5/29/2018 2:07:21PM 690TB

5/29/2018 2:07:36 PM 70 tsst2:conf:histo:bwd?
Q 5/29/2018 2:07:36 PM 70 100TB

5/29/2018 2:07:46 PM 71 tsst2:Conf:hlsto:bcou?
Q 5/29/2018 2:07:46 PM 71100

5/29/2018 2:08:03 PM 72 tsst2:conf:histo:star:mode?
W 5/29/2018 2:08:03 PM 72 NORMAL

5/29/2018 2:08:17 PM 73 tsst2:conf:histo:star:delay?
W 5/29/2018 2:08:17 PM 730Th

5/29/2018 2:08:30 PM 74 tsst2:conf:histo:star:link?
Q 5/29/2018 2:08:30 PM 74 STAR

5/29/2018 2:09:05 PM 75 tsst2:conf:histo:star:addr?
W 5/29/2018 2:09:05 PM 75 [STARSENS1,SENS2,SENS3,SENS4,TSGE1.TSGE2,TSGE3,TSGE4,TSGE5,TSCO1TSCO2,TSCO3,TSCO4

5/29/2018 2:09:57 PM 76 tsst2:data:histo?
Q 5/29/2018 2:09:57 PM 76[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0

5/29/2018 2:10:21 PM 77 tsst2:data:coun?
Q 5/29/2018 2:10:21 PM 770

5/29/2018 2:10:26 PM 78 tsst1:data:coun?
W 5/29/2018 2:10:26 PM 780

5/29/2018 2:10:32 PM 79 tsst1:data:histo?
Q 5/29/2018 2:10:32 PM 79[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0

Figure 5: Second Example of SCPI Client in GUI. Commands follow the number after the date and time

in the nonindented lines, output follows the number after the date and time in the indented lines

Working with the Lumics or QPhotonics laser diodes, a clock generator and delay generator

1. Turn on PicoLAS laser diode driver by quickly applying 5V (if you're current limited
under 2A it may not start and if you're slow it may not start so you'll have to try
again - fast as in human fast, not computer fast)

2. Turn on the CG to 1MHz (the top output is fine, ensure it's connected to the trigger of
the DG)

3. Ensure the delay generator has a 10dB attenuator at the output
4. Turn on the delay generator set to trigger on the rising edge of the clock with a 1.9V

pulse, and a 1.7ns delay to the falling edge it will output to the driver
5. Use the laser as you wish - these should be the narrowest pulses you can reasonably

get at 1MHz - feel free to adjust in accordance with max power limitations of the
device (DO NOT RUN DIODES at 1.9V at low frequencies)

6. Turn off DG
7. Turn off CG
8. Turn off power to laser diode driver
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SRS CG 635 Lumics
1MHz clock signal LU0786MI00-IGO6EIA

QFBLD-1060-20PM
1 20mW FBG wavelength stabilized]

RS DG 645
1.9V

1.7ns delay to
falling edge PlcoLas BFS-VRM-03HP

[ Pulse laser driver]

Rohde & Schwarz RT01044
Oscilloscope, 4 GHz, 20 GSa/s

VNC7

Thorsiab
PMOD

DET08CFC 
SI5IC

5 GHz InGaAs

~ 1mW @ 2ns pulse

Figure 6: Setup for Laser Diodes and Clock Gen/Delay Gen

Working with the laser diodes and the Wavepond AWG

1. Turn on PicoLAS laser diode driver by quickly applying 5V (if you're current limited
under 2A it may not start and if you're slow it may not start so you'll have to try
again - fast as in human fast, not computer fast)

2. Connect power to AWG
3. Open the Labview program by selecting the ChaseScienceDAx 14400_interactive file
4. Enter the program interface
5. Select the pulse shape you want
6. Hit update
7. Hit on
8. Connect the output of the AWG to the input of the laser diode driver
9. Make the best pulse shape ever!
10. Hit quit
11. Stop the interface program
12. Disconnect power to AWG
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Rohde & Schwarz RTO1044
Oscilloscope, 4 GHz, 20 GSals

interface

QFBGLD-1060-20PM TCP/P

[20mW FBG wavelength stabilized ]

S151C
PRF= DET08CFC

100KHz 5 GHz InGaAs
PicoLas BFS-VRM-03HP

[ Pulse laser driver] P -MW @
UNCLASSIFIED 2ns pulse

Figure 7: Setup for Laser Diodes and Wavepond AWG

Working with the laser diodes and the PicoLAS AWG

1. Connect the power leads from the driver to the AWG (the three screws on the one

side - the outer screws are power (5V) and the center screw is ground (OV)). Make

sure that the fan stays powered as well (the leads that are in there now).
2. Connect the trigger (T) to a 200kHz clock pulse (from 5V CMOS output)
3. Connect the signal (S) to the input of the laser diode driver
4. Attach the PicoLAS Universal Platform Interface
5. Power the devices by plugging the AWG into a wall
6. Use the AWG to select parameters of choice and enable the output (ex we used data

settings at 0,0,6000)
Working with the PicoQuant laser

1. Wear protective lenses
2. Turn on the laser with the switch
3. You win. Turn it off when you're done

Coherence length via spectrum analysis

1. Ask politely to use an optical spectrum analyzer
2. Take the spectrum of the laser of choice
3. Calculate center wavelength squared divided by FWHM of the spectrum
4. Hopefully it's greater than 5cm

Coherence length via interferometry

1. Ask politely to use A's (talk to D, I don't know A personally) setup at BU
2. Or else set up an optical system where you vary the distance taken by two light

streams split from the same source and sent to the same detector to measure the

coherence length directly
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Materials

-Purchased MPD SPADs (2)3

Came with picosecond delay modules (2)4

Came with software which can be found in a box on the desk (USBs that have been

scanned by Tim)

-Purchased id900 time controller5

-Purchased Lumics 786nm laser diode6

-Found QPhotonics 1064nm laser diodes (2)7

-Borrowed Eagleyard 1064nm laser diode8 with PicoLAS driver9 from N

-Purchased Wavepond AWG'"

-Borrowed a Stanford Research Systems Model DG645 Digital Delay Generator" from SA

(indeterminate return date)

Purchased a fast rise time module from SRS

-Borrowed a Stanford Research Systems Model CG635 2.05GHz Synthesized Clock Generator1 2

from RY (due back new a while ago)
Can bOrrOW an idS 1 0 fr0M JL (if de~ircd)

-Borrowed ThorLabs DET08CFC from N and ThorLabs DET025AL from SA (both with
indeterminate return dates)

-Borrowed PicoLAS PLCS-40 (&BOB) AWG' from N
-Borrowed PicoLAS PLB-21 Universal Platform Interface 4 from SA

-Found/borrowed (0 would know) a BK Precision 1672 DC Power Supply'5

-Found a LeCroy HRO 64Zi 400MHz 2GS/s Oscilloscope 6

-Purchased a PicoLAS driver17

-Purchased various optical equipment (patch cords, isolators, attenuators, splitters, connectors,

power meter, fiber scope)' 8

-Found eye protection, IR viewer, IR cards, and various blades/screwdrivers/tools

-N has access to a ANDO optical spectrum analyzer AQ6317B and a Rohde & Schwarz

RTO 1044 4 GHz 20 GS/s Oscilloscope

3 See MPDSPADUserManual_VI 0.pdf and MPDSPADnotes.pdf
4 See PSDUser Manual VI 0.pdf
5 See ID900_UserManual_VO_9.pdf and id900promises.pdf
6 See Lumics Datasheet.pdf
7 See QPhotonicsDatasheet.pdf
8 See EagleyardDatasheet.pdf (EYP-DFB-1064-00500-1500-BFY02-0010)
9 See BFS-VRM-03_UserManualV1510.pdf
10 See WavepondAWG notes.pdf
" http://www.thinksrs.com/products/dg645.htnl
12 http://www.thinksrs.com/products/cg635.htmi
13 http://PicoLAS.de/product/plcs-40-2/ and see PCLS-40_Manual_RevI601.pdf
14 http://PicoLAS.de/product/plb-2 1/
"5 http://www. bkprec ision.corn/products/power-supp l ies/1 672-tr iple-output-quad-display -dc-power-sLippvY-2-0-32v-
0-3a- 1 5v-3a.html
16 See LeCroyFactsheet.pdf
17 See BFS-VRM-03_UserManualV1510.pdf
18 See OzOpticsSpecs.pdf for some commentary on this
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-A brought Silicon pigment, Si oil, and ink for phantoms; there may still be milk in the fridge

too...

Resources
Basecamp
Chase
Email, phone, drop-ins, weekly meetings

Contacts (some of the people we've met with or talked to)
[CONTACT LIST HAS BEEN REDACTED]
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Appendix D

Code Library

D.1 txttomat.m
A collectior of -oMMn s c e Jd n invigtienstJ g t1- tm o on'T rol r

% by Casey Evans
% Prepared by: Casey Evans
% Last Updated: 17 May 2017

Documeontatiion:

loae all;

Test i: Ambier
fileIDb = fopen('id9bolltest/oul idq test Js bi', 'r
fpga_0 = fread(fileIDb,'short');
figure(1); plot(fpga_0(1:200));

fileIDb = fopen('id900_lltest/2018-08-24T10_48_01_C1.bin','r');
id900_0C1 = fread(fileIDb,'uint64','a');

fileIDb = fopen('id900_lltest/2018-08-24T10_48_01_C2.bin','r');
id900_0C2 = fread(fileIDb,'uint64','a');

fileIDb = fopen('id900_lltest/2018-08-24T10_48_01_C3.bin','r');
id900 0C3 = fread(fileIDb,'uint64','a');

% Test 2: Laser on
fileIDb = fopen('id900_lltest/001_idqtestwithlaser_20s.bin','r');
fpga_1 = fread(fileIDb,'uint64','a');

fileIDb = fopen('id900_lltest/2018-08-24T12_36_27_C1.bin','r');
id900_1C1 = fread(fileIDb,'uint64','a');

fileIDb = fopen('id900 lltest/2018-08-24T12_36_27_C2.bin','r');
id900_1C2 = fread(fileIDb,'uint64','a');

fileIDb = fopen('id900_lltest/2018-08-24T12_36_27_C3.bin','r');
id900_1C3 = fread(fileIDb, 'uint64', 'a');

% First Difference
fileC = id900 0C2;
% It turns out there's also a function for this (diff)
diffi = zeros(length(file0)-1,1);
for k=1:length(diffl)

diffi(k)= file0(k+1)-fileG(k);
end
max(diffl);
min(diffl);
nmaxl=size(diffl(diffl==max(diffl)),1);
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nminl=size(diffi(diffl==min(diffl)),1);
probabilityMaxl=nmaxl/size(file0,1);
probabilityMinl=nminl/size(fileC,1);
period = mean(diffl)/10^12 % s
freq = 1/period % Hz
variance = var(diffl)

Elii minati g asynChrorous timestamps

% Detector timestamps taken before laser timestamps are ignored

% Laser timestampF taken after all detector timestamps are ignored
Tlas = id900_0C2;
Tlas = id900 OC1;
for k=1:length(Tlas)

if Tdet(k)<Tlas(1)
k = k+1;

else
break;

end
end

Computing the autocorrelation function

tstamps = floor(Tdet(k+1:end)/(10e9/80e6));
[acf, t] = pulse_xcorr_2stage(tstamps, tstamps, 80e6, 80e6, 0);

% Plotting the autocorrelation function
figure (;
semilogx(t,acf,'LineWidth',3)
title('Autocorrelation Function','FontSize',18)

xlabel('Time Shift (s)','FontSize',14)
ylabel('Autocorrelation Function Intensity (units?)','FontSize',14)

grid on

% Est 80 MHz
% https://www.mathworks.com/matlabcentral/answers/2099
train-train
f=80; %frequency of the impulse in Hz

fs=f*10; % sample frequency is 10 times higher

t=0:1/fs:1; % time vector
y80=zeros(size(t));
y80(1:fs/f:end)=1;

3-periodic-impulse-

f=4; %frequency of the impulse in Hz
%fs=f*10; % sample frequency is 10 times higher

t=0:1/fs:1; % time vector
y4=zeros(size(t));
y4 (1:fs/f:end)=1;
plot(t,y80,t,y4);

D.2 thesis.m
% Written by Casey Evans, 2019

% https://www.mathworks.com/matlabcentral/answers/29458-gaussian-distribution
% https://www.mathworks.com/matlabcentral/answers/364957-removing-xaxis-and-
yaxis-values
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t = 0:0.001:1;

cw source = ones(size(t));
fdsource = cos(2*pi*3*t)*0.5+0.5;

sd = 0.005;
mu = 0.1;

td source = 1/(2*pi*sd)*exp(-(t-mu).^2/(2*sd^2));
td source = tdsource/max(tdsource);

cw out = 0.7*ones(size(t));
fdout = 0.6*cos(2*pi*3*t-1)*0.5+0.5;

sd2 = sd*5;
mu2 = mu+0.3;

td out = 1/(2*pi*sd2)*exp(-(t-mu2).^2/(2*sd2^2));
td out = tdout/max(td_out);

sdtpsf = 20*sd;
mutpsf = mu2;
peak = find(tdout==max(tdout))+1;
tpsf = 1/(2*pi*sdtpsf)*exp(-(t(peak:end)-mutpsf).^2/(2*sdtpsf^2));
tpsf = tpsf/max(tpsf);

td out(peak:end)= tpsf;
td out = 0.9*tdout;

figure(1);
subplot(1,3,1);
plot(t,cwsource,t,cwout,'LineWidth',3);
title('\fontsize{14}CW Approach');
xlabel('\fontsize{14}Time');
ylabel('\fontsize{14}Intensity');
xlim([min(t) max(t)]);
ylim([0 1.2]);
legend('Source','Measure');
set(gca,'XTick',[], 'YTick', LI);

figure(1);
subplot (1, 3, 2);
plot(t,tdsource,t,tdout,'LineWidth',3);
title('\fontsize{14}TD Approach');
xlabel('\fontsize{14}Time');
ylabel('\fontsize{14}Intensity');
xlim([min(t) max(t)]);
%ylim([0 1.2]);
legend('Source','Measure');
set(gca,'XTick',[], 'YTick', []);

figure(1);
subplot (1, 3, 3);
plot(t,fdsource,t,fdout,'LineWidth',3);
title('\fontsize{14}FD Approach');
xlabel('\fontsize{14}Time');
ylabel('\fontsize{14}Intensity');
xlim([min(t) max(t)]);
ylim([0 1.2]);
legend('Source','Measure');
set(gca,'XTick',[], 'YTick', []);
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D.3 pulse xcorr_2stage.m
% Code provided by Optics @ Martinos Center for Biomedical Imaging
function [acf, t] = pulsexcorr_2stage(tstamps, tstamps shift, maxlag,
samplef, elimi)
% pulsecorr_2stage - 2-stage pulse autocorrelation
% [acf, t] = pulse corr 2stage(tstamps, max lag, samplef, elimi)
% acf - computed autocorrelation bins
% t - lag time of computed bins in [s]
% maxlag - maximum lag time to compute in sampief [periods]
% samplef - 1/timestampsresolution (e.g. 150e6)
% elimi - number of bins to be removed from the start

0

% written by Kuan-Cheng (Tony) Wu & Bernhard Zimmermann
% MGH May 2016
% with ideas from:
% Emmanuel Schaub, "High countrate real-time FCS using F2Cor," Opt. Express

21, 23543-23555 (2013)
% Davide Magatti and Fabio Ferri, "Fast multi-tau real-time software
correlator for dynamic light scattering," Appl. Opt. 40, 4011-4021 (2001)

P = 20;
m = 2;

navg = length(tstamps)/(tstamps(end)-tstamps(l));
K = round(log(l/navg)/log(2)) +1;

ncorr = ceil(log(maxlag/P)/log(m))+1;
% K = 12;
K = max(min(K, ncorr+l), 2);

% do the 2-stage algorithm
acf = zeros(1,P+P/m*(ncorr-1));
t = zeros(size(acf));

tstampsrebin = unique(tstamps);
tstampscounts = hist(tstamps,tstamps_rebin);

tstamps rebin shift = unique(tstampsshift);
tstampscountsshift = hist(tstampsshift,tstampsrebinshift);

% for short lag times, use normal pulse acf
ic = 1;
iclast = ic;
[acf_temp,ttemp]=pulse_xcorrzero(tstamps_rebin,tstampsrebin-shift,tstamps_
counts,tstampscounts shift,P*m.^(K-2),samplef/(m^(ic-1)));

acftemprebin = zeros(1,P + (P/m)*(K-2));
t_temp_rebin = zeros(l,P + (P/m)*(K-2));

acftemp_rebin(1:P) = acftemp(2:(P+1));
t_temp_rebin(1:P) = t temp(2:(P+1));
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% rebin result into exponentially sized bins

for ib = 0:(K-3)
rbsel = P+ib*P/m+(1:P/m);
orsel = P*m.^ib + 1 + (m^(ib+1))*(0:(P/m)-1);
for is = 0:(m^(ib+1)-1)

acftemp_rebin(rbsel)=acftemprebin(rbsel)+acftemp(orsel+is);
end
acf temp rebin(rbsel)=acf temp rebin(rbsel)./(m^(ib+1));
t_temprebin(rbsel)=t temp(orsel);

end

acf(1:P + (P/m)*(K-2)) = acf temprebin;
t(1:P + (P/m)*(K-2)) = ttemprebin;

fer iong iag tJlies, use multi-tau app ah

for ic = K:ncorr
[tstampsrebin,~,indc]=unique(round(tstampsrebin/(m^(ic-iclast))));
tstampscounts new=zeros(size(tstamps rebin));
[tstampsrebinshift,,indcshift]=unique(round(tstampsrebinshift/(m^
(ic-iclast))));
tstampscountsnewshift=zeros(size(tstampsrebin-shift));
for is = 1:length(indc)

tstampscountsnew(indc(is))=tstampscountsnew(indc(is))+tstamps
counts(is);

end
tstamps_counts = tstampscountsnew;
for is = 1:length(indcshift)

tstampscountsnewshift(indcshift(is))=tstampscounts new shift
(indc shift(is))+tstampscounts shift(is);

end
tstamps_counts shift=tstampscountsnewshift;

[acftemp,ttemp]=pulsexcorrzero(tstampsrebin,tstampsrebin-shift,tstamps_
counts,tstamps_countsshift,P,samplef/(m^(ic-1)) );

acf(P+(P/m)*(K-2)+(ic-K)*P/m+(l:P/m))=acftemp((P/m+2):end);

t(P+(P/m)*(K-2)+(ic-K)*P/m+(1:P/m))=t-temp((P/m+2):end);
iclast=ic;

end
acf=acf(elimi+1:end);
t=t(elimi+1:end);

end

function [acf, t] =

pulse xcorr zero(apd_r fixed,apd-r-shift,apd r counts,apd_r_counts shift,max_
lag,samplef)
acf = zeros(1,maxlag+1);
bi start = 1;
for ai = 1:length(apd_r_shift)

notset = true;
for bi = bi start:length(apd-r fixed)

temp delta = apd r fixed(bi)-apd r shift(ai) ;

if (tempdelta >= 0)
if (temp delta <= maxlag)

acf(temp delta+1) = acf(tempdelta+1) +
apd_r_counts(bi)*apd r counts shift(ai);

if notset
notset = false;
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bi start = bi;
end

else
break;

end
end

end
end
acf = (max([(apd_r_fixed(end)-apd_r_fixed(l)), (apd-r_shift(end)-

apd r_shift(1))])/(sum(apd_r_counts)*sum(apd r counts shift))).*acf;

t = ((O:maxlag).*(1/samplef));
end

D.4 get-betaBFifitTD.m
% Code provided by Optics @ Martinos Center for Biomedical Imaging
function [beta, BFi, fitcurve, t, err, err_ave] =
getbetaBFifitTD(acf,t,lamda,muea,mue sp,s,n,varargin)

switch nargin
case 8

max acf = max(acf); min acf = min(acf);
ratio low = varargin{l};
thres low = min _acf + (maxacf-min acf)*ratio low;

for i = length(acf):-1:1
if acf(i) >= threslow

t = t(1:i);
acf = acf(l:i);
break;

end

end
case 9

max acf = max(acf); minacf = min(acf);
ratiolow = varargin{1};
ratio high = varargin{21;
thres low = minacf + (maxacf-minacf)*ratiolow;
threshigh = min _acf + (maxacf-minacf)*ratio high;
for i = length(acf):-1:1

if acf(i) >= threslow
t = t(l:i);
acf = acf(1:i);
break;

end
end
for i = 1:length(acf)

if acf(i) <= threshigh
t = t(i:end);
acf = acf(i:end);
break;

end
end

otherwise
end

%ex BFi = 2.5*10^(-9); %cm >> nm
%rho = 2.5;%2.5 cm >> nm if rat, use 0.5

111



% n = 1.33;%1.37;
% lamda = 780*10^(2-9);%852*10^(2-9);%nm
% muea = 0.042;%cm-1 >> nm-1 if rat, use 0.1191
% muesp = 5.2;%cm-1 >>nm-1 if rat, use 3.7
% ----------------
kO = 2*pi/lamda; % Free-space wavenumber
k = kO*n; % Wavenumber in tissue
%ltr = 1/(muea+muesp); % Transport mean-free path
%Reff = -1.44*n^-2+0.71/n+0.00636*n+0.668; F Effective r-flectinr coeificient

% ----------------
%zO = ltr;
%zb = 2/3*ltr*(1+Reff)/(1-Reff);
%rl = sqrt(rho^2+zO^2);
%rb = sqrt(rho^2+(zO+2*zb)^2);

options = optimoptions('lsqnonlin','Display','off');
xO = [0.5,3.2];

%tau0 = 1/150e6;%t(1);'
%K = @(tau,BFi)sqrt(3*mue a*muesp+6*mue sp^2*k^2*BFi*tau);
%gl = @(tau,BFi) (exp(-K(tau,BFi)*r1)/rl-exp(-K(tau,BFi)*rb)/rb)/(exp(-
K(tau0,BFi)*rl)/rl-exp(-K(tau0,BFi)*rb)/rb);
gl = @(tau,BFi) exp( -2*muesp*BFi*k^2*s*tau );
funO = @(x)(1+x(1).*(abs(gl(t,x(2).*1e-9)).^2)-acf');
[fixedx,err] = lsqnonlin(funOxO, [], [],options);
beta = fixed_x(1);
BFi = fixed x(2)*1e-9;
fit-curve = fun0(fixedx)+acf';
err ave = err./length(fit curve);

D.5 config.txt
% Code provided by IDQuantique for ID900

TSST1: INPO:LINK TSC05

TSST1:HISTO:STAR:LINK STAR

TSST1:RAW:STAR:LINK STAR

TSST2:INPO:LINK TSC05

TSST2:HISTO:STAR:LINK TSCO8

TSST2:RAW:STAR:LINK TSCO8

TSCO8:OPIN ONLYSEC
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