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ABSTRACT

The initial state sensitivity of high-impact extratropical cyclones over the North Atlantic and United

Kingdom is investigated using an adjoint modeling system that includes moist processes. The adjoint analysis

indicates that the 48-h forecast of precipitation and high winds associated with the extratropical cyclone

‘‘Desmond’’ was highly sensitive to mesoscale regions of moisture at the initial time. Mesoscale moisture and

potential vorticity structures along the poleward edge of an atmospheric river at the initialization time had a

large impact on the development of Desmond as demonstrated with precipitation, kinetic energy, and po-

tential vorticity response functions. Adjoint-based optimal perturbations introduced into the initial state

exhibit rapidly growing amplitudes through moist energetic processes over the 48-h forecast. The sensitivity

manifests as an upshear-tilted structure positioned along the cold and warm fronts. Perturbations introduced

into the nonlinear and tangent linear models quickly expand vertically and interact with potential vorticity

anomalies in the mid- and upper levels. Analysis of adjoint sensitivity results for the winter 2013/14 show that

themoisture sensitivitymagnitude at the initial time is well correlated with the kinetic energy error at the 36-h

forecast time, which supports the physical significance and importance of the mesoscale regions of high

moisture sensitivities.

1. Introduction

Extratropical cyclones that form and intensify over the

North Atlantic are well known for their large socioeco-

nomic impacts downstream in the United Kingdom and

Europe (e.g., Enz et al. 2009; Haylock 2011; Pinto

et al. 2012). In the past several decades, a number of

extratropical cyclones have occurred that had sub-

stantial impacts on the British Isles and Europe and

generally have been poorly forecasted (Ulbrich et al.

2001; Wernli et al. 2002; Walser et al. 2006; Fink et al.

2009; Liberato et al. 2013; Doyle et al. 2014). In spite of

the remarkable advancements achieved in numerical

weather prediction (NWP) (e.g., Thorpe 2004; Bauer

et al. 2015), the prediction of high-impact weather (i.e.,

strong winds and heavy precipitation) even on the short

range is a formidable challenge, and the predictability

barriers have yet to be fully identified (e.g., Leutbecher

et al. 2002; Jung et al. 2004; Hoskins and Coutinho 2005;

Rodwell et al. 2013; Frame et al. 2015). Simulations

of high-impact extratropical cyclones; for example, the

October 1987 storm that impacted southern England

(Shutts 1990), Lothar and Martin that impacted Europe

(Walser et al. 2006), as well as U.S. East Coast snow-

storms (e.g., Langland et al. 2002; Kleist and Morgan

2005a,b) often exhibit strong initial state sensitivity.

In this study, we focus on an extratropical cyclone

referred to as ‘‘Desmond’’ that impacted the United

Kingdom, Ireland, Iceland, Norway, and Sweden in

December 2015 with damaging winds and heavy pre-

cipitation that caused significant flooding. We then ex-

amine more broadly an especially active period over the

North Atlantic and British Isles that featured a number

of severe extratropical cyclones during the winter

months of 2013/14.

The basic characteristics of extratropical cyclones are

shaped by the jet stream and the associated meridional

potential vorticity (PV) gradient (e.g., Martius et al.

2010). Incipient mesoscale disturbances that interact

with the jet over the western Atlantic often evolve into

synoptic-scale baroclinic systems with attendant cy-

clones and fronts (Schwierz et al. 2004; Schäfler et al.

2018). For example, the European storm ‘‘Lothar’’

originated as a weak cyclone in the lower troposphere
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that was associated with strong diabatic processes and

a PV anomaly in the low levels (Wernli et al. 2002)

and attained characteristics resembling a diabatic

Rossby wave (e.g., Snyder and Lindzen 1991; Parker and

Thorpe 1995). Diabatic processes influence the upper-

tropospheric PV, as well as the characteristics of the

baroclinic waves downstream (e.g., Massacand et al.

2001; Grams et al. 2011). An airstream known as a warm

conveyor belt regulates diabatic processes in a cyclone

through the vertical transport of warm andmoist air that

originates in the cyclone warm sector and ascends ver-

tically (Browning et al. 1973; Harrold 1973; Browning

1990; Carlson 1980; Wernli and Davies 1997), and is

strongly influenced by low-level moisture (Schäfler and
Harnisch 2015). Diabatic heating within the warm con-

veyor belt leads to a low-level positive PV anomaly

(Wernli and Davies 1997), which may feed back and

influence the cyclone evolution (e.g., Davis et al. 1993;

Binder et al. 2016). The role of diabatic processes

within storm tracks has been a focus of the recent North

Atlantic Waveguide and Downstream Impact Experi-

ment (NAWDEX) (Schäfler et al. 2018).
Predictability and the concept of sensitivity are in-

herently interrelated. Sensitivity quantifies how a pre-

diction is dependent on the initial state or the model

itself. An ensemble forecast system that utilizes initial

state perturbations and/or variations in the model for-

mulation to represent forecast uncertainty can be used

to compute the initial state or model sensitivity (e.g.,

Zhang et al. 2007; Torn and Hakim 2008; Torn and

Hakim 2009; Durran et al. 2013). A limitation of en-

semble forecast sensitivity is that the full distribution

of potential forecasts states should be represented,

requiring a large number of ensemble members with

significant computational expense, particularly for ap-

plications at high resolution.

An alternative approach to efficiently calculate sen-

sitivity uses an adjoint [for an overview see Errico

(1997)]. Adjoint and singular vector methods have been

used to diagnose the sensitivity and predictability char-

acteristics of many meteorological phenomena includ-

ing: extratropical cyclones (Gelaro et al. 1998; Langland

et al. 2002; Coutinho et al. 2004; Hoskins and Coutinho

2005; Doyle et al. 2014), synoptic- and large-scale dy-

namics (Reynolds and Gelaro 2001; Reynolds et al.

2001; Kleist and Morgan 2005a), atmospheric rivers

(Reynolds et al. 2019), tropical cyclones (Hoover and

Morgan 2011), adjustment processes (Morgan 2018),

and observing system design and targeting (Gelaro et al.

1999; Langlandet al. 1999; Szunyoghet al. 2000; Leutbecher

et al. 2002; Majumdar 2016). In this study, results from

a mesoscale adjoint model and associated adjoint-

based optimal perturbations (discussed in section 2c)

are analyzed to explore the degree to which initial state

sensitivity influences the predictability of high-impact

North Atlantic extratropical cyclones.

The sensitivity of extratropical cyclones to the model

initial state and the limits of predictability have been

considered by a number of studies. The ‘‘surprise’’

snowstorm of January 2000 on the U.S. East Coast was

noteworthy because of the high impact and poor per-

formance of the operational numerical weather predic-

tions. Adjoint sensitivity calculations identified regions

of high sensitivity over the eastern Pacific that were

coincident with analysis uncertainty (Langland et al.

2002), a result that was confirmed through analysis of

ensemble forecasts (e.g., Zhang et al. 2002; Zhang et al.

2003). Initial state sensitivities were found to be maxi-

mized along a baroclinic zone with an upshear vertical

tilt (Kleist and Morgan 2005a). Other cases of extra-

tropical cyclones and storm tracks note that rapidly

growing structures or singular vectors (SVs) (Molteni

and Palmer 1993; Buizza and Palmer 1995) tend to be

tilted vertically against the wind shear and collocated

with PV anomalies (Reynolds et al. 2001). Rapid per-

turbation growth ensues initially with the ‘‘unshielding’’

of smaller-scale PV structures (Orr 1907; Farrell 1982;

Badger andHoskins 2001) due to the vertical wind shear

(e.g., Errico and Vukicevic 1992; Reynolds et al. 2001).

It should be noted that perturbation growth rates are

sensitive to the horizontal resolution (Ancell and Mass

2006, 2008).

Increased perturbation and error growth has been

found to occur in moist simulations (Tan et al. 2004;

Hoskins and Coutinho 2005). The ensemble-based study

of Zhang et al. (2007) hypothesized that the error

growth is initially dominated by convective instabilities

on the smaller scales, which then traverse upscale en-

ergetically to contaminate the synoptic scales. However,

the growth of medium- to larger-scale perturbations

were found by Durran et al. (2013) to be the most im-

portant for two cases of cyclogenesis.

The objective of this study is to build on the previous

research of Doyle et al. (2014) to further explore the

forecast sensitivity of North Atlantic baroclinic waves to

the initial conditions and to identify key predictability

barriers for these high-impact cyclones. We focus espe-

cially on the forecast sensitivity associated with the ini-

tial state humidity because recent research has pointed

to the importance of enhanced moisture sensitivity on

forecast evolution (e.g., Doyle et al. 2014; Reynolds

et al. 2019), and the difficulty of observing and analyzing

moisture, particularly over the ocean basins. In this

study, we highlight some of the key similarities and

differences found in these investigations. The formula-

tions of the nonhydrostatic model, as well as the tangent
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linear and nonlinear models are summarized briefly in

section 2. An analysis of the sensitivity results for ex-

tratropical cyclone Desmond in 2015 is presented in

section 3. Section 4 contains the adjoint sensitivity re-

sults for the winter of 2013/14. The summary and con-

clusions can be found in section 5.

2. Nonlinear and adjoint numerical model
description

The description of the nonlinear, tangent linear, and

adjoint modeling system is drawn from the model

background described in Doyle et al. (2012, 2014).

a. Nonlinear numerical model

The atmospheric portion of the Coupled Ocean–

Atmosphere Mesoscale Prediction System (COAMPS;

Hodur 1997; Doyle et al. 2012, 2014) is used in this study.

COAMPS is based on the compressible, nonhydrostatic

equations and uses a semi-implicit numerical method

following Klemp and Wilhelmson (1978). The finite

differences are of second-order accuracy and fourth-

order accurate horizontal diffusion is used. A hori-

zontally staggered C grid and a vertically staggered

terrain-following height coordinate are used.

The model predicted variables include the wind

components, u, y, and w, potential temperature, per-

turbation pressure, water vapor (mixing ratio), water

and ice microphysical species, and turbulent kinetic

energy (TKE). The cloud microphysical processes are

parameterized using a modified Rutledge and Hobbs

(1983) methodology. A moisture convergence closure

is used for the deep convection parameterization

(Molinari 1985). The TKE budget is used to parame-

terize turbulent mixing and diffusion processes in the

boundary layer and free atmosphere, along with pa-

rameterized surface fluxes (Louis 1979) and a slab

force-restore model used for the surface energy budget

over land. The nonlinear, adjoint, and tangent linear

models use physical parameterizations that are identical

in their formulations. Radiative processes in the tangent

linear and adjoint models are not included due to the

complexities with nonlinearities in the physics (e.g.,

Zou et al. 1993; Vukicevic and Errico 1993; Holdaway

et al. 2014). The adjoint and tangent linear models

make use of ice-phase microphysics, in contrast to the

Doyle et al. (2012 and 2014) studies that neglected ice

microphysics.

The nonlinear, adjoint and tangent linearmodels use a

horizontal grid increment of 36 km with 221 3 131 grid

points for the storm Desmond simulations, and a 45km

resolution for the winter 2013/14 simulations with

2013 161 points. The number of vertical levels for all

simulations is 45. A sponge is applied over a 10-km layer

at the model top to minimize gravity wave reflections.

The model top in these simulations is located at 30 km.

The terrain digital elevation model is used following

Doyle et al. (2012). The initial conditions are created

from the NOAA Global Forecast System (GFS) oper-

ational analyses and the lateral boundary conditions are

derived from GFS forecasts.

b. Adjoint and tangent linear models

An adjoint allows for the quantitative computation of

sensitivity of a forecast metric or response function to

changes in the initial state (e.g., Errico 1997). The im-

pact of the initial state (xt0) on a forecast metric, J

(model state xt at time t) can be expressed as

J(x
t
)5 J[M(x

t0
)] , (1)

where M is the nonlinear forecast model and J can be

interpreted as a response function (background dis-

cussion closely follows that of Doyle et al. 2012,

2014). In data assimilation applications, J is often

referred to as the cost function. The relationship be-

tween the initial and forecast states can be found

through the gradient of the metric J with respect to

the initial model state:

›J

›x
t0

5MT ›J

›x
t

, (2)

where M is the tangent linear model constructed about

the trajectory from the nonlinear model M and the su-

perscript T denotes the transpose operation with MT

yielding the adjoint model. It follows that the adjoint

forcing can be computed as ›J/›xt, given a continuous

and differentiable response function. As an example,

if J is selected as the integrated kinetic energy in a

box, the sensitivity of the forecast kinetic energy at

48 h (with xt 5 48 h) to the initial state (at xt0 5 0 h)

can be computed following (2) using the adjoint

model, MT.

The description of the tangent linear and adjoint

COAMPS models (Amerault et al. 2008; Doyle et al.

2012) closely follows that of Doyle et al. (2012, 2014)

with some modifications. The tangent linear and adjoint

models include the nonhydrostatic dynamical core, as

well as parameterizations for the TKE, surface layer,

force restore soil, cumulus, and explicit moist physics

processes. Vertical diffusion terms are not considered in

the adjoint and tangent linear models (e.g., Mahfouf

1999). The nonlinear model trajectory is saved every

time step (45 s for the simulations discussed), which is

important when applying the tangent linear and adjoint

models with moist processes and microphysics. The
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horizontal resolution utilized in this study, 45- and

36-km grid increments, is generally comparable to or

higher resolution than used in other adjoint-based

studies.

c. Adjoint-based optimal perturbations

Adjoint-based optimal perturbations are derived fol-

lowing the methodology of Errico and Raeder (1999),

Rabier et al. (1996) andOortwijn andBarkmeijer (1995)

and subsequently evolved using the tangent linear and

nonlinear models. Additional details of the methodol-

ogy described below can be found in Doyle et al. (2012

and 2014). Perturbations (following Doyle et al. 2012)

to a scalar metric or response function J of the forecast

can be expressed as

J05�
j

›J

›x
j

x0j , (3)

where ›J/›xj is the adjoint gradient of the response

function with respect to the jth component of the

initial state. The x and x0 components are valid at time

t0 in Eqs. (3)–(6), and it should be noted that for clar-

ity purposes the subscript is not shown. The perturba-

tion vector x0 ( jth component) is optimal for weights

wj following

x0j 5
s

w
j

›J

›x
j

. (4)

The constraint I,

I5�
j

w
j
x02j , (5)

is imposed to solve (4), with the scaling parameter s,

s5
ffiffiffiffiffi
2I
p

2
4�

j

1

w
j

 
›J

›x
j

!2
3
5
21/2

. (6)

The weights wj are based on the largest forecast differ-

ences of the state components for each variable on each

vertical level using the methodology following Doyle

et al. (2012 and 2014). The scaling s (units of J21) in

Eq. (4), is based on the largest perturbation of either the

u component of the wind speed, potential temperature,

or water vapor, such that the perturbation does not ex-

ceed 1ms21, 1K, or 1 g kg21, respectively. These mag-

nitudes are comparable to the prescribed radiosonde

and dropsonde observation errors in the COAMPS data

assimilation system. All of the prognostic variables are

perturbed with the exception of the TKE and the mi-

crophysical species.

d. Response functions

One of the objectives of this study is to explore the

impact of the response function choice on the sensitivity

calculations. Total energy or kinetic energy (KE) re-

sponse functions are predominantly used in adjoint and

singular vector studies, although occasionally other norms

have been used. These include precipitation (Errico et al.

2003; Mahfouf and Bilodeau 2007; Zhou and Cui 2015;

Reynolds et al. 2019) and convective available potential

energy (Stappers and Barkmeijer 2011) response func-

tions. High-impact extratropical cyclones considered in

this study are often associated with high winds and intense

precipitation, and it follows that we consider KE, pre-

cipitation, as well as PV response functions.

Simulations for the storm Desmond are performed

with the following response functions: (i) KE defined

as 1/2(u2 1 y2 1 w2), (ii) accumulated precipitation,

(iii) integrated rain and snow concentration, and (iv)

PV. The response functions are computed over a 504 3
504 km2 box (153 15 grid points on the 36-km resolution

mesh). The response function for the Desmond simu-

lations is centered over the northern portion of England

where the heaviest precipitation and high wind speeds

occurred with the exception of the PV response func-

tion, which was centered to the west of Ireland near a

strong PV filament forecasted at the 48-h time. The KE

response function extends vertically over the lowest

860m (11 model layers) of the model. The two precipi-

tation response functions are applied only at the lowest

model level for the integrated rain and snow concentra-

tion and at the surface for the accumulated precipitation

response function. The J in Eq. (2) for the accumulated

precipitation can be specified for any arbitrary length in

the forecast. For example, if J is the accumulated pre-

cipitation between the final time tf and a time during the

forecast t1, the gradient of J can be expressed as

›J

›x
t0

5MT

�
›J

›x
t

2
›J

›x
t1

�
. (7)

In contrast to other metrics like KE or PV, which are

assessed at the final forecast time, the sensitivity using

the accumulated precipitation metric corresponds to the

entire period over which the accumulated precipitation

has been selected. For the Desmond case, the accumu-

lated precipitation response function is computed over

the 24-h period between 0000 UTC 5 December and

0000 UTC 6 December. The integrated rain and snow

concentration is computed for the same 24-h period

computing the response function every 3 h. The PV re-

sponse function is applied in the vertical between 540

and 2300m, which spans the region of a low-level PV
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maximum. The initialization time for the Desmond

simulation is 0000 UTC 4 December and a 48-h simu-

lation is conducted with identical length adjoint and

tangent linear integrations.

For the North Atlantic simulations, the response

functions are computed over a box that extends hor-

izontally over a 630 3 630 km2 region (15 3 15 grid

points on the 45-km resolution mesh). For these sim-

ulations, only the (i) KE and (ii) accumulated pre-

cipitation are considered. The response function for

the North Atlantic simulations is centered over the

British Isles. The vertical extent of the KE response

function is once again in the lowest 860m (11 model

layers) and the accumulated precipitation response

function is applied at the surface over the 24–36-h

forecast time period. The North Atlantic adjoint cal-

culations are 36 h in length and performed every 6 h

for the period of 1 December 2013–28 February 2014.

e. Adjoint accuracy

The COAMPS tangent linear and adjoint models sat-

isfy the standard tests for correctness of the adjoint (e.g.,

gradient and perturbation tests) followingAmerault et al.

(2008). The adjoint results are predominantly insensitive

to the horizontal and vertical dimensions of the response

function region. The accuracy of the tangent linear model

is routinely assessed through comparison of the nonlinear

and tangent linear forecasts evolved with optimal per-

turbations introduced in the initial states. The correlation

between the tangent linear and nonlinear evolved per-

turbations generally varies between 0.5 and 0.8 for the

zonal wind component, temperature, water vapor, kinetic

energy, and precipitation which indicates that the tangent

linear approximation is valid (e.g., see Doyle et al. 2014).

For example, the correlation between the tangent linear

and nonlinear evolved perturbations for a 48-h integra-

tion for theDesmond case using a kinetic energy response

function is: 0.6 for zonal wind, 0.6 for temperature, 0.5

for water vapor, 0.5 for precipitation, and 0.5 for kinetic

energy. The correlation for a similar experiment using

a precipitation response function is 0.8 for zonal wind,

0.7 for temperature, 0.8 for water vapor, 0.8 for pre-

cipitation, and 0.7 for kinetic energy. The relatively high

correlation between the evolved perturbations in the

tangent linear and nonlinear models demonstrates the

utility of the adjoint model results for both theDesmond

and North Atlantic simulations for their respective in-

tegration periods.

3. Storm Desmond

In this section, an overview is provided of the mete-

orological conditions associated with the development

of Desmond, followed by an analysis of the adjoint

sensitivity results for this storm. Additionally, we

quantify the impact of the choice of response function

on the sensitivity, along with an analysis of the ener-

getics of the optimal perturbations.

a. Synoptic-scale description

The extratropical cyclone Desmond greatly impacted

the British Isles during 4–6 December 2015 through

exceptionally strong winds with gusts up to 40m s21 in

the United Kingdom and record amounts of precipita-

tion for the United Kingdom of 341mm over 24h and

405mm over 48h in northwest England (McCarthy et al.

2016; Matthews et al. 2018). The hydrological impacts

of Desmond were severe, with a number of U.K. and

Irish rivers recording all-time peak discharge records

(Matthews et al. 2018). The overall damage costs in the

United Kingdom were estimated at $500–$650 million

[U.S. dollars (USD);PwC2015, PwC;https://pwc.blogs.com/

press_room/2015/12/updated-estimates-on-cost-of-storm-

desmond-pwc.html]. Additionally, Desmond also caused

further damage in Scandinavia including numerous land-

slides in Norway (Dijkstra et al. 2016). The operational

forecasts failed to capture the extreme precipitation

amounts, flash floods, and high winds, although ensem-

ble products such as the European Centre for Medium-

Range Weather Forecasts (ECMWF) extreme forecast

index showed considerable utility (Lavers et al. 2016).

The NOAA GFS analysis at 0000 UTC 5 December

2015 (Fig. 1a) shows a deep surface cyclone with a

central pressure of 940 hPa near Iceland positioned be-

neath an upper-level PV anomaly. The cyclone featured

a trailing cold front with a stationary front extending

southwestward to the north-central Atlantic with a de-

veloping frontal wave associated with a PV anomaly

aloft. The infrared satellite imagery (Fig. 1b) indicates

extensive cloud cover from Scandinavia to the British

Isles and extending westward along the stationary front.

The satellite-based precipitable water valid at 0000UTC

5December (Fig. 1c) indicates an extensive moist plume

or atmospheric river (AR) feature extending north-

eastward from the subtropical western Atlantic to Ireland.

ARs account for over 90% of the horizontal water

vapor transport in the midlatitudes (Zhu and Newell

1998) and are often associated heavy precipitation and

coastal flooding (Ralph et al. 2004, 2011, 2018; Lavers

et al. 2011; Neiman et al. 2008; Lavers and Villarini

2013). Accurate numerical weather prediction forecasts

of atmospheric rivers can be challenging. For example,

Lavers et al. (2018) used reconnaissance dropsondes as-

similated into the ECMWF Integrated Forecasting Sys-

tem and found short-range forecast errors of water vapor

fluxes to be ;22% of the mean observed flux.
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FIG. 1. (a) The NOAA GFS analysis is shown valid at 0000 UTC 5 Dec. Displayed

are the 330K potential vorticity (PVU or Km2 kg21 s21 blue shading), wind vectors

(every 6 grid points, winds greater than 20m s22 shown) on the 330K surface, 850-hPa

potential temperature (red isotherms every 5K), and sea level pressure (black isobars

every 6 hPa). Satellite imagery valid at 0000 UTC 5 Dec 2015 from (b) Meteosat-10
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The accumulated precipitation (mm) from the NASA

Integrated Multisatellite Retrievals for GPM (IMERG)

dataset valid for 0000 UTC 4 December–0000 UTC

6 December is shown in Fig. 2. The extreme precipita-

tion over northwest England, southern Scotland, and

Ireland is apparent, with a broad maximum of over

180mm over the 48-h period.

b. Adjoint sensitivity results using a kinetic energy
response function

The adjoint and tangent linear models are applied to

investigate the initial condition sensitivity for Desmond

using an initialization time of 0000 UTC 4 December

and an integration time period of 48 h. The sensitivity

of the 48-h KE in the response function box (magenta

rectangle) in the lowest 860m to the initial state water

vapor (mixing ratio) is presented in Fig. 3. Positive

(negative) sensitivity implies that an increase in water

vapor will increase (decrease) the strength of the winds

in the response function region at the 48-h forecast time.

The incipient surface cyclone associated with storm

Desmond is apparent in Fig. 3a at 0000 UTC 4December

with the sea level pressure minimum located near 558N
and 308W.The 850- and 700-hPa water vapor sensitivity

(Figs. 3a,c) indicate sensitivity maxima and minima

located along the northwestern flank of the AR to the

east of the northeastern U.S. and eastern Canadian

coasts, coincident with a short-wave trough southwest

of the Greenland tip (geopotential height shown in

Figs. 3b and 3d). The potential temperature sensitivity

(not shown) has a similar structure. The results suggest

that warming and moistening within the relatively small-

scale regions of high sensitivity at the initial time results

in an increase of the winds and KE at the 48-h time. It

should be noted that only a relatively small portion of

the AR at the initial time (Figs. 3a,c) is key for the in-

tensification of Desmond and the high-impact winds.

The u- and y-wind component sensitivity (not shown)

indicates maxima and minima associated with both

short-wave troughs. The northern short-wave trough

leads to the intensification of the deep surface cyclone

south of Iceland (Fig. 1a) and the trough axis becomes

meridionally aligned by the 48-h time embedded in

strong southwesterly flow over the British Isles. The PV

perturbation field (Figs. 3b,d) is computed to elucidate

the mesoscale and synoptic-scale dynamics based on the

nonlinear model trajectory and adjoint optimal pertur-

bations (hereafter referred to as the PV perturbations):

PV05
�

1

(r1 r0)
(z

a
1 z0a) � =(u1 u0)

�
2

�
1

r
z
a
� =u

�
,

where r is the density, u is the potential temperature,

and za is the vertical component of the absolute vortic-

ity, with prime variables corresponding to the adjoint

optimal perturbations. Vorticity computed from optimal

perturbations of zonal and meridional winds projects

onto the sensitivity with respect to vorticity, however the

sensitivity with respect to vorticity is broader in scale as

the magnitude is proportional to the inverse Laplacian

of the vertical component of the curl of the sensitivity

to the wind components (Kleist and Morgan 2005b).

 
RGB infrared image (from EUMETSAT) and (c) precipitable water (in.) valid at

0000 UTC (from Cooperative Institute for Research in the Atmosphere–Colorado

State University).

FIG. 2. Accumulated precipitation (mm) fromNASA IntegratedMultisatellite Retrievals for

GPM (IMERG) dataset valid for 0000 UTC 4 Dec–0000 UTC 6 Dec.
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Similarly, the sensitivity to the PV is likely broader

than the PV computed from the optimal perturbation

(Hoover, personal communications). Nevertheless, the

PV perturbations project on to the PV sensitivity and

indicate the regions of high sensitivity involving the PV.

Computation of PV sensitivity remains a challenge for

complex numerical weather prediction models (e.g.,

Morgan 2018).

The PV perturbation field at 700hPa (Fig. 3b) indi-

cates an elongated maximum near the northwestern

flank of the AR and near the short-wave trough east of

the Canadian coast. At 500-hPa, the optimal perturba-

tions are greatest just upstream of the closed low at the

southern tip of Greenland. Enhancements to the elon-

gated PV anomaly will lead to an intensification of the

low-level winds at the 48-h time. The negative PV per-

turbation regions located adjacent to regions of posi-

tive PV perturbations (e.g., near 508N, 508W) imply that

a shift in the PV anomaly will lead to an increase in KE

in the response function region. The initial-time mid-

tropospheric wind and temperature sensitivity are ap-

proximately 2 times greater than the sensitivity near

the tropopause. However, the optimal perturbations

grow quickly in magnitude and become more vertically

extensive by the 24-h forecast time (similar to the results

in Reynolds et al. 2001). The perturbations then mod-

ulate the upper-tropospheric PV and steepen the tro-

popause within the early part of the forecast through the

growth of these initial perturbations that are maximized

in the low to midtroposphere.

The moisture sensitivity [g kg21 (m2 s22)21] has max-

imum magnitudes approximately 5–10 times that of

the horizontal wind sensitivity [m s21 (m2 s22)21] and

1.5 times that of the potential temperature sensitivity

[K (m2 s22)21], similar to that found by Doyle et al.

(2014) and Reynolds et al. (2019). Using approximate

values of observational uncertainty to scale the sen-

sitivity, as applied in the COAMPS data assimilation

system, namely 1–1.5 g kg21, 1.8m s21, and 1K, for the

moisture, winds, and temperature, respectively, the

moisture sensitivity is the largest followed by the tem-

perature sensitivity. The importance of the moisture

sensitivity is not surprising given the key role of latent

heat release during cyclogenesis (e.g., Kuo et al. 1991;

Wernli et al. 2002).

Vertical cross sections of the water vapor sensitivity

and PV perturbation fields are shown in Figs. 4a and 4b,

respectively. The vertical cross section location denoted

FIG. 3.Horizontal plan views of the initial condition and sensitivity fields valid at 0000UTC 4Dec 2015 using the kinetic energy response

function (location shown by the magenta box). (a) 850-hPa water vapor (g kg21 in gray shading intervals every 1 g kg21), 850-hPa water

vapor sensitivity [positive (red) and negative (blue) contours with an interval of 0.03m2 s22 (g kg21)21], sea level pressure (black isobars

every 4 hPa), and 850-hPawind vectors greater than 15m s21 (every sixth grid point), (b) 700-hPa potential vorticity (PVU in gray shading

intervals every 0.1 PVU), 700-hPa geopotential every 60m (black contours), and the 700-hPa PV perturbations [positive (red) and

negative (blue) contours with interval every 0.01 PVU], (c) as in (a), but for 700 hPa, (d) as in (b), but for 500 hPa. The sensitivities in

(a) and (c) are scaled by 105 km3/(DxDyDz). The solid bold black line indicates the location of the cross section in Fig. 4.
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by the thick black lines in Fig. 3 is approximately normal

to the sensitivity features as well as the frontal zone at

low and midlevels. The water vapor sensitivity maximum

slopes along the front, with a secondary maximum near

the 900-hPa level. The sensitivity is strongest in elon-

gated structures along the cold and warm frontal zones as

evident in Figs. 3a and 3c. The negative water vapor

sensitivities that flank the sloping positive sensitivity

suggests that a sharpening of the moist frontal ascent

will lead to a stronger short wave and wind speeds (KE)

in the forecast. Additionally, reducing the mixing ratio

in these negative sensitivity regions will lead to a

strengthening of the winds at the 48-h forecast time

through an increase of the pressure and thermal gradi-

ents along the front, which in turn reinforce the latent

heating. The forecast of the strong winds associated with

Desmond is primarily sensitive to initial-state changes in

the lower and midtroposphere along both the cold and

warm fronts (Figs. 3a,c). The moisture sensitivity along

the warm front is less defined in this incipient cyclone in

contrast to the Xynthia case, which had a well-developed

warm conveyor belt at the initial time (Doyle et al. 2014).

FIG. 4. Vertical cross section oriented northwest to southeast (location shown in Fig. 3) of the

initial condition and sensitivity fields valid at 0000 UTC 4 Dec 2015 using the kinetic energy

response function. (a) Water vapor (g kg21 in gray shading intervals every 1 g kg21), isentropes

are shown with the black contours (every 3 K), water vapor sensitivity [positive (red) and

negative (blue) contours with an interval of 0.02m2 s22 (g kg21)21], (b) potential vorticity

(PVU in gray shading intervals every 0.2 PVU), isentropes are shown with the black contours

(every 3 K), and the PV perturbations [positive (red) and negative (blue) contours with interval

every 0.005 PVU]. The sensitivities in (a) are scaled by 105 km3/(DxDxDz).

DECEMBER 2019 DOYLE ET AL . 4519



The PV perturbations (Fig. 4b) show a narrow sloping

maximum along the front similar to the structure of the

water vapor sensitivity. These banded PV perturbation

structures are positioned beneath a very strong upper-

level jet (.85m s21 at 300 hPa) in a region of strong

vertical wind shear, exhibiting similarities to studies

utilizing singular vectors (e.g., Reynolds et al. 2001). The

PV perturbations for this incipient cyclone suggest that

enhancing the PV along the front, sharpening the PV

gradient, and extending it to lower altitudes (Fig. 4b)

will enhance the 48-h forecast low-level winds, similar

to the results found by Doyle et al. (2014) for a more

mature extratropical cyclone. These results are in broad

agreementwithmore theoretically based studies ofBadger

andHoskins (2001) andMorgan (2001) that emphasize the

important interactions between PV and surface-based

thermal anomalies for rapidly growing perturbations.

The nonlinear model forecast and the correspond-

ing evolved optimal perturbations based on the KE

response function sensitivity are analyzed for this

simulation. At the 48-h simulation time (0000 UTC

6 December), a strong low-level jet is positioned over

northern England and southern Scotland with a 500-m

wind speed maxima in excess of 25m s21 (Fig. 5a). The

evolved optimal perturbations result in an increase of

500-m wind speeds by more than 10m s21 in the north-

eastern portion of the response function region (Fig. 5b).

The strengthening of the low-level jet arises from

a deepening of the frontal wave along the northern

portion of the British Isles and high pressures to the

southwest, both of which increase the pressure gradient

over the response function region. The 48-h accumu-

lated precipitation valid at 0000 UTC 6 December is

shown in Fig. 6a. The largest precipitation maxima are

located over Ireland and the northwestern portion of

Scotland and the model fails to capture the heavy pre-

cipitation in northwestern England as observed (Fig. 2).

The optimal perturbation impact on the accumulated

precipitation (perturbation shown in Fig. 6b) indicates a

banded region of increased precipitation outside the

response function box near the frontal wave, which is

reasonable given that the RF used in this simulation is

KE and is not optimized for accumulated precipitation.

c. Adjoint sensitivity results using precipitation and
potential vorticity response functions

A series of adjoint simulations are carried out with

other response function options to provide further in-

sight into how the metric influences the sensitivity.

Additional simulations for the storm Desmond are

performedwith response functions for the accumulated

precipitation and PV. The precipitation response

function is specified over a 24-h period from 0000 UTC

5 December to 0000 UTC 6 December. The sensitivity

results for the response function using the 24-h accu-

mulated precipitation are very similar to a response

function using the rainwater and snow concentrations

in the lowest model level averaged over the same 24-h

period using a 3-h interval (results for the rainwater

and snow concentration RF are not shown). This is an

independent check on the formulation of the accumu-

lated precipitation response function.

A comparison of the 850-hPa water vapor sensitivity

and the 500-hPa PV perturbations are shown in Fig. 7

for both the 24-h accumulated precipitation and PV

response functions. The water vapor sensitivity using

the precipitation response function (Fig. 7a) has simi-

lar characteristics to the KE response function re-

sults (Fig. 3a). Namely, both the precipitation and KE

FIG. 5. Horizontal plan view shown for a subdomain region at the

48-h simulation time valid at 0000 UTC 6Dec 2015 for the (a) wind

speed at 500m (color fill every 2m s21), sea level pressure (every

2 hPa), and wind vectors at 500m (every fifth grid point), and

(b) optimal perturbation wind speed at 500m (color fill every

2m s21), 500-m total wind vectors, and optimal perturbation pres-

sure at 500m [positive (red) and negative (blue) contours every

1 hPa]. The response function region is shown by the black box.
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response functions identify key sensitive regions along

the region of high water vapor associated with the

AR and exhibit generally higher sensitivity along the

northwestern portion of the strong water vapor gradient.

Likewise, the 500-hPa PV perturbations using the pre-

cipitation RF (Fig. 7b) are similar to the sensitivities

using the KE response function (Fig. 3d). The PV per-

turbations highlight the sensitive regions along the

trough and extending northwestward over northern

Canada. The precipitation RF exhibits greater sensitiv-

ity, particularly for the PV perturbation (Fig. 7b) south

of the trough along the developing warm front in a re-

gion that may be an incipient warm conveyor belt. The

PV perturbations generally are of opposite sign at the

initial time in a banded region along the East Coast of

the United States and Canada for the KE RF and pre-

cipitation RF experiments. Both experiments exhibit

rapid perturbation growth in magnitude and vertical

extent. The optimal perturbations evolve quite differ-

ently for the two different RFs (KE and precipitation).

For the precipitation RF experiment, the negative

PV perturbation regions trigger a more intense devel-

opment of a PV anomaly just northwest of the United

Kingdom at the 24-h forecast time relative to the KERF

experiments. This PV anomaly then contributes to a

southward shift in the frontal zone and enhancement of

the precipitation in the RF region at the final time (48 h)

in the precipitation RF experiment.

The water vapor sensitivity and PV perturbations

using the PV response function (note the PV response

function box is located to the SE of the United Kingdom

in a region of strong low-level PV), shown in Figs. 7c

and 7d, respectively, highlight the moisture plume and

trough regions along the western Atlantic, broadly

similar in character to the KE and precipitation RF

results. The 850-hPa water vapor sensitivity for the

PV response function (Fig. 7c) does highlight a low-

level region of strong sensitivity along the west coast

of Greenland associated with lee cyclogenesis.

The evolvedoptimal perturbations for the accumulated

precipitation and 850-hPa PV fields are shown in Fig. 8

for the precipitation and PV RF experiments. Not sur-

prisingly, the accumulated precipitation perturbation is

increased substantially in theRFbox for the precipitation

RF experiment (Fig. 8a), in contrast to the PV RF ex-

periment (Fig. 8c) in which the precipitation perturbation

remains quite small. The precipitation RF experiment

enhances the strong low-level moisture convergence

present in the nonlinear simulation at the 48-h time

(Fig. 9a). The frontal and moisture convergence maxima

are shifted south (Fig. 9b) and enhance the precipitation

over northwestern England and southern Scotland in

better agreement with the observations (Fig. 2). The

precipitation RF experiment is a clear improvement

over the KERF results for precipitation (Fig. 6b), which

actually decreased the precipitation in the RF box.

The evolved PV perturbations for the precipitation

(Fig. 8b) and PV (Fig. 8d) RFs differ substantially. The

PV RF results (Fig. 8d) show a perturbation PV dipole

with an overall net increase in theRF box by;0.25 PVU

(1 PVU 5 1026 K kg21m2 s21) along the frontal PV

streamer at 850 hPa that results in a shift in the frontal

position and associated low-level PV field. The precip-

itation RF results show that these perturbations only

have a minor impact on the PV distribution (Fig. 8b).

These results show how the optimal perturbations are

indeed constructed to modify the specific response

function, and initial perturbations that may be in similar

general locations but of different specific structures can

evolve very differently (similar to the results found in

Reynolds et al. 2019).

FIG. 6. Simulated precipitation shown for a subdomain region at

the 48-h time valid at 0000 UTC 6 Dec 2015 for the (a) nonlinear

model forecast (color shading every 5mm), and (b) perturbation

precipitation based on the optimal adjoint perturbations (color

shading every 2mm). The response function region is shown by the

black box.
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d. Optimal perturbation spectral characteristics
and energetics

Power spectra for the perturbation zonal wind at

1740m, shown in Fig. 10, highlight some of the key

characteristics exhibited by the adjoint optimal pertur-

bation evolution. Zonal slices over the domain are ana-

lyzed, excluding the two outermost boundary points,

and are shown every 6h as the perturbations are evolved

using the tangent linear model. The initial-time pertur-

bation energy peaks at a ;700km wavelength with a

secondarymaximum near;1300km. Perturbation growth

overall occurs rapidly and generally exhibits little up-

scale shift in the spectrum peak that remains at ;1200–

1400km wavelength from 12 to 48h, unlike the case

analyzed by Doyle et al. (2014). This rapid growth is

broadly consistent with the concept of initial unshielding

(Orr 1907; Farrell 1982) of the PV anomalies, along with

sloped frontal ascent and latent heating that feed back

and enhance the baroclinic processes.

The domain-averaged total moist energy of the ini-

tial- and final-time optimal perturbations is shown in

Fig. 11. The total moist energy is computed following

Ehrendorfer et al. (1999) and Errico et al. (2004), and is

defined as
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where i, j, k are horizontal and vertical gridpoint indices,

N is the number of points, u and y are the horizontal wind

components, T is the temperature,R5 287.04 J kg21K21

is the gas constant, Cp 5 1005.7 Jkg21K21 is the specific

heat of air at constant pressure, Tr 5 300K and psr 5
1000hPa are reference T and ps values and a prime

indicates a perturbation,Ty is the virtual temperature, qy
is the water vapor, and ly 5 2.5013 106 J kg21 and is the

latent of vaporization. The terms on the right-hand side

of the equation correspond to the kinetic (term 1), po-

tential (term 2), internal (term 3), and themoist (term 4)

energy components. The moisture term is scaled by a

factor «, following Ehrendorfer et al. (1999) and is set to

unity here, consistent with their standard case. They

FIG. 7. Horizontal plan views of the initial condition and sensitivity fields valid at 0000 UTC 4 Dec 2015 using (a),(b) an accumulated

precipitation (24 h) response function and (c),(d) potential vorticity response function. The response function locations are shown by the

magenta boxes. (a) 850-hPa water vapor (g kg21 in gray shading intervals every 1 g kg21), 850-hPa water vapor sensitivity [positive (red)

and negative (blue) contours with an interval of 0.03m2 s22 (g kg21)21], and 850-hPa wind vectors greater than 15m s21 (every sixth grid

point), (b) 500-hPa potential vorticity (PVU in gray shading intervals every 0.1 PVU), 500-hPa geopotential every 60m (black contours),

and the 500-hPa PV perturbations [positive (red) and negative (blue) contours with interval every 0.01 PVU], (c) as in (a), but using the

potential vorticity response function, and (d) as in (b), but using the potential vorticity response function. The sensitivities in (a),(c) are

scaled by 105 km3/(DxDyDz).
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explore the implications of various « values for calcu-

lation of moist singular vectors. The normalized mass in

each layer is represented by Ds. As described above, the

scaling of the initial perturbations is consistent with the

data assimilation system.

The domain-averaged total, kinetic, potential, inter-

nal and moist energies in (8) for the initial perturbations

for the KE RF experiment (Fig. 11a) exhibit maxima in

the 3–5 km layer. The total energy is dominated by the

moist term at the initial time since the moisture sensi-

tivity is approximately 2 and 5 times greater than tem-

perature and wind sensitivities, respectively. During the

48-h integration, rapid perturbation growth occurs (by

two orders of magnitude) as the KE term dominates, as

indicated by the final time energy budget (Fig. 11b). The

perturbation growth extends throughout the depth of

the troposphere, with the strongest growth occurring near

;8 km, near the altitude of the upper-tropospheric

jet. The simulations using the precipitation RF exhibit

generally similar energetics characteristics in terms

of the overall growth and perturbation maxima at the

final time near the jet level.

A time series of the total dry energy evolution during

the tangent linear simulation is shown for the KE re-

sponse function and precipitation response function in

Fig. 12. The total energy for both the KE and pre-

cipitation response function experiments grows rapidly

in the first 3 h of the simulation, followed by a slower

but steady growth period for the remainder of the 48-h

simulation. The KE response function using just mo-

mentum optimal perturbations at the initial time do not

exhibit the rapid early growth and increase steadily with

an indication of saturation near the end of the 48-h

simulation. In contrast, the KE response function using

only themoisture perturbations induces a large response

in the wind and temperature fields in the first 3 h and

FIG. 8. Perturbation precipitation (shown for a subdomain region) based on the optimal adjoint perturbations (color shading every

2mm) is shown for the (a) precipitation response function and (c) potential vorticity response function valid at 0000UTC 6Dec 2015 (48-h

simulation time). The potential vorticity at 850-hPa (gray shading every 0.2 PVU) is shown with the perturbation potential vorticity at

850 hPa [positive (red) and negative (blue) contours with an interval of 0.01 PVU] for the (b) precipitation response function and

(d) potential vorticity response function. The response function location is shown by the magenta box.
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exhibits a rapid total energy growth by the end of the

48-h simulation, although approximately 3 times less

than the full perturbation experiment. Similar growth

characteristics are found for tropical phenomena as well,

as shown in an adjoint sensitivity study of tropical cyclone

Kelvin wave interactions by Reynolds et al. (2016). The

results underscore the importance of the moist optimal

perturbations and their structure relative to themomentum

and temperature perturbations for the initial rapid growth

rate and overall growth.

4. Sensitivity in the North Atlantic storm track
during winter 2013/14

In this section, the adjoint sensitivity during the record-

setting winter of 2013/14 over the United Kingdom and

North Atlantic is examined. The winter of 2013/14

was exceptionally active over the North Atlantic, with

at least 12 major winter storms affecting the United

Kingdom (Met Office, https://www.metoffice.gov.uk/

climate/uk/summaries/2014/winter). It was the wettest

winter in the U.K.’s observational records (including

from the perspective of the long running England and

Wales Precipitation database dating from 1766), and the

stormiest period of weather experienced for the United

Kingdom over the previous two decades. There were

widespread impacts in the United Kingdom, exasper-

ated by the cumulative effect of numerous severe ex-

tratropical cyclones that occurred in rapid succession.

The winter storms caused widespread disruption to

transport networks and power supplies; and there were

multiple fatalities with many homes and businesses

flooded (Kendon and McCarthy 2015).

A series of 36-h forecasts were performed using the

COAMPS adjoint modeling system with a horizontal

resolution of 45 km and 40 vertical levels. The forecasts

were initialized from GFS analyses and GFS forecasts

were used for the lateral boundary conditions with up-

dates to the boundary conditions occurring at a 3 h ca-

dence. Forecasts and adjoint calculations using KE and

accumulated precipitation (24–36-h forecast time pe-

riod) response functions were conducted every 6h from

FIG. 9. Moisture convergence using the precipitation response

function at 900 hPa valid at 6 Dec 2015 (48-h simulation time) over a

subdomain for the (a) 900-hPa nonlinearmodelmoisture convergence

[color shading interval every 10 3 1025 g (kg s)21], 900-hPa wind

vectors (every 3 grid points) for wind speeds greater than 10m s21,

and 900-hPa water vapor (black contours every 1 g kg21) and (b)

900-hPa perturbation moisture convergence [color shading interval

every 10 3 1025 g (kg s)21], and 900-hPa perturbation water vapor

[positive (red) and negative (blue) contours with an interval of

0.5 gkg21]. The response function location is shownby themagenta box.

FIG. 10. Power spectral density (3106) (m3 s22) for the u-wind

component adjoint optimal perturbations at 1740m shown every

6 h over the 48-h integration. The darker blue colors correspond to

the earlier times in the integration, and lighter blue denotes the

later times. The red dashed line represents the spectrum at the

initial time, scaled by 104.
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1December 2013 to 28 February 2014, with the response

function box centered over the United Kingdom.

The initial state 700-hPa water vapor and 250-hPa

wind speed averaged over theDecember 2013–February

2014 time period is shown in Fig. 13. The locations of the

domainwide water vapor sensitivity maxima are shown

for each analysis every 6h for the 3 month period for the

KE (Fig. 13a) and accumulated precipitation (Fig. 13b)

RFs. The sensitivity magnitude of the absolute value

of the domainwide sensitivity maximum or minimum is

denoted by the size of the triangle symbol, with larger

symbols corresponding to greater sensitivity. For both

the KE and precipitation response functions, the distri-

bution of the sensitivity maxima is quite broad with the

largest maxima centered primarily near themean jet exit

region and over the northern portion of the water vapor

plume near the water vapor gradient and within prox-

imity of the stronger dynamical forcing, similar to that

found by Reynolds et al. (2019) for U.S. West Coast

atmospheric river events. We have analyzed several

cases during this time period and note that many of the

most sensitive regions with respect to water vapor co-

incide with low-level inflow regions of warm conveyor

belts (e.g., Binder et al. 2016). This will be explored

further in a future study. It is also noteworthy that a

number of the maxima are located more than 4000km

upstream of the United Kingdom for both RFs, indica-

tive of the strong jet and associated dynamics. Very few

of the largest sensitivity maxima are found south of the

mean water vapor plume.

The relationship between strong periods of sensitivity

and extratropical cyclones impacting the United Kingdom

is illustrated in Fig. 14, which shows a time series of the

water vapor sensitivity maximummagnitude (at the initial

time) and the mean wind speed over the United Kingdom

FIG. 11. Energetics diagnostics (m2 s22) displaying the total en-

ergy (blue), and the kinetic energy (KE, magenta), potential en-

ergy (PE, green), internal energy (IE, orange), and moist energy

(moist, red) contributions for the (a) initial time and (b) 48-h

simulation time (valid at 0000 UTC 6 Dec 2015) in units ofm2 s22.

FIG. 12. A time series of the total dry energy evolution (m2 s22)

during the simulation is shown for the kinetic energy response

function (blue), precipitation response function (green), kinetic

energy response function with just initial momentum optimal

perturbations (black), and kinetic energy response function with

just the moisture optimal perturbations (orange).
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in the KE RF box at 36-h for the time period of

15 December 2013–16 February 2014. Although the re-

lationship is complex, periods of strong sensitivity appear

to be correlated with periods of high wind speeds over the

United Kingdom, often associated with intense extra-

tropical cyclones in the vicinity of the United Kingdom.

One of the stronger events during the winter 2013/14

occurred during 23–25 December 2013, and featured an

intense extratropical cyclone positioned near the NE tip

of Scotland with a central pressure of 927hPa. This ex-

tratropical cyclone resulted in highwinds withmaximum

gusts over 40ms21, significant flooding across southern

FIG. 13. Initial state 700-hPa water vapor (color shading interval of 0.5 g kg21) averaged over

the December 2013 through February 2014 time period. The 250-hPameanwinds are shown by

the gray contours (every 10m s21 greater than 30m s21). The locations of the magnitude of the

water vapor sensitivity maxima every 6 h are denoted by the size of the triangle symbol. The

larger red (smaller blue) triangle symbols correspond to larger (smaller) sensitivity magnitudes

shown for the (a) kinetic energy response function and (b) precipitation response function. The

locations of the response functions are shown by the black boxes.
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England and widespread power outages (Kendon and

McCarthy 2015). Figure 15 shows the initial state and

water vapor sensitivity fields for the KE (Figs. 15a,b)

and precipitation (Figs. 15c,d) RFs. The water vapor

sensitivity at the initial time is a maximum at 700-hPa

located just poleward of the atmospheric river and

near a short-wave trough. Both the KE (Fig. 15a) and

precipitation (Fig. 15c) RFs exhibit similar sensitivity

structures. The evolved optimal perturbations for the

simulations using the KE and precipitation RFs, shown

in Figs. 15b and 15d, respectively, demonstrate the sig-

nificance of these sensitivity structures. In the simulation

using the KE RF, the 900-hPa wind speeds increase by

up to 14ms21 in the RF box within the strong south-

erly low-level jet positioned over the United Kingdom

(Fig. 15b). The simulation using the precipitation RF

shows an increase in the accumulated precipitation by

up to 15mm over the United Kingdom, further en-

hancing the already substantial precipitation (Fig. 15d).

As was shown in Fig. 14, there is large day-to-day

variability in the magnitude of the adjoint sensitivity,

with large sensitivity periods often corresponding with

intense cyclones. It is also of interest to see if the day-

to-day variability in the magnitude of the sensitivity is

related to day-to-day variability in forecast error. Ap-

plications such as adaptive observations are predicated

upon the concept that enhanced sensitivity to initial

perturbations or errors will also result in an enhanced

likelihood of large forecast errors. To test this hy-

pothesis, Fig. 16 shows a scatterplot of the KE of the

wind speed errors in the RF region at final time (36 h)

in the COAMPS forecast (using GFS analysis as veri-

fication) versus the magnitude of the water vapor sen-

sitivity integrated over the domain for the KE RF

cases. The correlation is 0.7 between the 36-h forecast

error and moisture sensitivity magnitude. Similar re-

sults (not shown) are found for the temperature and

wind sensitivities, in broad agreement with the findings

of Reynolds et al. (2019) for atmospheric river events.

As forecast errors are due to model errors as well as

initial errors, and the degree to which initial errors

project onto these fast growing structures will vary

from day to day, we do not expect a perfect relation-

ship between sensitivity magnitude and forecast error.

However, this high positive correlation does show that

on average, larger sensitivity is associated with larger

forecast error. These results support the relevance of

adjoint sensitivity studies for purposes such as adaptive

observing and predictability studies.

5. Summary and conclusions

We have utilized an adjoint modeling system that in-

cludes microphysics to explore the forecast sensitivity

FIG. 14. Time series of the water vapor sensitivity maximummagnitude [m2 s22 (g kg21)21]

for the initial state (red) and the mean wind speed over the United Kingdom in the RF box at

36 h (blue) for the time period of 15 Dec 2013 through 16 Feb 2014. The kinetic energy

response function is located in a box over the United Kingdom at the 36-h forecast time. The

minimum central pressure (hPa) of significant baroclinic cyclones impacting theUnitedKingdom

are shown along the abscissa along with the temporal extent (shown by the green lines).
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and predictability of a damaging extratropical cyclone,

‘‘Desmond,’’ as well as the record-settingwinter of 2013/14

that features flooding and high-wind events over the

United Kingdom. The moist capabilities of the adjoint

modeling system using several different response func-

tions, including KE, accumulated precipitation and PV,

allow us to assess sensitivity and predictability of high-

impact extratropical cyclones more completely than pos-

sible in previous studies. Desmond developed beneath a

PV anomaly along an atmospheric river that featured

enhanced lower- and midtropospheric water vapor,

which appeared to enhance the intensification.

Analysis of the adjoint sensitivity gradients using KE,

precipitation, and PV response functions indicate that

the intensity of the strong winds and heavy precipita-

tion amounts associated with Desmond were especially

sensitive to aspects of the lower- and midtropospheric

water vapor fields. The sensitivity maxima for all three

response functions considered are generally found along

the sloped frontal region along the poleward edge of the

atmospheric river. At the initial time, the optimal per-

turbations are oriented along the sloping front and tilted

upshear, and subsequently become vertically oriented

as they grow from the mean state energy, similar to that

found in other studies (see Farrell 1988, 1989; Lacarra

and Talagrand 1988; Borges and Hartmann 1992). The

adjoint sensitivity results show that relatively confined

mesoscale regions of water vapor within the AR at the

FIG. 15. Horizontal plan views of the initial condition and sensitivity fields (valid at 1800 UTC 22 Dec 2013) and 36-h forecast fields (valid at

0600UTC 24Dec 2013). (a) Initial state 700-hPa water vapor (g kg21 in color shading intervals every 1 g kg21), 700-hPa water vapor sensitivity

[red (positive) and blue (negative) contours with an interval of 0.03m2 s22 (g kg21)21], and 700-hPa geopotential heights every 50m for the

sensitivity calculation using the kinetic energy response function, (b) subdomain plan viewof the 36-h forecast 900-hPawind speed (gray shading

interval of 2m s21), wind vectors every 3 grid points, and adjoint optimal wind speed perturbations [positive (red) and negative (blue) isotachs

every 2m s21] using the kinetic energy response function, (c) as in (a), but for the precipitation response function, and (d) subdomain plan view

of the 36-h accumulated precipitation (color shading every 5mm) and the adjoint precipitation perturbation field [positive (red) and negative

(blue) contours every 3 mm]. The black box shows the response function location in (b),(d). The sensitivities are scaled by 105 km3/(DxDyDz).
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initial time in the incipient phase of the cyclone were

critically important for the intensification of Desmond.

The PV perturbations are located in an environment

with strong vertical wind shear associated with an upper-

level jet with an enhanced sensitivity region along the

sloping frontal zone extending from the boundary layer

up through the midtroposphere.

Perturbations are created based on the adjoint sen-

sitivity with initial magnitudes comparable to analysis

errors, and evolved using the nonlinear and tangent

linear models. These optimal perturbations grow rapidly

throughout the 48h forecast, resulting in 10-m wind

speed perturbations at 900 hPa in excess of 15ms21 us-

ing the KE RF and precipitation perturbations of over

20mm using the precipitation RF. The perturbations are

characterized by a maximum in the total energy in the

lower to midtroposphere that rapidly extend vertically

and grow through the depth of the troposphere. The

total energy using the KE RF is dominated by the moist

contributions at the initial time, while KE is domi-

nant by the final time. Water vapor optimal pertur-

bations grow nearly as rapidly as perturbations to the

entire state vector and result in evolved dry total energy

perturbations that are much larger than those produced

using only the wind optimal perturbations. The power

spectrum for the perturbation u-wind component shows

rapid growth in the case of Desmond, with little evi-

dence of an upscale energy transfer during the forecast

in contrast to the extratropical cycloneXynthia examined

by Doyle et al. (2014).

The adjoint results highlight the sensitivity of strong

winds within the low-level jets and heavy precipitation

areas to upstream regions of water vapor, often located

near atmospheric rivers and low-level inflow regions of

warm conveyor belts. The results highlight the possi-

bility of scenarios with even stronger low-level winds

and greater precipitation amounts then were actually

realized. The results suggest the need for higher-

fidelity moisture observations and advanced data as-

similation systems that have the capability to analyze

faithfully finescale gradients of moisture. However,

the intrinsic predictability of the high-impact weather

associated with these extratropical cyclones may be

limited given the potential for rapid perturbation and

error growth.
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