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1. Introduction 

Current and future forces operating in urban environments need the capability to detect slow-
moving personnel behind walls. One approach to moving-target indication (MTI) of slow-
moving personnel is a frequency-domain approach, i.e., Doppler processing (1). Doppler-
processing techniques separate the moving target from background clutter by exploiting the 
Doppler shift in backscattered frequency that is caused by the velocity of the moving target. The 
challenge to the frequency-domain approach is the very small Doppler shift in backscattered 
frequency from slow-moving personnel. Therefore, we consider a time-domain approach, 
namely a change detection paradigm, which is inherently similar to clutter cancellation (1, 2). 

In this report, we demonstrate the detection of slow-moving personnel behind walls using the 
U.S. Army Research Laboratory’s (ARL) ground-based, synchronous impulse reconstruction 
(SIRE) radar system (3), which was designed to detect concealed targets (4). The SIRE radar  
is an impulse-based, ultra-wideband (UWB) imaging radar with a bandwidth covering 300 MHz 
to 3 GHz. The low frequencies make it possible to image inside buildings and detect slow-
moving targets (5).  

The SIRE radar employs a physical aperture of 16 receiver antennas. These antennas are equally 
spaced across a linear aperture that is approximately 2 m long. Two impulse transmitters are 
located at either end and slightly above the receive array, as illustrated in figure 1. The 
transmitters fire in an alternating sequence—the left transmitter followed by the right. Each 
transmitter launches a sequence of low-power pulses, and reflected energy is integrated within 
each receive channel to achieve an acceptable signal-to-noise ratio (SNR). The SIRE radar 
constructs a high-resolution (0.056 m) downrange profile through novel, ARL-developed signal-
processing techniques (6). In addition to high downrange resolution obtained via the UWB SIRE 
waveform, the system also achieves enhanced cross-range resolution through coherent 
processing of the signals measured simultaneously by the 16 receivers. The downrange swath 
measured by the radar extends from approximately 10 to 35 m, and the amount of processing 
time required for downrange profile reconstruction results in a low effective sampling rate 
(approximately one-third of a second). Finally, we recall that the operational frequencies of the 
SIRE system (300 MHz to 3 GHz) are appropriate for sensing-through-the-wall (STTW) 
applications (7). Hence, we have leveraged the SIRE radar as part of an overall investigation of 
MTI phenomenology.  
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Figure 1. The SIRE radar. 

We developed the MTI processing formulation shown in figure 2. The SIRE radar remains 
stationary and measures the energy reflected from an area under surveillance, or “target area.” 
The 16 receive channels are processed using a time-domain back-projection technique developed 
for synthetic-aperture-radar (SAR) image formation (8). The SAR image, output of the first 
block in figure 2, contains several artifacts making it difficult to identify the moving target. 
Change detection is applied to the SAR images, thereby creating a set of difference images. Most 
of the artifacts due to stationary clutter are eliminated using change detection, and the moving 
target (MT) signature is revealed. Since some artifacts are still present in the difference images, 
additional processing is needed and implemented by an automatic target detection (ATD) 
algorithm. For example, the ATD algorithm reduces sidelobe artifacts and produces an ATD 
image that contains points of interest (POIs) corresponding to true and false MT signatures. One 
method to separate the false MT signatures from the true MT signatures is to implement a 
tracking algorithm. The number of POIs must first be reduced by identifying a centroid for each 
cluster of POIs. The centroids are input into the tracker and the tracker identifies a reasonable 
trajectory of the true moving target, thus allowing for the elimination of false MT signatures. 

 

Figure 2. MTI processing formulation. 
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2. MTI Time-Domain Phenomenology 

2.1 Change Detection 

The first two blocks of the processing chain of figure 2 constitute the time-domain MTI 
processing required to create the MT signatures serving as input to the ATD algorithm. An 
additional block diagram detailing the implementation of this MTI processing is included in 
figure 3, and, as indicated, the MTI processing output flows directly into the ATD algorithm 
block of figure 2. In this section, we describe the entire procedure outlined in figure 3 in some 
detail.  

 

Figure 3. Block diagram detailing steps involved in Image Formation and Change Detection steps of the 
processing chain of figure 2. 

We begin the MTI processing by buffering downrange profiles measured by each receive 
channel for a single pair of transmit pulses. Since the transmitters fire in sequence—the left 
transmitter followed by the right transmitter—we effectively buffer two downrange profiles from 
each receive channel, and the time required to assemble these profiles represents one data 
collection interval. After buffering the data from one collection interval, we then collect another 
pair of downrange profiles from each receive channel during the next data collection interval. 
Finally, we form the coherent difference between these newly collected profiles and the 
corresponding buffered profiles to obtain a new data set consisting of modified downrange 
profiles defined by 

 16,...,1and,2,1,1,...,1),()()( ,,,,1,,   kjNirfrfrf kjikjikji
 . (1) 

Here r represents the downrange index, i represents the time index, j represents the transmitter 
index, and k represents the receiver index. Hence, we are forming a signal that monitors changes 
between the two sets of downrange profiles measured at time i and time i+1 using transmitter j 
and receiver k. This is why we refer to our model as a “change detection” (CD) paradigm. The 

difference signal, )(,, rf kji
  (corresponding to the derivative in time), is then input to an image 

formation routine, in our case a time-domain back-projection procedure, resulting in the output 
difference image,  
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16 2 1

, , , ,
1 1 1

( , ) ( , , ) ( ),
N

diff i j k i j k
k j i

I x y g i j k f r


  

  
  (2) 

where ),,( kjig  is a scaling function. To illustrate the effectiveness of the CD approach, consider 

the SAR images in figures 4a and 4b. The SAR images are focused on the same target area at 
different moments in time without forming the difference, and one person is moving within the 
target area. SAR Image 1, ),(1 yxI , was focused by our back-projection procedure using 

downrange profiles )}(),...({ 16,1,11,1,1 rfrf . SAR Image 2, ),(2 yxI , was focused by our back-

projection procedure using downrange profiles )}(),...({ 16,1,21,1,2 rfrf . As is evident, the SAR 

images contain several artifacts making it difficult to identify the moving target. The moving 
target is located by applying change detection. The resulting difference image is shown in 
figure 5. It is clear from the difference image that most of the artifacts due to stationary clutter 
have been eliminated and the resulting MT signature is identified. 

 

 

Figure 4. Two SAR images of a target area with a moving target present; the location of the mover is unknown. 

 
 

(a) SAR Image 1 (b) SAR Image 2 
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Figure 5. Difference image generated by applying change detection to the SAR images in figure 4; the MT 
signature is clearly identifiable. 

2.2 Constant False Alarm Rate (CFAR) Approach 

Interpretation of the resulting MT signature is still challenging after change detection. For 
example, change detection cannot automatically identify the MT signature located in the 
difference image and the MT signature can only be identified through visual inspection of a 
sequence of difference images. Therefore, it is not possible to implement additional signal 
processing techniques like classification using a single difference image. Another challenge with 
change detection is that sidelobe artifacts are produced in the difference image, which confuse 
the true moving target location.  

A way to improve user interpretation of the resulting difference image is to apply the CFAR 
algorithm. CFAR is a well-established approach to eliminating potential false alarms. Typically, 
the algorithm performs a test of local contrast that is designed to achieve a constant false alarm 

rate (9). For a given difference image ),( yxdiff , a CFAR window is used to scan the difference 

image and test for the MT signature. An example of a CFAR window is shown in figure 6, where 

XI  and YI  are the inner windows’ cross-range and range dimensions, respectively; XG  and YG  

are the guard windows’ cross-range and range dimensions; and XO  and YO  are the outer 

windows’ cross-range and range dimensions. The inner window dimensions are designed so that 
it is overlaid on the MT signature. When the inner window is overlaid on the MT signature, the 
outer window dimensions are designed to be superimposed on the local background. The guard 
window is used as a buffer between the inner and outer windows and ensures that large pixel 
values due to target sidelobes are not captured by the outer window. For example, consider the 
window that is placed in the difference image shown in figure 7. As is illustrated in the figure, 
the inner window is overlaid on the MT signature pixels and the outer window is overlaid on the 
local background pixels. 

MT Signature 
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Figure 6. Example CFAR window, made of an inner, guard, and outer window. 

 

 

Figure 7. Example of a CFAR window placed over the MT signature, where the inner window is overlaid on the MT 
signature and the outer window covers the background of the local area. The inner window contains pixels 
with higher energy compared with the pixels contained in the outer window. 
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Based on our observations and analysis of the MT signatures, we have chosen the following 
dimensions for the CFAR window: 7XI , 9YI , 23XG , 25YG , 27XO , 29YO . It 

is of interest to note that the dimensions of the inner window constitute a small rectangular 
shape, which is different from the elliptical patterns of the MT signatures. The rectangular shape 
is chosen since it is small enough to fit over the MT signatures. The small rectangular window is 
used as an alternative to an elliptical window since the size and shape of the pattern of the 
moving target changes depending on the range and cross-range of the mover’s position. 

The CFAR window is placed in the difference image of size )500,500(  and moved pixel by pixel 

over the entire difference image. Let the center of the CFAR window be positioned at 
coordinates ),( YX  in the difference image, where      2/500,...2/ XX OOX   and 

     2/500,...2/ YY OOY  . The notation  x  denotes the largest integer less than x for 

x > 0 (i.e., floor), and  x  denotes the smallest integer greater than x for x > 0 (i.e., ceiling). The 

CFAR algorithm indicates an MT signature if the sum of the energy in the inner window is larger 
than the sum of the energy in the outer window. This is shown in figure 7, where the energy of 
the pixels in the inner window is larger then the energy of the pixels in the outer window. The 
inner window to outer window energy ratio is defined as  

 
o

iR



 , (3) 

where  

   
k l

kli P 2
),( ][  (4) 

is the sum of the energy in the inner window,     2/,...2/ YY IYIYk  , 

    2/,...2/ XX IXIXl  , and ),( klP  is the magnitude of the pixel at position ),( kl . Define 

  











),(

),(),(
),( ,

,

kl

klkl
kl P

PP
P , (5) 

where 2/)),(max( yxdiff  and )),(max( yxdiff  is the maximum pixel magnitude in the 

difference image. The function  ),( klP  is used to adjust the image background and require that 

the magnitude of each pixel is above the threshold defined by  , which is done to prevent errors 

due to division by very small numbers. Division by very small numbers artificially inflates the 
ratio defined by equation 3 and causes false positives. The threshold   was chosen based on the 

observations of the sidelobes corresponding to the MT signature, which are typically less than 
2/)),(max( yxdiff  in magnitude. This choice of   eliminates the sidelobes by blending them 

into the background of the difference image.  
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The sum of the energy in the outer window is defined as 

 GIWo EE  , (6) 

where 

   
m n

mnW PE 2
),( ][  (7) 

is the sum of the energy in the entire CFAR window,     2/,...2/ YY OYOYm  , 

    2/,...2/ XX OXOXn  , and define 

   
q r

qrGI PE 2
),( ][  (8) 

as the sum of the energy in the guard and inner windows, where     2/,...2/ YY GYGYq   

and     2/,...2/ XX GXGXr  . Define a CFAR test as  

 


 


else

R

0

21
, (9) 

which requires that the sum of the energy in the inner window is more than twice the sum of the 
energy in the outer window. If 1 , then the center pixel (at coordinates ),( YX ) is a POI 

corresponding to an assumed moving target. The CFAR window scans the entire difference 
image and a list of POIs are identified. For example, consider the difference image and CFAR 
image of figure 8. The difference image is input into the CFAR algorithm and the CFAR image 
is output. The red cluster in the CFAR image corresponds to a group of POIs. This example 
illustrates that the CFAR algorithm identifies the MT signature and eliminates the sidelobe 
artifacts present in the difference image.  
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Figure 8. The difference image is input into the CFAR algorithm and the CFAR image is output. The red 
cluster in the CFAR image corresponds to a group of POIs. 

2.3 Clustering Analysis 

The POIs provide us with a list of possible moving target locations; however, some POIs may 
correspond to false alarms. For example, consider the difference image and CFAR image shown 
in figure 9. As illustrated, the difference image contains true MT signatures and false MT 
signatures, i.e., false alarms. As is shown in the CFAR image, the CFAR algorithm does not 
eliminate all false alarms. One possible way to eliminate the false alarms is to input the POIs into 
a tracking algorithm. The tracking algorithm examines the positions of the POIs over a period of 
time and identifies a reasonable trajectory. Any POI not part of the trajectory is considered as a 
false alarm.  

 

Figure 9. Example of a difference image and the resulting CFAR image. The CFAR image contains false MT 
signatures (i.e., false alarms). 

(a) Difference Image (b) CFAR Image 
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Before the POIs are input into a tracking algorithm, the number of POIs must be reduced. This 
motivates the need to refine the number of POIs by using a clustering algorithm to identify 
centroids for adjacent POIs. For example, consider the CFAR image shown in figure 10. The 
CFAR image (figure 10a) contains the POIs. When the CFAR image is input into a clustering 
algorithm, two clusters are identified. The clusters and corresponding centroids are shown in the 
cluster image (figure 10b). It should be noted that the clusters identified by the clustering 
algorithm are not unique and it is possible that the centroid locations differ for different iterations 
of the clustering algorithm.  

 

 

Figure 10. The CFAR image contains POIs. When the CFAR image is input into a clustering algorithm, two 
clusters are identified; the clusters and corresponding centroids are shown in the cluster image. 

The clustering routine used by the MTI processing formulation of figure 2 is the well-known  
k-Means algorithm (10, 11). The k-Means algorithm identifies the centroids of the POIs by an 
iterative procedure. This iterative procedure minimizes the square-error between centroid 
estimates and their corresponding POIs. A block diagram of the k-Means algorithm is shown in 
figure 11.  

 

(a) CFAR Image (b) Cluster Image 
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Figure 11. The k-Means algorithm. 

The input CFAR image contains a set of M  POI vectors defined as  

  M ,...1 , (10) 

where ]ˆˆ[ ),(),( YiXii    is the thi  POI vector, ),(ˆ Xi  is the cross-range component of i , and 

),(ˆ Yi  is the range component of i . The k-Means algorithm requires that the number of clusters, 

N , is known a priori. The k-Means algorithm begins by randomly generating N  mean vectors 
defined as 

  N ,...1 , (11) 

where ]ˆˆ[ ),(),( YjXjj    is the thj  mean vector, ),(ˆ Xj  is the cross-range component of j , and 

),(ˆ Yj  is the range component of j . The mean vectors are considered as centroid estimates. The 

next step of the algorithm determines the mean vector nearest to each POI using the Euclidean 
distance measure: 

 
2

),( |||| ijjiD   . (12) 

Next define the set jS  of size jm  to be the POIs closest to j . Estimate the error between the 

mean and nearest POIs using the sum of squares (SOS) error criteria (12): 

  
 


N

j S
jik

ji

J
1

2||||


 , (13) 
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where kJ  is the error for the kth iteration of the k-Means algorithm. This SOS error criterion is a 

measure of variance between the POI vectors and the nearest mean vectors and must be 
minimized. The following equation is used to determine if kJ  is minimized: 

   || 1kk JJ , (14) 

where 1kJ  is the error for the (k–1) iteration, and   is a threshold value. If the condition defined 

by equation 14 is satisfied, then the SOS error is minimized, thereby indicating the final centroid 
estimates represented by the mean vectors. If the condition defined by equation 14 is not 
satisfied, then an additional iteration is required and each mean vector is updated using its 
nearest POI: 

 



ji S

i
j

j m 

 1
. (15) 

For example, consider the CFAR image in figure 12. For this example, two mean vectors were 
randomly generated and indicated by the red diamond and black star. As the k-Means algorithm 
iterates, several centroids are estimated. Each newly generated estimate corresponds to a smaller 
SOS error.  

 

 

Figure 12. k-Means algorithm iteration example: the red line indicates progression of the first mean vector and 
the black line indicates progression of the second mean vector. Multiple iterations are needed to 
minimize the error between the POIs and nearest mean vectors. 
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A limitation of the k-Means algorithm is that the number of clusters N  must be known a priori. 
One approach to automatically determine the most reasonable number of clusters is to iterate the 
k-Means algorithm for many different cluster number choices. This will produce a set of 
minimized SOS errors  CJJJJ ˆ,...ˆ,ˆˆ

21 , where iĴ  is the ith minimized SOS error, and 

Ci ,,2,1   denotes the number of clusters (i.e., N ). We normalize Ĵ  by )ˆmax(J  to obtain 

  )ˆmax(/ˆ,..., 21 JJJJJJ C  , where iJ  is the thi  normalized minimized SOS error (NMSOS). 

A heuristic used to identify the proper value of N  plots  CJJJ ,..., 21  and searches for a large 

drop in NMSOS error, i.e., the “knee-point” (13, 14). For example, consider the CFAR images 
shown in figure 13. By visual inspection it would appear that two clusters are present in the 
CFAR images. The NMSOS errors for each image of figure 13 are plotted in figure 14. As is 
shown in figure 14, a large gap exists between 1N  and 2N , thereby indicating that 2N  
is the knee-point. 

 

 

Figure 13. CFAR images with POIs present. Through a visual inspection of the CFAR images, it would appear that 
two clusters are present. 

 

Image 1 Image 2 Image 3 

Image 4 Image 5 Image 6 
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Figure 14. A plot of NMSOS errors for different values of N—a large gap exists between N=1 and N=2, thereby 
indicating the N=2 is the knee-point. 

2.4 Tracker 

The tracker algorithm is intended to reduce the number of false alarms and segregate targets 
from both clutter and one another as they move inside a building. The tracker implemented here 
is a modified version of an algorithm designed by Lincoln Laboratory for the purpose of tracking 
vehicles detected by an airborne radar platform (15). Since the amount of information received 
from the SIRE radar is not as comprehensive as the data received from the airborne platform, and 
since the slow motion of people can be more erratic than the motion of vehicles, it was necessary 
to substantially modify the tracker.  

A block diagram of the modified tracker algorithm is shown in figure 15. The centroids 
generated by the clustering algorithm serve as inputs to the tracker; so it is possible to have 
multiple tracker inputs even when a single moving target is present. These centroids may 
indicate the true position of a moving target or false alarms. The tracker estimates the correlation 
between each centroid and the existing tracks and then associates the existing tracks with the 
most highly correlated (i.e., most reasonable) centroid. Non-assigned centroids are used to 
initiate new tracks and outdated tracks are deleted. A Kalman filter determines the present track 
position and predicts the next measurement. 

Knee-Point 
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Figure 15. A block diagram of the modified tracker algorithm. 

3. Experiments 

The data for the experiments were collected during two separate field tests. The experiment for 
the first field test is referred to as Scenario 1 and was conducted in fiscal year (FY)07. Scenario 1 
consisted of a single man walking in a room along a slight diagonal trajectory towards the radar, 
as illustrated in figure 16. The room was made of cinderblock walls with steel structural supports 
and a metal corrugated roof, supported by metal beams covered the single-story structure, as 
shown in figure 17. The building structure is rich in multi-path, as is inferred from the imagery in 
figure 17 (discussed later). The wide and relatively dark horizontal and vertical “stripes” evident 
in the wall (figure 17b) are composed of steel-reinforced concrete, and the metal frame can be 
seen at the top of each doorway. Hence, the structure represents a very difficult and challenging 
environment for detecting interior personnel due to the presence of thick lossy walls with 
numerous metallic supports in the walls and ceilings. Windows and doors provided an 
unobstructed view of the man at certain bearing angles, but most of his positions were obscured, 
at least to some extent, by the wall. 
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Figure 16. Building plan and geometry of Scenario 1: a man is walking inside of a cinderblock building. 

 

Figure 17. Cinderblock building images for Scenario 1. 

We implemented change detection for the data collected in Scenario 1. We are able to track the 
target manually by considering the difference images shown in figure 18. Note that for this data 
we have not implemented any additional processing (ATR, clustering, or tracking). The front 
wall of the building is evident as a bright ring in the near ranges. As is evident in the figure, 
certain artifacts (“ghosts”) appear along the back wall. Modeling calculations indicated that  
such a phenomenon is to be anticipated due to the radar shadow cast on the back wall by  
the walking man. 

SIRE 
Radar 

Path of 
Walking Man 

(a) Interior of cinderblock room. (b) View from the SIRE radar 
from outside the cinderblock 

room. The dark area indicates 
steel-reinforced concrete. 

Note Metal 
Ceiling 
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Figure 18. Imagery from the MTI output for Scenario 1 with circles indicate location of walking man. The front wall 
and “ghosts” on the back wall are both visible. 

Data for Scenarios 2–5 were collected during the second field test. It included a building 
constructed of wood, with a stucco-like exterior finish applied to provide the appearance of 
brick. The scenarios generally played out within this building, and they included either multiple 
movers following linear trajectories or a single mover following a nonlinear trajectory. We 
implemented change detection, ATR, and clustering algorithms on the data for Scenarios 2–3 
and implemented change detection, ATR, clustering, and tracking algorithms on the data for 
Scenarios 4–5. 

Scenario 2 in figure 19 depicts two men walking in opposite directions (one toward the radar and 
the other away from it). Frame 1 indicates two movers present in the target area. Mover 1 is at 
the far downrange position (top of frame) and mover 2 is at the near downrange position (bottom 
of frame). The remaining frames show that the MT patterns move toward one another, cross, and 
move away from one another. We note that a favorable value for the number of centroids (one of 
the parameters required for the k-Means algorithm) was selected a priori for this, and the 
remaining, scenarios. Ultimately we are hoping to determine this value automatically. The 
process for estimating the optimal number of centroids is still one of our open topics of 
investigation. In this scenario we observe the presence of potential false alarms in some of these 
frames (e.g., Frame 3). It is also possible, as shown in Frame 3, that the CFAR algorithm 
eliminates (incorrectly) the MT signature of the first moving target. The downrange position of 
the moving target affects the size and shape of the MT signature as shown in the majority of the 
frames (some MT signatures are “long” and some are “short”). As mentioned in section 2.2, this 
inconsistency led us to choose a small rectangular inner window for the CFAR algorithm.    
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Figure 19. Photos and frames for Scenario 2 that depict two men walking in opposite directions downrange from the 
radar.  

Scenario 3 is similar to Scenario 2 (two people walking) except that the target motion is 
perpendicular to the radar’s line-of-sight, as shown in figure 20. Frame 1 depicts 2 movers 
present in the target area. Mover 1 is at the center of the frame and Mover 2 is at the right of the 
frame. Note that false alarms are generated by the CFAR algorithm. Since we knew the number 
of clusters a priori, the clustering algorithm identified the centroid of Mover 1 and eliminated the 

(a) Photo of two men walking along a straight line in 
opposite directions down-range from the radar. 

(b) CFAR and clustering algorithm output.  Red diamonds represent POI locations,  
green cross represent centroid estimates.
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false alarms generated by the CFAR algorithm. The remaining frames illustrate that the MT 
patterns move toward each other, cross, and move away from each other. Once again the ATD 
algorithm was able to localize the movers and assign several POIs to them, although we did 
again observe some potential false alarms in Frames 1 and 2 and missing MT signatures in 
Frames 2 and 4.  

 

Figure 20. Photos and frames for Scenario 3 that depict two men walking in opposite directions cross-range from the 
radar. 

(a) Photo of two men walking along a 
straight line in opposite directions 

cross-range to the radar. 

Frame 1 Frame 2 Frame 3 Frame 4 

Frame 5 Frame 6 Frame 7 

One centroid is 
estimated from 
the 3 clusters 

of POIs 

Frame 6 indicates 
that the movers 

cross paths

D
o

w
n

-R
an

g
e 

Cross-Range 

(b) CFAR and clustering algorithm output.  Red diamonds represent POI locations,  
green cross represent centroid estimates. 
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Scenario 4 is of a single man walking clockwise in a circular path as shown in figure 21a. The 
frames in figure 21b depict how the POI and centroid locations evolve as the ATD algorithm 
processed the input data stream. These frames indicate that the motion of the person walking in a 
circular pattern is identifiable by the centroids. Frame 1 is of the person moving away from the 
radar (“2 o’clock” position on the circular trajectory), frame 2 is of the person moving toward the 
radar (“9 o’clock” position on the circular trajectory), and frame 3 is of the person moving in 
cross-range relative to the radar (“12 o’clock” position on the circular trajectory). Figure 22 
shows the track for a single target walking in a circular path. As is illustrated, three false alarms 
were generated by the CFAR algorithm. Due to the proximity of these false alarms in both space 
and time, the tracker has initiated an incorrect track. The detections of the real target have 
enough continuity to allow the tracking of this target during the entire period of motion. 

 

Figure 21. Photos and frames for Scenario 4 that depict one person moving in a circular pattern. 

(b) CFAR and clustering algorithm output.  Red diamonds represent POI 
locations, green cross represents centroid estimates. 
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Figure 22. Tracker output of the person walking in a circle; the black squares are the positions of the centroids, 
the red diamonds are the positions estimated by the tracker, and the red line is the path of the moving 
person as estimated by the tracker.  

Scenario 5, shown in figure 23, is substantially different than the previous scenarios in that it 
examined what would happen if a man entered a room, sat down in a chair, fidgeted while 
sitting, and then stood up and exited the room. Frames 1 and 2 depict the person moving toward 
the radar. Frames 3 and 4 depict the person sitting in the chair. Frames 5 and 6 depict the person 
moving away from the radar. False alarms are indicted in Frames 3 and 4. However, the MTI 
algorithms are able to identify and locate the person even when he is sitting. As illustrated in 
figure 24, the tracker followed the target when he entered the room, sat in the chair, and left the 
room. Several false alarms generated by the CFAR algorithm were disregarded by the tracker. 
The tracker lost the track of the moving person twice, but in each case was able to recover it due 
to the confined space in which the movement occurred. 
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Figure 23. Photos and frames for Scenario 5: the man enters the room (Frames 1 and 2), sits down in the chair, 
fidgets a while (Frames 3 and 4), and then stands and exits the room (Frames 5 and 6). 
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(b) FAR and clustering algorithm output for Scenario 4.  Red diamonds represent POI 
locations, green cross represent centroid estimates. 
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Figure 24. Tracker output of the person walking into a room, sitting in a chair, and leaving the room. The black 
squares are the positions of the centroids, the red diamonds are the positions estimated by the tracker, 
and the red line is the estimated path of the moving person output by the tracker. 

4. Conclusions 

We demonstrated the effectiveness of a time-domain MTI processing formulation for detecting 
moving personnel inside both wood and cinderblock structures, moving personnel walking in 
nonlinear trajectories, and multiple moving personnel walking in linear trajectories. During MTI 
operation, the SIRE system remained stationary and collected data from an area under 
surveillance. This data was then coherently processed in the time domain and change detection 
was used to indicate the position of the mover relative to the radar in both downrange and cross-
range. In addition to the signature of the moving target, the change detection images also 
contained various image artifacts. For instance, “ghosts” appeared along the back wall due to the 
shadow from the moving man, and target sidelobes spread target energy in cross-range within the 
change detection image. The appearance of “ghosts” along the back wall can be eliminated by 
first generating a SAR image of the building’s layout detailing the locations of the walls; then, 
any moving target indicated by change detection located along the walls can be removed. 
Eliminating many of the false alarms due to target sidelobes, however, required implementation 
of a sophisticated ATD algorithm. 
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We described such an ATD suite comprising CFAR and clustering algorithms. The ATD 
algorithms refined the change detection image and eliminated many of the image artifacts; 
although they did not eliminate all potential false alarms. The tracker algorithm provided a 
means for eliminating additional false alarms and estimate the path followed by a possible target. 
We demonstrated how, under certain operating conditions, the tracker was able to maintain the 
target track while effectively removing false alarms that deviated from the projected target track. 
It should be noted that we observed this performance when the target followed a circular (i.e., 
nonlinear) trajectory. Similarly pleasing results were obtained for the case when a target walked 
to a chair in the center of the room, sat down, fidgeted, and then walked out of the room. These 
results indicate that our time-domain MTI processing formulation can identify moving targets 
even when they move slowly along trajectories that are not favorable for classical, Doppler-
based MTI. 
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List of Symbols, Abbreviations, and Acronyms 

ARL U.S. Army Research Laboratory 

ATD automatic target detection 

CD change detection 

CFAR constant false alarm rate 

MT moving target 

MTI moving-target detection 

NMSOS normalized minimized SOS 

POIs points of interest 

SAR synthetic-aperture-radar 

SIRE Synchronous Impulse Reconstructive 

SNR signal-to-noise ratio 

SOS sum of squares 

STTW sensing through the wall 

UWB ultra-wideband 
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