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a highly dissipative, rate-dependent mechanical response, manifesting in rate-dependence of the stress/strain 
response and hysteresis under reversed loading. These materials are widely-used in situations, in which both 
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appear in a wide variety of specific applications, such as personal protective equipment.



The scientific objective of this project was to develop a comprehensive methodology for the experimental 
characterization and constitutive modeling of non-localizing, isotropic, open-cell elastomeric foam materials under 
large deformations. The constitutive model was informed by a comprehensive experimental program and validated 
against experiments in inhomogeneous deformation modes. Our systematic approach integrates experiments, 
theory, and computation, as follows:
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2 - Constitutive modeling: We have formulated a general three-dimensional, finite-deformation, nonlinear 
constitutive model for the mechanical response of elastomeric foams, applicable to a wide range of specific 
elastomeric foam materials. Our theoretical approach is based upon a decomposition of the mechanical response 
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model. Through corresponding finite-element simulations (achieved using an implementation of the constitutive 
theory in Abaqus), the model is validated over its calibrated range.
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Accomplishments:  The accomplishments of this project are described in detail in the attached final report. The 
major contributions of this work are briefly summarized below:



1 - Advances in experimental methods for porous foam materials: We have introduced a new 2D DIC technique, 
based on our previously developed finite deformation IDM FIDVC technique, that incorporates the concept of a 
cross-correlation quality factor. Two q-factors were utilized in this new qDIC technique, the peak-to-correlation-
energy ratio and the peak-to-information-entropy. The q-factors improved the robustness and accuracy of the DIC 
for distorted speckle patterns arising from large finite deformations. By including the q-factors as a metric for image 
decorrelation, an intelligent hybrid incremental-cumulative switching scheme was implemented. The new qDIC 
algorithm showed improved performance over our previous FIDIC across all validation and benchmarking cases, i.
e., rigid-body, homogeneous and inhomogenous modes of deformation displacement fields. To increase access to 
DIC and promote engagement in the development process of tools widely used in experimental mechanics, the 
open source codebase for qDIC is freely available to download from the Franck Lab GitHub page (https://github.
com/FranckLab).



2 - Homogeneous experimental testing: We presented an extensive new set of quasi-static (low strain-rate) 
experiments on three densities of the polyurethane-based, open-cell elastomeric foam ``Poron XRD''. Experiments 
consisted of homogeneous simple compression/tension as well as three types of inhomogeneous experiments: 
spherical and conical indentation, simple-shear-like deformation without and with pre-compression, and tension of a 
specimen with circular holes. 



3 - Hyperelastic model development: A  phenomenological, isotropic, finite-deformation, hyperelastic constitutive 
model based on invariants of the logarithmic, Hencky strain was proposed. A key simplifying assumption of our 
modeling approach is that volumetric/distortional coupling only involves low-order dependence on the magnitude of 
distortional deformation - which leads to a more straightforward interpretation of the fitting functions and a 
systematic path for material parameter estimation from simple compression/tension data. In compression and 
tension, the fitted model for each of the three densities of Poron XRD faithfully captures the nonlinear stress versus 
axial strain and lateral strain versus axial strain responses, in particular, the tension/compression asymmetry 
featuring a nearly-flat plateau regime in compression. All simple compression/tension experimental data and 
resulting fitted model data for Poron XRD has been made available to the community via GitHub (https://github.
com/FranckLab). 



4 - Validation: The constitutive model was implemented in Abaqus/Standard using a user-material subroutine, 
which was used to obtain model predictions in inhomogeneous deformation settings for the purpose of validation.  
The model predictions were shown to be consistent with experimental data in the inhomogenous validation cases 
across compression, shear, and tension-dominated settings.  The user-material subroutine implementation of the 
constitutive model and sample input files for several of validation cases have been made available to the 
community (https://github.com/HenannResearchGroup).  



5 - Characterization and viscoelastic constitutive modeling at elevated strain-rates: The characterization and 
modeling methodology has been extended to the elevated strain-rate range of 10e-3 to 10e-1 1/s. We presented a 
set of homogeneous simple compression/tension experiments on the high-density Poron XRD foam and proposed 
a phenomenological, finite-deformation viscoelastic constitutive model, based on a decomposition of the response 
into a hyperelastic, equilibrium response and a series of dissipative, non-equilibrium mechanisms. The fitted model 
captures the observed rate-dependence of the engineering stress/strain response, including hysteretic behavior 
upon unloading, as well as the lateral strain versus axial strain response.

Training Opportunities:  Two graduate students, Alexander Landauer and Xiuqi Li, have worked on the project 
over its course, focusing on constitutive modeling and experimental characterization, respectively. The two 
students received one-on-one mentoring from the PI and co-PI. In addition to one-on-one meetings, the students 
present weekly updates of their research at meetings attended by all four participants in the project and receive 
feedback not only on their scientific work but also their communication skills. Over the course of the project, the 
students gave presentations at several professional conferences, such as the Society of Engineering Science 
Technical Meeting and the Society of Experimental Mechanics Annual Conference and Exposition. Conference 
presentations are listed under the Dissemination section. One of the students, Alexander Landauer, completed his 
PhD thesis and defended on August 15, 2019. The other student, Xiuqi Li, is on track to complete her PhD thesis in 
the coming year.
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Final report

Nonlinear constitutive modeling of viscoelastic foams:
Application to impact protection (Grant #68393-EG)

David L. Henann and Christian Franck∗ (Brown University)
Attention: Dr. Denise Ford (Research Area 1.2)

Executive Summary
Open-cell elastomeric foams arematerialsmade up of two continuous phases: a polymeric elastomer
matrix and a connected, air-filled pore space. Due to their elastomeric matrix and porous structure,
these materials are highly compliant and capable of undergoing large, reversible deformations
involving substantial changes in volume. Moreover, due to the viscoelasticity of the elastomeric
matrix, many elastomeric foams display a highly dissipative, rate-dependent mechanical response,
manifesting in rate-dependence of the stress/strain response and hysteresis under reversed loading.
These materials are widely-used in situations, in which both compliance and energy dissipation are
necessary, e.g., impact protection, cushioning, and vibration damping, and appear in a wide variety
of specific applications, such as personal protective equipment. In this project, we developed
a comprehensive methodology for the experimental characterization and constitutive modeling
of non-localizing, isotropic, open-cell elastomeric foam materials under large deformations and
quasi-static strain-rates.

First, accurate kinematic measurements are needed for robust experimental characterization
of soft materials, such as elastomeric foams. The digital image correlation (DIC) technique –
a non-contact, full-field displacement and strain measurement method – is ideal for this purpose.
However, issues unique to elastomeric foams – such as surface roughness, compressibility, and large
deformations – limit the signal quality of such measurements, and these demanding experimental
conditions necessitate a custom DIC algorithm. The typical local DIC algorithm relies on image
subset matching using cross-correlations to determine the motion field between images of a speckle
pattern. We developed a new open-sourceDIC algorithm (qDIC) that incorporates cross-correlation
quality factors (q-factors), which are specifically designed to assess the quality of the reconstructed
displacement estimate during the motion reconstruction process. A q-factor provides a robust
assessment of the uniqueness and sharpness of the cross-correlation peak, and thus a quantitative
estimate of the subset-based displacement measure per given image subset and level of applied
deformation. We showed that the incorporation of energy- and entropy-based q-factor metrics leads
to substantially improved displacement predictions, lower noise floor, and reduced decorrelation
even at significant levels of image distortion or poor speckle quality.

Next, using the new qDIC technique, we conducted large-deformation, homogeneous simple
compression/tension experiments on three relative densities of a polyurethane-based elastomeric
foam to inform a phenomenological, isotropic, hyperelastic constitutive model for the equilibrium
(low strain-rate) response of elastomeric foams. The model is based on the invariants of the loga-
rithmic strain and accounts for high compressibility and strong volumetric-distortional coupling. To

∗Now at the University of Wisconsin-Madison.



validate the predictive capability of the model, we considered three types of validation experiments
that involve inhomogeneous deformation: spherical and conical indentation, simple-shear-like de-
formation both without and with a fixed amount of pre-compression, and tension of a specimen with
circular holes. We compared load-displacement responses as well as full displacement fields from
the validation experiments against corresponding model predictions obtained using finite-element-
based numerical simulations and demonstrated that the model is capable of accurately capturing
the experimental response.

Finally, we extended our experimental characterization and constitutive modeling approach
to the elevated strain-rate range of 10−3-10−1 s−1. We conducted a set of large-deformation,
homogeneous simple compression/tension experiments on one density of the polyurethane-based
elastomeric foam over this elevated strain-rate range. We then developed a phenomenological,
finite-deformation viscoelastic constitutive model, based on a decomposition of the response into a
hyperelastic, equilibrium response – using our new hyperelastic model – and a series of dissipative,
non-equilibrium mechanisms. The fitted model captures the observed rate-dependence of the
engineering stress/strain response, including hysteretic behavior upon unloading, as well as the
lateral strain versus axial strain response.

In short, this project addressed the need for amethodology for experimental characterization and
predictive constitutive modeling of light-weight elastomeric foam materials and resulted in the first
comprehensive constitutive model for open-cell, polyurethane-based foams. Army applications,
specifically in impact protection, involve complex loadings and severe constraints, and hence, this
predictive model will be a boon to the design of Army protective equipment, enabling weight and
volume reduction of equipment and eliminating the need for expensive testing.
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1 Introduction
Open-cell elastomeric foams are materials consisting of two continuous phases: a polymeric
elastomer and a connected gas-filled pore space. Due to the elastomericmatrix and porous structure,
these materials are highly compliant and capable of undergoing large, reversible deformations
involving substantial volume change (Gibson and Ashby, 1997; Hilyard and Cunningham, 1994).
Moreover, due to the viscoelasticity of the elastomeric matrix, many elastomeric foams display
a dissipative mechanical response, manifesting in rate-dependence and hysteresis under reversed
loading. Elastomeric foams are widely used in situations in which compliance, compressibility,
and energy dissipation are necessary, such as in impact protection and cushioning, and appear in a
wide variety of applications, including personal protective equipment.

The mechanical behavior of open-cell elastomeric foams is quite complex, involving large
deformations, substantial compressibility, and strong tension/compression asymmetry. Consider,
as an illustrative example, the behavior of a commercially-available impact protection foam –
a polyurethane-based, open-cell elastomeric foam that has been the focus of our work – whose
response to external load is demonstrated in Fig. 1 for three different relative densities (Poron XRD,
Rogers Corp, Rogers, CT). For each density, Fig. 1 shows the experimentally-measured engineering
stress versus axial engineering strain response in the left column and the corresponding lateral
engineering strain versus axial engineering strain response in the right column for quasi-static (low
strain-rate) simple compression/tension (experimental details are discussed in Section 6). The
response in all three cases is highly nonlinear and displays substantial asymmetry between tension
and compression. In particular, in compression, the response is initially linear, but as the axial
strain magnitude increases, the response gradually transitions into a “plateau” in which both the
axial stress and the lateral strain vary minimally as the axial strain magnitude increases. The
plateau regime is generally associated with buckling in the elastomeric-matrix microstructure and
concomitant closure of the pore space (Gibson and Ashby, 1997). Importantly, the plateau regime
for Poron XRD is not completely flat, and we observe homogeneous deformation with no evidence
of strain localization in our compression experiments. Then, as the material is compressed beyond
the plateau regime, rapid stiffening is observed in the axial stress response. However, in tension
neither a plateau regime nor a rapidly stiffening response is observed. Upon unloading in both
compression and tension, some hysteresis but no permanent set is observed at this low strain-rate.
For higher strain-rates, the stress/strain response is rate-dependent and displays increased hysteresis
– but still no permanent set – upon reversed loading. This is in contrast to the inelastic behavior of
crushable foams (e.g., Neilsen et al., 1995; Zhang et al., 1997; Deshpande and Fleck, 2001; Liu and
Subhash, 2004), which yield and display permanent set upon unloading. In this project, we focused
on the mechanics of elastic foams that exhibit neither deformation localization nor permanent set.

Due to the complexity of the mechanical behavior of open-cell elastomeric foams, developing
predictive constitutivemodels remains challenging despite the ubiquity of thesematerials. There is a
substantial history of constitutive modeling of porous and foam materials (e.g., Gibson and Ashby,
1997; Gong et al., 2005). First, we discuss on hyperelastic modeling approaches for capturing
the equilibrium, elastic response described in the preceding paragraph. Commonly, Ogden-type
hyperelastic models (Ogden, 1972a; Storakers, 1986), which utilize a phenomenological free-
energy density function that depends on the principal stretches, are used to capture data for
highly-compressible foams in the large-stretch regime (e.g., Jemiolo and Turteltaub, 2000;Mills and
Gilchrist, 2000; Briody et al., 2012; Chen et al., 2012; Ju et al., 2013). While models of this type are

1
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Figure 1: (Left) Axial engineering stress versus axial engineering strain curves and (right) lateral
engineering strain versus axial engineering strain curves for polyurethane-based, open-cell elas-
tomeric foams of (a) low (144 kg/m3), (b) moderate (192 kg/m3), and (c) high (240 kg/m3) density
with the same matrix composition. The solid lines with shaded error areas (one standard deviation,
nine experiments) indicate experimental data, and the dashed lines are constitutive model fits. Note
that for (a), (b), and (c), the stress axes differ in range. For all densities, note both the plateau
regime in compression in both the stress and lateral strain histories as a function of axial strain, and
the small lateral strain magnitudes under large axial strain magnitudes as characteristic features of
deformation in open-cell elastomeric foams.

capable of describing the features of the equilibrium, hyperelastic response of open-cell elastomeric
foams, they can be unwieldy to work with (e.g., Petre et al., 2006; Widdle Jr. et al., 2008). Material
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parameter fitting is a challenge, and a fitted model typically has minimal extrapolative potential,
often providing poor predictions in loading scenarios not used in fitting or becoming unstable
beyond the fitted range. Other hyperelasticity models utilize free-energy density functions that
depend on the principal invariants of the Cauchy-Green deformation tensors, including the well-
known Blatz-Ko hyperelasticity model (Blatz and Ko, 1962) and its extensions (e.g., Murphy, 2000;
Ciambella and Saccomandi, 2014). The Blatz-Ko model can capture the response of compressible
foams up to moderate stretches but is not equipped to describe large-stretch behavior – specifically,
the plateau regime in compression. Other invariant-based approaches include polynomial-type
free-energy density functions (Yang and Shim, 2004; Anani and Alizadeh, 2011). Furthermore,
homogenization-based approaches (Danielsson et al., 2004; Lopez-Pamies and Ponte Castañeda,
2007a,b; Shrimali et al., 2019) consider porous elastomers with microstructures consisting of
closed-cell pores and result in explicit, invariant-based hyperelastic models that incorporate the
effects of microstructural features, such as the void volume fraction, pore size dispersion, and pore
shape. However, since these models invoke closed-cell microstructures in their derivations and
do not account for buckling in elastomeric-matrix ligaments, they cannot be expected to capture
the response of highly-compressible, open-cell foams under large compressive deformations – in
particular, the response in the plateau regime. We note that fully-micromechanical models, based
on strut-type unit cells (e.g., Shulmeister et al., 1998; Wang and Cuitiño, 2000; Brydon et al.,
2005; Sabuwala and Gioia, 2013; Gong and Kyriakides, 2005) or unit cells involving cylindrical
or spherical voids (e.g., Guo et al., 2008; Chen et al., 2018; Shrimali et al., 2019), have been
used to capture the equilibrium behavior of elastomeric foams with different microstructures.
While such modeling approaches provide important physical insights, they are computationally
expensive to apply to problems involving length scales much greater than the characteristic size
of the porous microstructure, and hence, explicit hyperelastic models are valuable. Second, we
discuss viscoelastic modeling approaches for capturing the rate-dependent response of open-cell
elastomeric foams at elevated strain-rates. Less work exists on this point. A common approach
is to adapt techniques from linear viscoelasticity, such as using a Prony series to describe a time-
dependent modulus in a hyperelasticity model (e.g., Yang and Shim, 2004; Anani and Alizadeh,
2011; Briody et al., 2012; Ju et al., 2015); however, this approach is not thermodynamically-
consistent. A more rigorous modeling approach has been undertaken by Bergström (2006) with
some success.

The purpose of this project was to develop a comprehensive methodology for the experimental
characterization and constitutive modeling of non-localizing, isotropic, open-cell elastomeric foam
materials. One challenge is obtaining accurate full-field kinematic measurements, which is crucial
to ensure that deformation is homogeneous during characterization experiments and to measure
both axial and lateral strains under large deformations. Digital image correlation (DIC) has
become a widely utilized non-contact, full-field displacement measurement technique for obtaining
accurate material kinematics. Despite the significant advances made to date, high resolution
reconstruction of finite deformations for images with intrinsically low quality speckle patterns
or poor signal-to-noise content – both of which occur for elastomeric foams – has not been
fully addressed. In particular, large image distortions imposed by materials undergoing finite
deformations create significant challenges for most classical DIC approaches. To address this
issue, we developed a new open-source DIC algorithm (qDIC) that incorporates cross-correlation
quality factors (q-factors), which are specifically designed to assess the quality of the reconstructed
displacement estimate during the motion reconstruction process. A q-factor provides a robust
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assessment of the uniqueness and sharpness of the cross-correlation peak, and thus a quantitative
estimate of the subset-based displacement measure per given image subset and level of applied
deformation. The incorporation of energy- and entropy-based q-factor metrics leads to substantially
improved displacement predictions, lower noise floor, and reduced decorrelation even at significant
levels of image distortion or poor speckle quality. Furthermore, q-factors can be utilized as
a quantitative metric for constructing a hybrid incremental-cumulative displacement correlation
scheme for accurately resolving very large homogeneous and inhomogeneous deformations, even
in the presence of significant image data loss. This contribution is described in Landauer et al.
(2018).

Next, hyperelastic model development and material parameter estimation are informed by the
homogeneous simple compression/tension experiments shown in Fig. 1. Rather than basing our
isotropic hyperelasticitymodel on the principal invariants of the Cauchy-Green deformation tensors,
our hyperelastic model adopts those of Criscione et al. (2000), which are based on the invariants of
the logarithmic strain (Hencky, 1931, 1933). This choice is made on pragmatic grounds, since the
logarithmic-strain invariants of Criscione et al. (2000) may be associated with specific aspects of
deformation, enabling a more straightforward path to choosing and calibrating phenomenological
fitting functions that capture experimental data. For perspective, a number of isotropic, logarithmic-
strain-based hyperelasticity models have been proposed in the literature. Importantly, the work of
Anand (1979, 1986), showed that a simple quadratic free-energy function employing the logarithmic
strain is capable of capturing experimental data for a wide class of materials in the moderate-
stretch regime. Since then, various models have been successfully applied to incompressible
and nearly-incompressible materials in the large-stretch regime (e.g., Kakavas, 2000; Diani and
Gilormini, 2005; Horgan and Murphy, 2009; Xiao, 2013). Our work extends this literature towards
a constitutive modeling approach for highly-compressible materials. We decompose the free-
energy function into terms that represent the coupled volumetric/distortional, purely distortional,
and purely volumetric contributions to the response and select phenomenological fitting functions
for each term that capture our experimental data for open-cell polyurethane foam. We perform
several validation tests that probe the predictive capability of the hyperelastic model in a variety of
deformation modes, namely, compression, shear, and tension-dominated situations. This work is
described in Landauer et al. (2019).

Then, we extend the experimental characterization and constitutive modeling approach to
elevated strain-rates (10−3-10−1 s−1). Our constitutive modeling approach is based upon a phe-
nomenological decomposition of the response into a hyperelastic, equilibrium response and a
series of dissipative, non-equilibrium contributions (e.g., Bergström and Boyce, 1998; Reese and
Govindjee, 1998; Anand et al., 2009; Chester, 2012; Toyjanova et al., 2014). Our intent is to provide
an accessible characterization and modeling framework for highly-compressible elastic materials,
and we expect that future works will consider other specific, perhaps micromechanically-based,
fitting functions and extend the approach to other open-cell elastomeric foam materials.

The remainder of this report is organized as follows. Section 2 provides background on digital
image correlation (DIC) and describes the need for improved techniques. In Section 3, the basic
2D adaptation of Fast Iterative Digital Volume Correlation (FIDIVC) and its features are described;
the addition of q-factors for both point-wise quality assurance and global reference switching is
introduced; and the incremental-cumulative finite deformation summation scheme is discussed.
Section 4 presents the validation of the new q-factor based 2D-FIDVC (qDIC) algorithm. Our new
algorithm is used to experimentally measure the full-field deformation of an elastomeric foam in
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Section 5, which features poor speckle characteristics due to the high porosity of the material. In
Section 6, we describe our experimental program for characterizing the mechanical response of
the isotropic, polyurethane-based elastomeric foam, marketed under the “Poron XRD” trademark,
using homogeneous simple compression/tension experiments as well as our approach for validation
testing. Then, in Section 7, we present our hyperelastic constitutive model for the elastic behavior
of isotropic, open-cell elastomeric foams and apply the model to Poron XRD. In Section 8, the
constitutive model is validated in three configurations: first, spherical and conical indentation,
second, simple-shear-like deformation both without and with fixed-displacement pre-compression,
and third, tension of a specimen with circular holes, where the conditions are specifically chosen
to probe the model in compression, shear, and tension-dominated situations. In Section 9, we
discuss issues of stability and compare the proposed model with other important models from
the literature. Section 10 describes the experimental characterization of Poron XRD at elevated
strain-rates (10−3-10−1 s−1) and presents our viscoelastic model for isotropic, open-cell elastomeric
foams. Finally, we close with a summary and a discussion of the limits of the modeling approach
and future research directions in Section 11.

2 Background on digital image correlation (DIC)
Digital image correlation (DIC) is a longstanding image based non-contact, full-field displacement
measurement technique (Chu et al., 1985; Sutton et al., 1983; Schreier et al., 2009). Extensive effort
has been expended in developing and improving DIC algorithms, quantifying errors, and extending
the technique to 3D surface (3D-DIC) (Luo et al., 1993; Sutton, 2013) and full volumetric (digital
volume correlation) measurement (Bay et al., 1999; Bay, 2008; Franck et al., 2007; Pierron et al.,
2011; Fu et al., 2013) since its inception. Substantial prior work has focused on accurately
resolving small (i.e., subpixel), spatially varying displacement fields of either unknown (local DIC)
or known (global DIC) character and/or boundary conditions (Schreier et al., 2009; Hild and Roux,
2012). Several contemporary algorithms have implemented DIC-based tracking for large finite
deformations and have discussed the ongoing challenges distinct to resolving finite deformations
within the DIC framework (Blaber et al., 2015; Pan et al., 2012).

In the DIC method, intensity variations in an image of the specimen surface encode a unique
descriptor for a particular sub-region of the image. The intensity variations can be due to natural
specimen texture, or, more typically, a pattern of random “speckles" that are transferred to the
specimen prior to testing. Full-field displacements are determined by tracking the motion of image
subsets between an image of the reference (i.e., undeformed) configuration and a current (i.e.,
deformed) configuration by cross-correlation of image subset pairs (Schreier et al., 2009). Usually,
a transform, or shape, function of order n is adopted to map the reference configuration to the
deformed configuration, and the transformation parameters are iteratively adjusted to minimize
a cross-correlation matching error metric. Subpixel accuracy is achieved by interpolation of the
pixel-level cross-correlation.

For finite deformations, particularly in compression dominated modes, the matching between
reference and deformed configurations is more challenging for three primary reasons: (1) the
speckle pattern becomes highly distorted, (2) the portion of the image field of view subtended
by the specimen is reduced, and (3) large 0th-order (rigid body) motion exists. Each of these
effects are apparent in the diagram of Fig. 2. Thus, for tracking large finite deformations, DIC
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algorithms have used “reliability-guided" non-linear optimization schemes to obtain the parameters
of a higher-order shape function and utilized incremental (image n is compared to image n + 1)
or hybridized incremental-cumulative image switching, rather than a purely cumulative (image 0
is compared to image n) based comparison (Blaber et al., 2015; Pan et al., 2012). Cumulatively
switching offers lower error than incremental switching until image decorrelation begins, and it is
therefore important to carefully choose reference update points in a hybrid scheme.

A copious portion of the literature concerning DIC has discussed error sources, propagation,
mitigation, and error evaluation strategies at various measurement stages throughout the system,
from the speckling pattern to the final processing steps (Wang et al., 2016; Reu, 2013; Hild and
Roux, 2012; Schreier et al., 2009). The accuracy of the displacement reconstruction depends
upon the quality and characteristics (e.g., the gradients of intensity captured in a subset) of the
intensity pattern from which image subsets are sampled, in addition to the algorithm details
(Estrada and Franck, 2015; Pan et al., 2010; Dong and Pan, 2017; Crammond et al., 2013). For
finite deformations, speckle pattern quality can become degenerate, particularly in the transverse
directions to the principal deformation axis. The plots of spatial variation in intensity and intensity
gradient in Fig. 2 illustrate this in a synthetically generated image pair. Speckle pattern degeneracy
as a result of deformation-based image distortion or from regions that contain insufficient gradient
information has been quantified by a number of techniques. These were recently reviewed in detail
by Dong and Pan (2017) and by Crammond et al. (2013). The speckle pattern assessment techniques
provide a quality parameter either for an entire image or an image subset using either image intensity
distributions, e.g., by measuring intensity gradients (Pan et al., 2008, 2010), fluctuations (Hua et al.,
2011), speckle size/morphology (Yaofeng and Pang, 2007; Lecompte et al., 2006; Crammond et al.,
2013), or entropy (Yaofeng and Pang, 2007; Liu et al., 2015), or correlation-based heuristics, such
as autocorrelation peak sharpness (Bossuyt, 2013) or autocorrelation tallest peak to secondary
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Figure 2: Schematic and synthetically generated example images undergoing finite deformation
uniaxial compression. At large deformations, the speckles and pattern become highly anisotropic.
In the transverse direction, the information-carrying content of the speckle, the grayscale gradient,
becomes degenerate in both its magnitude and sharpness (slope), decreasing the overall quality of
the motion reconstruction process
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peak ratio (Stoilov et al., 2012). These metrics provide a deterministic way for quantifying the
information carrying potential and signal-to-noise ratio within a DIC image. The autocorrelation-
based measures are related to the idea of cross-correlation quality factors used within particle image
velocimetry algorithms that shall be discussed in detail later in this work.

To approach the issue of poor regions for correlation or decorrelation due to image distortion
within the DIC algorithm, several authors (Pan et al., 2012; Blaber et al., 2015) have developed
“reliability-guided" DIC (RG-DIC) implementations. In the RG-DIC technique, peak magnitudes
for zero-normalized cross-correlation (ZNCC) below a predefined threshold are used as indicators
for points to be skipped and re-evaluated when a better initial guess for certain shape function
parameters is available from nearby interrogation points. While the peak-value of the ZNCC offers
a basic indication of decorrelation, it is an incomplete metric of the signal quality of matching.
More complete evaluation of the loss-of-signal in cross-correlation is possible with the use of a
cross-correlation quality-factor (q-factor) (Kumar and Hassebrook, 1990; Xue et al., 2014). There
are four common q-factor metrics. First, the simplest and least informative is the peak-to-peak
ratio, in which the highest peak in the cross-correlation space is compared to the second highest
peak (Javidi, 1989). Second, the peak to root-mean-square ratio compares the overall signal noise
magnitude to the magnitude of the peak (Horner and Leger, 1985). Third, the peak to correlation
energy quantifies the distinctness of the primary peak energy from the correlation energy (Kumar
and Hassebrook, 1990). The fourth, peak to information entropy, compares the random correlation
noise to the height of the primary correlation peak (Xue et al., 2014). The final three q-factors are
based on analytical derivation from signal processing theory and the definition of signal-to-noise.
When incorporated into a DIC algorithm, q-factors may provide a reliable and mathematically
robust method for evaluating each measurement point, which we show to improve the measurement
accuracy.

The algorithm developed in this project utilizes a non-traditional technique originally introduced
for particle velocimetry applications of image correlation, termed the iterative deformation method
(IDM) (Scarano, 2002) in place of non-linear optimization of the deformation shape functions.
With the IDM a simple matching function with no optimization parameter is employed to estimate
themotion field, and this motion field estimate is used to iteratively warp the reference and deformed
configuration images. The total deformation field motion tracking problem is thus linearized into
a series of 0th-order deformation steps, such that large, arbitrary deformations are reconstructed
accurately and few switching points are required in the hybridized reference updating scheme.

3 q-factor based digital image correlation (qDIC)
The new algorithm that forms the basis for this work introduces q-factors to a computationally
efficient implementation for large deformation DIC. Considered in addition to the underlying IDM
framework, this improves the overall accuracy for finite deformationmeasurements in environments
with poor speckle patterns. The q-factor is used as a loss-of-signal metric in both local evaluation
of individual measurement points and global evaluation of image-pair decorrelation. For local
assessment, the individual displacement measurement point quality is estimated and used as a
threshold criterion. To reconstruct large deformationswith global quality information, the algorithm
employs a hybrid incremental-cumulative image pairing scheme with switching informed by the
global q-factor assessment.
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3.1 Fast iterative digital image correlation
A 2D version of FIDVC, which is extensively described by Bar-Kochba et al. (2015), formed the
basis for this work. The basic 3D to 2D conversion of FIDVC is termed FIDIC; both FIDVC
and FIDIC are made freely available1 to the community. The FIDVC algorithm is a Fast Fourier
Transform-based implementation of the IDM (Jambunathan et al., 1995; Scarano, 2002) designed
to reconstruct large deformations in 3D volumes, the salient features of which are summarized
below and outlined in the Modified 2D-FIDVC framework box of Fig. 3. For either technique
an image pair containing an image of the reference configuration of the specimen (the reference
image) and a second image of the deformed configuration (the deformed image) are analyzed to
reconstruct the encoded differential motion field.

During DIC processing, the images are divided into overlapping subsets with a given initial
square subset size, wi, and spacing, di, and the motion of each subset center is tracked via a
matching function. The final resolution of any subset-based algorithm is determined by the final
subset size and spacing. In the IDM scheme, the subset size and spacing are refined to w and d
respectively during the iterative deformation process, allowing low spatial frequency components of
the displacement to be captured in initial iterations, and higher frequency signals to be reconstructed
as the process continues. In general, the motion field estimate du between subsets of image n and
n + m for iteration k is computed via

I k−1
n (x) ⊗ Î k−1

n+m(x) → du (3.1)

where ⊗ is the cross-correlation operator, and k is an integer counter starting at one. See the
diagram in Fig. 4(a) for a schematic description of this process. The image subset windows are
treated independently such that computation is highly parallelizable. In the cross-correlation space
returned for each subset, a 3rd-order Gaussian polynomial is fit to the region surrounding the
peak value to determine the peak location, and hence the displacement estimate, with subpixel
resolution. To improve accuracy and compensate for the moving-average nature of the cross-
correlation function, a modular transfer function with weighing support for frequency fluctuation
suppression as given by Nogueira et al. (2005), i.e.,

ω(x) =
( 3∏

i=1
12

[����
xi

w

����
2
− 12

����
xi

w

���� + 3 + 0.15 cos(4πxi/w)

+ 0.2 cos(6πxi/w) + 0.1 cos(8πxi/w) + 0.05 cos(10πxi/w)
] )1/2

(3.2)

is incorporated into the cross-correlation operation, such that the complete formulation becomes

C(du) =
w/2∑

x=−w/2
ω(x) f (x) · ω(x + du) f̂ (x + du) (3.3)

where f and f̂ are the reference and deformed image subsets. As in Bar-Kochba et al. (2015), the
cross-correlation C may be computed in Fourier space from

C(du) = F −1{F {ω(x) f (x)} × F {ω(x + du) f̂ (x + du)}
}
, (3.4)

1See GitHub, https://github.com/FranckLab
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Figure 3: Algorithm outline showing the major steps taken to measure displacements from an
image series containing N images. In the Modified 2D - FIDVC framework block, the displace-
ment between an image pair consisting of a reference image (In, the n’th image in the series) and
a deformed image (În+m, the (n + m)’th image in the series) is measured and q-factors for each
measurement point are calculated. The displacement measurement is conducted in an iterative
deformation method framework where at each iteration, k, the images are warped with the dis-
placement estimate from the previous step until they converge to identical images. After initial
convergence, the process is repeated with decreasing subset size and spacing until the final desired
resolution is reached. In q-factor based reference updating, several q-factor based measurement
quality metrics are checked for indications of decorrelation between the reference and deformed
images. The algorithm checks whether the standard deviation of q-factor values, the total number
of low q-factors, and the maximum connected area of low q-factors is small. If any of the checks
fail, a reference update is performed wherein the first image in the image pair is updated to the
(n + m − 1)’th image in the series. If no reference update is needed the second image in the image
pair is updated with the next image in the series
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where F indicates a Fourier transform. A normalized cross correlation formulation, which is used
throughout this work, is optionally available although at considerable time-cost, in which case the
Matlab formulation (based on Lewis (1995)) is directly utilized.

From the incremental motion field du, the total motion field must be built up by a series of
linearized iterative steps. This is accomplished through the summation of the incremental fields,

uk =
∑

k

uk−1 + du (3.5)

and symmetric warping of the original reference image (I k) and deformed image (Î k) by the new
total displacement field estimate, i.e.,

I k (x) = I0(x − uk/2)

Î k (x) = Î0(x + uk/2).
(3.6)

The warping function utilizes bicubic spline interpolation since the increased computation cost of
the higher-order interpolant for 2D images is negligible.

In general, the IDM has no guarantee of convergence and can become unstable, so a specialized
low-pass convolution filter p(ξ) (Schrijer and Scarano, 2008) is applied during displacement
summation, such that (3.5) becomes

uk = p ∗ *
,

∑
k

uk−1 + du+
-
. (3.7)

Additional spurious displacement measurement points (due to, e.g., mismatching or poorly defined
cross-correlation peaks) are removed with a universal median test (Westerweel and Scarano, 2005)
and replaced with an energy-minimizing plate metaphor-based interpolant using the displacement
values from the adjacent measurement points.

Following the procedure described above, the algorithm continues iterating until a stopping
criterion for convergence is met. Since the IDM attempts to warp the images toward each other,
the relevant measure for ending iterations is image similarly. For this implementation, an error-rate
based formulation is adopted where the change in normalized sum-of-squared-difference between
the images in the image pair is tested against the stopping criterion. A stopping criterion is defined
for each spatial resolution and as the criteria are met, the algorithm refines subset size and spacing
until the final resolution, which is set by the user, e.g., w = 16 pixels (px) and d = 8 px, is achieved.
After final convergence, the displacement field is output. For an image series, FIDIC can be run in
either incremental or cumulative mode. Total displacements are either given by summation of the
displacement increments (incremental) or computed directly with reference to the initial stress-free
configuration (cumulative).

3.2 Cross-correlation assessment via q-factors
As shown in Figs. 3 and 4(a) , the incremental displacement measure, du, at each iteration step
k is obtained by cross-correlating the subset image intensities in the reference and deformed
images. A key improvement of the q-factor based qDIC method over the basic FIDIC is to
add an additional level of signal quality assessment during cross-correlation via a performance
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the corresponding subset displacement. (c) In this work, two q-factors have been used as reliable
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the peak-to-information-entropy ratio (qPIE). All q-factors are normalized, and a quality threshold
is established as one standard deviation below the mean of the best fit Gaussian to each q-factor
histogram
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metric. Various metrics to estimate the signal-to-noise-ratio (SNR) of cross-correlation between
two signals are well established (Kumar and Hassebrook, 1990). These techniques have been
discussed extensively in the context of particle image velocimetry (PIV) for estimatingmotion fields
in fluid flows (Charonko and Vlachos, 2013). By quantifying the sharpness and distinctness of the
cross-correlation coefficient peak and comparing it to the underlying signal, these metrics offer a
robust technique to establish the quality of the cross-correlation itself, hence the term quality-factors
of cross-correlation. The q-factors directly evaluate the ability of the cross-correlation coefficient,
C(x), to give accurate and reliable displacement measurement results, and assess how trustworthy
a particular motion estimate is. The distinction between a high and low q-factor is illustrated in
Fig. 4(b).

Two q-factors are of particular note, the peak-to-correlation-energy ratio (qPCE) and the peak-to-
information-entropy ratio (qPIE). The physical origin of both thesemethods is rooted in information
theory, and they have been shown to offer reliable performance in providing accurate displacement
measures over a variety of image sets (Kumar and Hassebrook, 1990; Xue et al., 2014). The
qPCE compares the magnitude of the strongest peak to the normalized correlation signal energy by
computing

qPCE =
|C(x)max |

2

1
L

(∑
L |C(x) |2

) (3.8)

where C(x) is the cross-correlation coefficient and L is the size of the cross-correlation space.
Based on the Shannon entropy (Shannon, 1948) of the image cross-correlation coefficient, the qPIE
is computed from a 30-bin histogram of the cross-correlation space,

1
qPIE

= −

30∑
i=1

pi log pi (3.9)

where pi is the probability of finding a given point in the ith bin. The remaining two q-factors,
first-to-second peak and peak to root-mean-squared signal, capture fewer features of the correlation
space (C(x)) in a single metric and were found to offer less robust performance. Both the q-factors
can be normalized in the range [0, 1] for a given population, e.g., the set of q-factors drawn from
correlating all subset points within an image pair.

Once q-factors have been computed, a threshold levelmust be defined to distinguish high and low
quality correlation points, which in turn define a cutoff for reliable versus unreliable displacement
estimates. For a given iteration in the IDM, the number of cross-correlated measurement points and
q-factors is set by the image size and subset spacing. The population of q-factors for each q-factor
type generally features a normal, Gaussian-like distribution sampled about an unknown mean. As
one or more image regions become decorrelated, e.g., due to image degradation, the distribution
becomes bi-modal. To establish an appropriate q-factor threshold, a maximum likelihood estimator
(MLE) was used to fit a bi-modal Gaussian density function to the q-factor histogram. If the mean
± standard deviation of the the two estimated peaks overlapped, no second peak was recorded,
and the MLE was recomputed for a uni-modal Gaussian density function. For either case, the
quality threshold was the largest-q-factor-value peak minus one standard deviation (see Fig. 4(c)).
Measurement points failing the quality threshold test were discarded from the displacement field
and replaced with interpolated values via the plate-metaphor interpolation scheme as described in
Section 3.1, supported by points with high q-factor scores. Edge points and discarded points within
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a prescribed distance from an edge typically have low, poor-quality cross-correlation coefficients
due to limited data along the image periphery. Thus, in the final iteration these points are discarded.

3.3 q-factor based reference configuration updating
A balance of error sources exists between incremental and cumulative mode steps. Incremental
steps contain less decorrelation error than cumulative image comparisons beyond image n + 1,
but random errors are summed and may quickly grow. To minimize this effect, a hybridized
incremental-cumulative technique was implemented for updating the reference image during a
time-lapse experiment, as outlined in Fig. 3 in the q-factor based reference updating box. In this
scheme the occurrence of extensive decorrelation was evaluated via the q-factor map of the final
iteration of a given image pair. Three features of the q-factor map are important when considering
overall decorrelation between an image pair. First, the total number of thresholded q-factors must
not exceed a given percentage of the total displacement measurement points, typically set to 15%.
Second, the largest simply-connected areamultiplied by its eccentricity plus a small factor to prevent
degeneracy must not exceed a specified area, typically 121 px. Third, and most importantly, the
standard deviation of normalized q-factors, Gaussian distribution described in Section 3.2, must
not exceed a predefined level, typically set to 0.13 px ± 0.01 px. These threshold numbers were
empirically established by analyzing datasets of known displacement. The variability in width is
to account for changes in sample size. If any of these conditions are exceeded, decorrelation is
indicated. The reference image is updated to the image immediately prior to the current deformed
configuration image, the location of the reference update is flagged, and the IDM is rerun with the
new reference image. If adjacent images fail the q-factor check the pair is flagged again and the
algorithm continues to the next image.

3.4 Incremental and hybrid displacement cumulation
DIC algorithms are usually run in either incremental or cumulative mode. However, while measur-
ing large deformation in cumulative mode, significant decorrelation can occur between images in a
pair (image 0 compared to image n) for large n, which leads to large displacement errors. To circum-
vent this issue, qDIC is executed in a hybrid incremental-cumulative mode and we explicitly utilize
our q-factor metrics to inform reference image updates when significant decorrelation between an
image pair occurs. Subsequently, the displacements from this hybrid incremental-cumulative mode
are converted to cumulative displacement measures.

This displacement conversion is conducted as follows. Consider a time-lapse image series
analyzed from image 0 to image N , where significant decorrelation is detected using q-factors when
reconstructing the cumulative displacement between image 0 and image m+1. Consequently, image
m is updated as the reference image, and the cumulative displacements are then computed between
image m to image N . Up until image m the cumulative displacement (u0

p where 0 < p ≤ m) between
image 0 and image p is computed at the grid points xgrid0 defined by the subset spacing in image
0. While between image m and image h, the cumulative displacement (um

q where m < q ≤ h),
between image m and image q, is computed at the grid points xgridm defined by subset spacing in
image m. The original grid points xgrid0 in image 0 move to positions xgrid0 + u0

m in image m. The
cumulative displacements um

q computed at xgridm in image m are interpolated using bi-cubic splines
onto the original grid points in image m and summed with u0

m to compute the total cumulative
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displacement u0
q. This step is similarly repeated for multiple reference image updates to compute

the total cumulative displacement.

4 Validation of the qDIC algorithm
To assess the improvement in displacement measurement accuracy by employing both the qPCE and
qPIE q-factor metrics, we generated synthetic image stacks with analytically imposed displacement
fields. A four stage validation process was adopted where the performance, namely accuracy and
precision, was first assessed for zero-displacement images with varying image distortion applied
to both images in a pair. Second, the performance on a homogeneous displacement field was
characterized. Third, we applied a known inhomogeneous displacement field, and fourth, the
algorithm was executed on the SEM Challenge #14 dataset. Three minimum subset sizes were
employed throughout the validation process.

4.1 Synthetic image generation
Synthetic images were constructed by seeding higher-intensity regions (i.e. speckles) into a dark
background. Seeding locations were semi-randomly generated using the Poisson Disk sampling
algorithmwith a cut-off radius 0.5 px greater than the seeded speckle characteristic radius, typically
3 px. An integer number of seed locations were used such that the final fill factor of speckles was
approximately 50%, typically 50,000-65,000 particles for a 2 MPx initial image.

Speckles were generated at high resolution, convolved with a point spread function (PSF),
downsampled, and interpolated into the complete image. The original speckle intensity was
defined by a top-hat function of radius r0, given by

S(x1, x2) =
1

1 + exp
(
−2γ

[
1 − x2

1/r
2
0 − x2

2/r
2
0

] ) (4.1)

which is parameterized by γ = 1000, the decay rate of the intensity. Image formation optics were
idealized by a symmetric Gaussian approximation to the Bessel function of the PSF for a 40x
microscope objective with green (λ0 = 532nm) speckles,

PSF (x1, x2) = exp *
,
−

x2
1

2s2 −
x2

2
2s2

+
-

(4.2)

where s = 0.21L
N A , with L = λ0r

0.5×10−6 and N A = 0.7 is the numerical aperture of the lens. Here r is
the integer-valued radius of the speckle on the final pixel grid.

The speckle image is the convolution of the separable PSF and the intensity distribution of the
speckle, thus,

B(x1, x2) = PSF (x1, x2) ∗ S(x1, x2)

=

2r∑
ξ1=−2r

exp *
,
−
ξ2

1
2s2

+
-
×



2r∑
ξ2=−2r

exp *
,
−
ξ2

2
2s2

+
-

I
(
x1 − ξ1, x2 − ξ2

)

(4.3)
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gives the image of a single speckle on a grid of 4r + 1 by 4r + 1 pixels with the speckle at the
center. After convolution, speckle images were downsampled to the final pixel grid via binning of
intensities to mimic the light collection of an image sensor. For each seed point location in the final
image the downsampled speckles were added using bicubic spline interpolation.

After all speckles were placed into the final image, noise was added. Two types of random noise
were used to mimic noise present in typical experimental images. First, white Gaussian noise was
added at a signal-to-noise ratio of 25 and a background black-level of approximately 2% to simulate
random noise. Second, each pixel was resampled from a Poisson distribution to simulate shot noise
during image acquisition. Any pixels above the saturation limit were then set to the limit, and the
whole image was renormalized to 255 grey-levels (i.e., an 8-bit greyscale range). A 512x512 px2

region in the center of the image was output as the final synthetic image.

4.2 Analytical displacement fields
To prescribe deformation fields in the synthetic images, the same image generation process was
conducted with two additional steps. The locations of the seed points were changed according to
the known, analytical deformation map, and the speckle images for each location were deformed
according to the local, affine deformation. By simulating the motion field in this way large-
deformation interpolation was avoided, reducing potential artifacts introduced due to the image
warping process.

To alter bead locations, the deformation mapping function for the image is applied to each seed
point. At seed point n the reference position X n

i is updated to the deformed position xn
i by adding

the displacement un
i (X n

i ) evaluated from the deformation mapping function, i.e.,

xn
i = X n

i + un
i (X n

i ), (4.4)

which are the locations now to be seeded with speckle images. Speckles in the deformed config-
uration that moved farther than 2r pixels outside of the original image boundary were discarded.
Speckles within this margin region were seeded, but the image was cropped to the original dimen-
sions after seeding such that the image boundaries suffered no loss of speckle information.

Each speckle was deformed according to an affine approximation to the underlying displacement
field before seeding into the deformed image. The analytical displacement field in a 2r px square
centered at the seed point is densely sampled at ten times the pixel sampling frequency, and the local
deformation gradient is determined via a least-squares plane fitting procedure (see Section 5.2).
This deformation gradient is used towarp the high-resolution speckle image before convolutionwith
the PSF and downsampling to the nominal post-binning size. The appropriately deformed speckle
image for each seed point n is then added to the final image, as discussed in Section 4.1. Non-rigid
speckles were thus simulated for large deformation without introducing interpolation artifacts. For
all experiments, initial image sizes were chosen such that the final 512×512 px2 region used as
input to the qDIC algorithm was fully seeded with speckles throughout the deformation process.

4.3 Zero-displacement noise floor assessment with image distortion
To determine the noise floor as a function of speckle warping, and thus signal degradation, a series
of zero-displacement image pairs at various levels of axial strain (schematically illustrated in Fig. 2)
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Figure 5: Standard deviation error from a rigid-body motion zero displacement field, plotted as
a function of image distortion. Images in each pair contain unique synthetic noise and were
analytically distorted via incompressible uniaxial compression or tension fields centered in the
image in x2 and the bottom edge of the image in x1 to the given strain levels. The u1 error is plotted
as a function of the nominal axial image distortional strain, and u2 error is plotted as a function of
the transverse distortional strain for minimum subset sizes w = 16, 32, 64 px. The qDIC algorithm
has lower error and is a flatter function of image distortion, indicating improved robustness to image
noise and degenerating speckle quality. (Insets) Histograms of the recovered displacement for the
distortion-free, zero-displacement cases for each qDIC minimum subset size (baseline)

was generated. In this synthetic dataset, each image contained unique Gaussian and Poisson noise
but seed points were identical. Distorted images for pairs undergoing incompressible uniaxial
compression and tension with prescribed nominal strains up to 75% in 1% increments were created
to simulate the increasing degeneracy of the speckle pattern with increasing distortion (Fig. 5).
This provides an assessment of the qDIC displacement measurement result between each image
pair at given applied nominal axial strains. The mean and the standard deviation of the normally
distributed displacement histogram yields a visual representation of the algorithm’s accuracy and
precision, respectively, in recovering the applied rigid body motion.

The noise level and matching error depend upon the amount of spatial averaging that the
algorithm utilizes. Therefore, the minimum subset size, w, is a key factor in setting the noise floor,
since smaller minimum subset sizes yield less spatial averaging, usually resulting in an increased

16



noise floor, in the final displacement field. Three minimum subset sizes, w = 16, 32, 64 px, were
utilized for the FIDIC and qDIC implementations presented here. Both algorithms include an
error-minimizing iterative process and outlier removal. Since the qDIC algorithm extends outlier
removal from the standard post-measurement fluctuation-based paradigm (Bar-Kochba et al., 2015)
to include the newly introduced q-factors, the noise level is reduced. Both of these effects are
present in the plot of standard deviation (1σ) of displacement versus the image distortional strains
in Fig. 5. Representative displacement distributions for 0% distortion (baseline) are shown in
histogram form for each subset minimum size in the three insets in Fig. 5. The characteristic
distribution remains Gaussian-like, but the width dramatically decreases for larger subset sizes, due
to the intrinsic smoothing operation of the larger correlation subset windows.

4.4 Homogeneous deformation reconstruction assessment
To assess the algorithm’s performance in a more realistic deformation, an image dataset consisting
of single images with a homogeneous deformation field was evaluated. The analytical field for this
case was uniaxial compression to 75% nominal compressive strain. The center of the displacement
field was located at the bottom center of the image, i.e., x1 = 0, x2 = 255.5 px. Transverse
displacements were symmetric about the centerline of the image and u1 increased linearly with x1.
Contours of these displacement fields are visualized in Fig. 6(b).

The mean displacement error is assessed by computing the mean squared pointwise displace-
ment difference from the analytical field. This error measurement formulation is expressed as,

uerr =

√∑
I

(
uDIC − uanalytical

)2

N
(4.5)

where
∑

I indicates a sum across all measurement points in the image and N is the total number of
measurement points. The plot of mean displacement error versus nominally applied axial strain is
given in Fig. 6, comparing the performance for both the FIDIC and qDIC algorithms at minimum
subset sizes of w = 16, 32, 64 px.

The plot in Fig. 6(a) shows that the error levels in both algorithms are comparable for displace-
ment fields that are not highly distorted. The increased spatial averaging of larger minimum subset
sizes tends to reduce error levels, which is expected for a homogeneous deformation field. At a
critical strain (between 45% and 50% depending on the experimental details) the FIDIC algorithm
accuracy, for smaller subset sizes, begins to decrease dramatically. Increases in error rate for both
u1 and u2 occur at the same deformation step for FIDIC, but not qDIC, which benefits from the
q-factor based hybrid incremental-cumulative switching scheme (Fig. 3).

4.5 Inhomogeneous deformation reconstruction accuracy
Since the most useful applications for DIC techniques involve the resolution of highly localized
deformation fields, we evaluated the performance of our qDIC algorithm for an image set undergoing
an inhomogeneous loading scenario. Here, we chose the well-characterized hole in an infinitely-
thick plate problem featuring a hole of radius a under applied far-field compression. For this set
of tests the hole was centered within each image. The linear elastic solution for the displacement
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Figure 6: Mean displacement error determined from an analytically imposed homogeneous defor-
mation field. (a) Mean displacement error as a function of applied strain. (b) Contour plots of the
displacement magnitude, |u|, u1, and u2 of the recovered deformation field via qDIC

fields is given by the Michell solution (Michell, 1899) under plane strain boundary conditions,

u1(x1, x2) =
aσ∞
8µ

{
r
a

(κ + 1) cos θ +
2a
r

[(κ + 1) cos θ + cos 3θ] −
2a3

r3 cos 3θ
}
,

u2(x1, x2) =
aσ∞
8µ

{
r
a

(κ − 3) sin θ +
2a
r

[(1 − κ) sin θ + sin 3θ] −
2a3

r3 sin 3θ
}
,

(4.6)

where µ = E
2(1+ν) , κ =

3−ν
1+ν , r =

√
x2

1 + x2
2, and θ = arctan (x2/x1). The control variable to impose

displacement is the far-field stress σ∞, which is modulated such that strain steps are produced in
approximately 1% increments. The two material properties, Young’s modulus and Poisson’s ratio,
were taken as E = 1 MPa and ν = 0.3 respectively. The hole radius was set to a = 120 px. The
maximum axial compressive strain was restricted by the onset of the central hole closing. The linear
elastic assumption no longer holds at these strain levels, however it suffices to provide well-defined
analytical motion field for validation the reconstruction capability of the DIC algorithms.

The mean displacement error as a function of the applied far-field strain is given in Fig. 7(a),
while Fig. 7(b) shows contours of the recovered displacement magnitude and displacement error
between the analytically imposed and reconstructed displacement fields. As can be seen from
Fig. 7(a) the error level as a function of minimum subset size behaves differently between the
FIDIC and qDIC algorithms. For the qDIC algorithm the w = 32 px subset size balances spatial
averaging and noise suppression, resulting in the lowest overall error. The higher inherent noise
with FIDIC requires the additional smoothing of w = 64 px to reduce mean error, but is unable to
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displacementmagnitude fields fromboth qDIC and FIDIC, and the absolute error from the analytical
displacements. A minimum subset size w = 32 px was used for both algorithms in these plots

fully capture the higher spatial frequency displacement signal content of the u1 field at that subset
size.

The difference in reconstruction noise in the displacement signal is evident in the contour plots
of Fig. 7(b), both of which are for a subset of w = 32 px. When examining both contour plots,
it is visually apparent that qDIC outperforms FIDIC near boundaries where signal quality is lost
due to incomplete information content in some subsets and in high-gradient regions where speckle
distortions are greater. This is borne out by contours of displacement error magnitude, where
large-gradient regions (i.e., tight banding in the displacement magnitude contours) tend to have
comparatively large errors. Furthermore, the displacement errors in FIDIC are generally noisier.

4.6 SEM challenge #14
The Society for Experimental Mechanics provides several benchmark cases for evaluating DIC
algorithm performance. The qDIC algorithm targets large displacement and high spatial frequency
fields. Although not originally designed for large-deformations, the Sample #14 L5 test is a
standard benchmark evaluating the reconstruction capability of DIC algorithms for varying spatial
frequency signals. The image pair of Sample #14 L5 was analyzed via our qDIC algorithm, and
the contour plot of the resultant displacement field is shown in Fig. 8(a). The mean and standard
deviation of the resultant displacement field were taken in the x1 direction for each pixel in x2,
and compared to the provided imposed displacement. Although optimized for large deformations
this algorithm reconstructed the high-spatial frequency subpixel displacement field with overall
pointwise absolute error of 5.4±4.4% (0.0054±0.0044 px) and root mean squared displacement
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and one standard deviation (shaded region) of u2 displacement averaged across the x1 direction.
The prescribed analytical displacement (dashed line) is shown for comparison

deviation (〈(uqDIC−uanalytical )2〉)1/2 = 0.007 px. At the highest spatial frequency in this sample, the
qDIC algorithm continues to accurately track the displacement with minimal aliasing or amplitude
attenuation due to the high spatial frequency reconstruction capacity of the IDM.

5 Experimental application of qDIC
As a real-world application of our new qDIC algorithm, an experimental test case consisting of
uniaxial compression of an elastomeric foam to 65% nominal compressive strain was considered.
In this experiment, a scientific camera and optical system was employed to image a face of the
foam specimen that had been speckled. An image series was taken through the loading-unloading
process, such that the entire deformation process was recorded.

5.1 Experimental setup
Load Frame Configuration: The load frame consisted of a custom benchtop system attached
to a vibration isolated optical table. The loading apparatus was comprised, from top to bottom,
as in Fig. 9(a), of a linear actuator (Ultra Motion, Cutchogue, NY; 0.6µm step resolution), load
cell (LCFD-50, Omega Engineering, Stamford, CT), load alignment pivot, top and bottom platens,
and two 90◦ opposed linear translation stages in an aluminum frame. Control and measurement
was achieved via a data acquisition system (National Instruments, Austin, TX) operated through
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LabView (National Instruments, Austin, TX). A schematic of the arrangement is shown in Fig. 9(a).
Shear and bending loads on the specimen were minimized by the load alignment pivot consisting
of a spherical indenter tip in contact with the flat top surface of the top platen. Platen thickness
was chosen to minimize bending and ensure uniform contact pressure along the top surface of the
sample to impose uniaxial compression. Top and bottom platens were machined from lubricious
graphitic carbon steel and carefully lubricated to minimize frictional confinement (i.e., barreling).
To this end, contact areas of the platens were dusted with 35µm spherical glass beads, such that
rolling friction dominated the initial stages of compression. A layer of powered graphite lubricant
minimized friction during subsequent compression.

Optical System Configuration: An optical system for single camera imaging of the specimen
surface consisted of a camera with control computer, lens, polarizers, and lights was affixed to the
optical table facing the load frame, see Fig. 9(b). The camera is a full-format 5.5 MPx greyscale
sCMOS unit with 6.5µm pixel pitch (edge5.5, PCO-Tech Inc., Romulus, MI). A linearly polarized
long-distance microscopy lens (K2/S, Infinity Photo-Optical Company, Boulder, CO) with 660 mm
-∞ focal distance and 1.8x magnification was used for image formation. The specimen surface was
illuminated via a pair of high-intensity LED light panels (Lykos Daylight, Manfrotto, South Upper
Saddle River, NJ) having a linear polarizing film (American Polarizers Inc., Reading, PA) attached
at a 90◦ offset from the lens polarizer. The cross-polarization reduces glare and specular reflections
from the load frame and specimen, improving image quality for DIC (LePage et al., 2016).

Specimen Preparation: The material used for this test case is a polyurathane-based 9 lb/ft3 (void
volume fraction approximately 80%) open-cell elastomeric foam that has been designed for impact
protection (XRD, Rogers Corp., Rogers, CT). Specimens were excised from sheets of raw material
via a vertical bandsaw and are approximately 13mm x 10mm x 10mm in size. One 13mm x 10mm
face of the specimen is designated as the DIC face and prepared appropriately. A black background
paint (Acrylic Ink!, Liquitex Artist Materials, Piscataway, NJ) with white speckling paint (High
Flow, Golden Artist Colors Inc, New Berlin, NY) was used. Both paints are low-viscosity acrylic
compounds and are applied using a gravity-feed dual-action airbrush (HP-C Plus, Iwata Medea
Inc, Portland, OR) to create small, regularly sized, and high-contrast speckles. After speckling, the
specimen cross-sectional area was measured, and the specimen was placed on the bottom platen,
moved into the load frame such that the speckled face was at the focal plane of the lens, and the
top platen set in place. Alignment under the compression device was an incremental process of
applying small-to-moderate deformations while minimizing angular discrepancy between top and
bottom platens. After alignment, the specimens were allowed to relax for approximately 1 hr prior
to testing.

5.2 Experimental procedure
Once aligned a displacement controlled uniaxial compression experiment was conducted. A sym-
metric triangular displacement function peaking at 65% nominal compressive strain at a nominal
strain-rate of 2 × 10−4 s−1 was utilized. Throughout the duration of the experiment, images were
taken at 0.1 Hz and load data were acquired at 50 Hz. The image series was downsampled by a
factor of three for computational tractability and input into the qDIC. A region of interest as show
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Figure 9: Schematic of the experimental uniaxial compression setup. (a) Front view of the
compression device, showing the important components needed to deform the specimen, while
minimizing shear and frictional forces and measuring the applied force. (b) Top view of the
imaging platform used to collect experimental data for the qDIC algorithm. Light panels with linear
polarization illuminated the specimen, while a long-distance microscope lens with perpendicular
polarization formed images for the full-format scientific camera

in Fig. 10(a) was selected and the algorithm was run on 12 cores with 64Gb of memory on the
Brown University Center for Computation and Visualization cluster. The qDIC settings were as
given in Table 1. Homogenized spatial derivatives of displacement were taken by utilizing a global
plane fitting procedure to the displacement field of a given displacement component, i = 1, 2. An
example of such a displacement field pair is shown in Fig. 10(b). For a given displacement step, n,
the coefficients of the best-fit plane pkl determined by a robust bisquare linear least-squares fitting,
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Specification Details

Technique Single Camera q-factor
Based Digital Image
Correlation

Camera noise 0.3 %
Pre-filtering Gaussian, [3px,0.2]
Min. Subset Size 32 px
Min. Step Size 8 px
Correlation crite-
rion

FFT-based ZNCC

Interpolation Bicubic splines
Image size 513 x 1281 px2

Measurement
points

10465

Number of images 231 (0.1 Hz)
Pixel-to-mm con-
version

1 px = 0.001 mm

Resolution: spa-
tial

16 px = 0.016 mm

Resolution: noise 0.05 px, 0.00005 mm

Table 1: Digital image correlation specification details for the experimental test case

are computed such that,
un

i (x j )plane = pn
i0 + pn

i j x j, (5.1)

where the summation convention is implied for i, j = 1, 2, and terms with zero subscripts are typical
negligibly small rigid offsets. The deformation gradient is simply,

Fi j = pi j + δi j . (5.2)

The polar decomposition of Fi j is Fi j = RikUk j where Rik is the rotation tensor and Uk j is the
right stretch tensor. The principal stretches are determined from the spectral decomposition of the
right stretch tensor Uk j . Since the rotation tensor Ri j was determined experimentally to be close
to identity (rotations are O(10−2) smaller than stretches), Fi j ≈ Ui j . In direct notation the spectral
decomposition of U is then

U = λe1 ⊗ e1 + λTe2 ⊗ e2, (5.3)

where λ is the stretch in the loading direction, λT is the stretch in the transverse direction, and e1 and
e2 are the basis vectors of the measurement space (x1, x2), as given in Fig. 10. Under the conditions
outlined above the nominal strain, as used in the validation cases, is simply e = λ − 1. The nominal
uniaxial stress was computed by normalizing the measured force by the undeformed specimen
cross-sectional area in the typical fashion. Image-based data and force data were temporally
aligned by manually matching the onset of loading with the first observable deformation, and both
engineering stress and stretch were resampled to 500 datapoints in the time domain using bi-cubic
spline interpolation.
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Figure 10: Experimental uniaxial compression images and contours of measured displacement
fields. In this test case the foam undergoes large deformations and severe speckle distortions
occur. The qDIC algorithm reconstructs up to about 400 pixels of displacement motion during
the deformation process. (a) Example images from the experimental dataset showing the initial
reference and fully deformed configuration. Note the relatively small Poisson effect and spherical
load alignment pivot in the deformed image. The region of interest used to extract DIC images is
denoted by the dashed box. (b) Contours of the qDIC measured displacement field for the fully-
deformed configuration show flat uniform banding in u1 indicating that little shear or displacement
localization occurs. Banding is less distinct for u2 since the signal level of the small lateral expansion
is closer to the measurement noise floor

5.3 Experimental results
Initial diagnostic results from the qDIC on a zero-displacement noise assessment image pair are
given in Table 1. The data listed show that the imaging system has relatively little shot noise. The
spatial resolution is set by the choice ofminimum subset size during the iterative refinement process;
the minimum size of w = 32 is suitable to achieve the measurement goal while balancing spatial
resolution and noise content in the images. Given this configuration, the noise-based displacement
error indicates that the speckle pattern before deformation is sufficient for subpixel accuracy at a
noise floor O(10−2) px.

Displacement contours measured with qDIC from imaging results (e.g., Fig. 10(a)) for the
fully-deformed configuration are shown in Fig. 10(b). For the axial u1 displacement component
case, the regular spacing of bands indicates a homogeneous displacement field with no compaction
band formation or other localization observable on the surface of the specimen. The parallel and
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Figure 11: Experimentally measured nominal axial stress-stretch and transverse behavior of a
polyurethane-based 9 lb/ft3 open-cell elastomeric foam undergoing large deformation uniaxial
compression. (a). The resultant engineering stress-stretch curve reconstructed from qDIC and
force measurements at quasi-static 2 × 10−4 s−1 strain-rates. (b) The transverse engineering stretch
(λT − 1) computed from the qDIC displacement fields as a function of applied axial stretch (1 − λ)

horizontal nature demonstrates that shear, rotation, and bending are minimal. Despite the large
deformation and associated measurement window size loss, qDIC tracks up to approximately 400
px of displacement. Resolving such large displacement, which has been extremely challenging
with many previous DIC formulations, is a unique feature of the q-factor based hybrid incremental-
cumulative qDIC computation scheme (Fig. 3). For transverse u2 displacement, the banding is less
well defined due to the high degree of compressibility, minimal transverse stretch, and significant
speckle distortion (Fig. 10(a) resulting in amuch lower signal-to-noise ratio in theu2 displacements).
The slight skewedness, curvature, and asymmetry visible particularly between x2 = 1000 to 1200
px is due in large part to asymmetrical frictional confinement as a result of imperfections in the
lubrication - an issue endemic to large deformation compression experiments.

Final stress-stretch and transverse-axial stretch curves are plotted in Fig. 11 for the complete
load-unload cycle. In the stress-stretch plot of Fig. 11(a) the initial stiffening, plateau, and
densification behavior typical of open cell foams is readily apparent. A small amount of hysteresis
occurs, particularly at large levels of compression, whichmay be due to rate-dependant (i.e., polymer
matrix viscoelasticity) or rate independent (e.g., frictional) effects. The apparent permanent set
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is a due to viscoelastic transients that do not completely decay during the imaging time-series.
In the transverse versus axial stretch plot shown in Fig. 11(b) a similar characteristic pattern
of increase-plateau-increase occurs, but at a much smaller amplitude. Note that although the
plateau region appears to exhibit substantial auxeticity, this is in part a visual artifact. The
decrease in transverse strain is less than ∼ 0.75% over about 30% axial strain, i.e., a linearized
Poisson-like ratio ν ≈ −0.025, during the plateau. The low noise floor of qDIC is needed in this
challenging environment so that these small transverse strains remain measurable despite large
axial deformation.

6 Experimental program for isotropic, elastomeric foams
In this section, we describe our process for experimentally testing the mechanical response of
isotropic, elastomeric foams. We perform two classes of experiments: (1) homogeneous char-
acterization experiments that are utilized to choose constitutive equations and estimate material
parameters and (2) inhomogeneous validation experiments that are utilized to test constitutivemodel
predictions. First, regarding characterization testing, we perform simple compression and simple
tension experiments. All kinematic data in these experiments are obtained using full-field digital
image correlation (DIC), which enables both axial and lateral strains to be obtained. Moreover,
we are able to ensure that no unintended inhomogeneous deformation (e.g., specimen barreling
or buckling, compaction banding, surface wrinkling, etc.) occurs during characterization exper-
iments. Second, we perform a variety of inhomogeneous validation tests, namely, spherical and
conical indentation, simple-shear-like deformation both without and with pre-compression, and
tension of a specimen with circular holes, each of which are discussed further in Section 8. These
validation experiments probe the predictive capability of the constitutive model in compression,
shear, and tension-dominated situations.

6.1 Foam material
The experimental testing procedures and constitutive theory presented in this report are intended
to be applicable to a large class of isotropic, open-cell elastomeric foams, provided that the
material is capable of deforming homogeneously and does not exhibit localized deformation, such
as compaction banding. In the present work, we consider three different relative densities of a single
type of foammaterial. Our selection is a polyurethane-based open-cell elastomeric foam developed
by Rogers Corporation (Poron XRD, Rogers, CT) for impact mitigation applications, which has
been the subject of previous studies in the literature (Yang and Shim, 2004; Tang et al., 2017).
The three relative densities considered, as specified by the manufacturer, are 144 kg/m3, 192 kg/m3,
and 240 kg/m3, which correspond to void volume fractions within the approximate range 0.75-0.95
and are hereafter referred to as the low, moderate, and high density foams, respectively. To get a
sense of the foam microstructure, Fig. 12 shows (a) a macro-scale image, (b) a micro-scale image,
and (c) a 3D volume render obtained via micro-computed tomography (µCT) for a representative
sample of the moderate density foam. The pore structure is highly random, and based on optical
microscopy measurements, the mean pore diameter is approximately 70 µm with a maximum pore
diameter of up to about 500 µm for the moderate density foam.
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Figure 12: Three images of a representative moderate density foam sample at various scales. (a)
The cut face of a foam cuboid. (b) Optical microscopy image of the microstructure of the surface
of a cut face. (c) Micro-computed tomography 3D volumetric render of the foam microstructure
(watershed-based binarization, in which black is void).

6.2 Specimen preparation
The details of specimen preparation depend on the specific type of test, but in general, specimens
are collected from as-received approximately 12.9mm-thick sheets of bulk material, speckled for
digital image correlation, and then installed in appropriate fixtures. For compression testing, foam
cuboids of approximately 10 × 10 × 12.9 mm3 are excised with a bandsaw. For tension testing,
dogbone specimens are cut using a 75WCO2 laser cutter (Universal Laser Systems Inc., Scottsdale,
AZ) to the ASTM D3574 standard geometry for tensile testing of foam polymers. For indentation
experiments (Section 8.1), 25.4× 25.4× 12.9mm3 samples are laser cut and bonded to an aluminum
backer on one of the large faces using a two-part epoxy (ITW Polymers Adhesives, Danvers, MA).
For each simple-shear-like experiment (Section 8.2), two 30 × 30 × 12.9 mm3 specimens are laser
cut, and each large, square face is epoxied to an aluminum backer. Finally, circular holes are cut
out of tension specimens to be used for the third type of validation testing (Section 8.3). DIC
measurements are used to obtain kinematic data in all experiments except for indentation testing,
and to prepare specimens for DIC analysis, a face orthogonal to the testing axis is speckle-painted for
each specimen. To speckle the specimens, a black base coat of acrylic ink (LiquitexArtistMaterials,
Piscataway, NJ) is airbrushed (HP-C Plus, Iwata Medea Inc, Portland, OR) on the surface, followed
by a white speckle layer (Golden Artist Colors Inc., New Berlin, NY). For each configuration, the
optical train employed is configured such that this technique yields speckles of approximately 3 to
7 pixels in size. Due to the inherent DIC challenges posed by mechanical testing of elastomeric
foams – namely, that large speckle distortions and speckle loss due to cell collapse or opening arise
when the material undergoes finite deformations – the custom, qDIC procedure described in the
preceding sections is utilized, which incorporates the concept of cross-correlation quality factors to
improve the accuracy of DIC measurements involving distorted speckle patterns undergoing large
deformations. Finally, for all experiments, both characterization and validation, three specimens
are tested, and each specimen is tested three times (i.e., nine total experiments per condition). For
repeated experiments on the same specimen, we ensure that the wait-time between experiments is
sufficiently long to allow complete relaxation of any time-dependent material physics, typically 3
hours or more in total test time.
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Figure 13: Schematic of the top and side views of the experimental setup as deployed on a vibration-
isolated optical breadboard. The arrangement of the two cameras with lenses, light panels with
linearly polarizing filters, and load frame is shown. Detail A gives front-view diagrams (i.e., as
seen by the cameras) of the fixtures used for (i) simple compression, (ii) simple tension, and (iii)
simple-shear-like deformation.

6.3 Experimental setup
A schematic layout of the optical system and loading apparatus used in our experiments is shown
in Fig. 13. For all experiments, the loading apparatus and control software are the same as that
described in Section 5.1 – namely, a screw-driven linear actuator (Ultra Motion, Cutchogue, NY)
and a load cell (LCFD-50, Omega Engineering, Stamford, CT) with a custom LabView (National
Instruments, Austin, TX) interface that allows synchronized actuator displacement control, actuator
displacement measurement, imaging, and force data collection. The optical system utilized to
collect data for two-dimensional DIC is comprised of a custom control computer, a scientific
camera (edge5.5, PCO-Tech Inc., Romulus, MI), a long-distance microscopy lens (K2/S, Infinity
Photo-Optical Company, Boulder, CO), polarizing filters (American Polarizers Inc., Reading, PA
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and Edmund Optics, Barrington, NJ), and LED light panels (Lykos Daylight, Manfrotto, South
Upper Saddle River, NJ), which is assembled on the same vibration-isolated table as the loading
apparatus. Additionally, for all experiments, a secondary imaging camera with a field-of-view
encompassing the complete specimen and load frame is used to detect any potential anomalous
loading conditions (e.g., onset of specimen failure at the grips).

For each experiment type, a custom load-frame insert is used to grip specimens during loading,
and the three primary fixtures – simple compression, simple tension, and simple-shear-like defor-
mation – are diagrammed in the insets of Fig. 13. By using modular inserts, the control procedures
and DIC parameters remain consistent across experiment types. For simple compression, the insert
consists of graphitic steel top and bottom platens compressed via a spherical indenter tip attached
to the load cell. The spherical indenter tip acts as a pivot point, allowing any misalignment to be
identified and eliminated in our compression experiments. The contact areas between the platens
and the specimen are lubricated with graphite power and spherical glass microbeads (diameter
20-30 µm). For simple tension, screw-actuated wedge-and-pin-type grips – with the gripping-force
screw acting as the pin – are attached to the base of the load frame and to the load cell. For the
simple-shear-like validation experiments, a symmetric “double-shear” insert, involving two speci-
mens with aluminum backers epoxied to both sides, is utilized, as shown in inset (iii) of Fig. 13.
The center platen undergoes a vertical displacement prescribed by the linear actuator to shear the
specimens. Additionally, horizontal screws on each side of the fixture may be adjusted to subject
the specimens to a uniaxial pre-compression, which we set to be equal for both specimens in order
to maintain symmetry, and which is held constant during the subsequent shear deformation.

6.4 Details of simple compression/tension tests
The characterization experiments, i.e., simple compression and tension, are conducted in displace-
ment control to engineering strain limits of -0.75 (axial stretch of λ = 0.25) in compression and
0.5 (axial stretch of λ = 1.5) in tension and are loaded and unloaded at a constant, quasi-static
engineering strain-rate magnitude of 2.0 × 10−4 s−1.2 Illustrative example images of reference and
deformed specimens for the high density foam are shown in Figs. 14(a) and (b) for compression and
tension, respectively, where the direction of compression/tension is identified as the x1-direction,
and the selected regions-of-interest for DIC analysis are outlined with dashed lines. Contours
of the resultant two-dimensional displacement fields – i.e., u1(x1, x2) and u2(x1, x2) – at sample
levels of deformation, namely an axial stretch of λ = 0.35 for compression and λ = 1.50 for
tension, calculated using the custom qDIC procedure are also shown in Fig. 14. In both examples,
the contours reveal an axial displacement field u1 that depends linearly on the axial referential
coordinate x1 and a lateral displacement field u2 that depends linearly on the lateral referential
coordinate x2 – indicating that the intended homogeneous deformation without shearing and with
minimal barreling has been achieved. Importantly, in our compression experiments, we do not
observe evidence of strain localization into compaction bands, such as those that often arise during
compression of very-low-density, “reticulated” foams (e.g., Lakes et al., 1993; Wang et al., 2000;
Elliott et al., 2002). This is quantified via the histogram-based technique of Wang and Cuitiño
(2002) (see Appendix A). Furthermore, at the spatial resolution of the DIC algorithm using a subset

2The choice of quasi-static strain-rate was informed by preliminary stress relaxation experiments on the moderate
density foam.
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Figure 14: Example kinematic data collected from (a) simple compression (adapted from Fig. 10)
and (b) simple tension experiments on the high density foam. (Left) Images of the respective spec-
imens in the reference and deformed states with the regions-of-interest for DIC analysis outlined
with dashed lines. DIC regions are approximately 1200 × 350 px2 for compression and approx-
imately 800 × 1900 px2 for tension. (Right) Contours of the DIC-calculated, two-dimensional
displacement fields for the axial (u1) and lateral (u2) displacement components.

size of 16 × 16 px2 (see Appendix A), inhomogeneities in the displacement field are an order of
magnitude smaller than displacement due to the globally applied deformation and of similar scale
as the displacement noise floor.

Components of the global displacement gradient tensor are extracted from the displacement
fields for each deformation step in each experiment via a global plane-fitting procedure, which
is described in detail in Section 5.2, and the components du1/dx1 and du2/dx2 are identified as
the axial engineering strain and lateral engineering strain, respectively. The corresponding axial
engineering stress is computed from load-cell data and the previously-measured, referential cross-
sectional area. A summary of the experimental data-flow used to reduce experimental data to axial
engineering strain, lateral engineering strain, and axial engineering stress data is outlined in Fig. 15.
The axial engineering stress versus axial engineering strain and lateral engineering strain versus
axial engineering strain data are plotted as solid lines in Fig. 1 for the (a) low, (b) moderate, and (c)
high density foams. The black curves represent the average of the nine instances of each experiment,
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Figure 15: Outline of the experimental data-flow for quality-factor-based digital image correlation
(qDIC) data, which is reduced to axial and lateral engineering strain data, and force data, which
is used to compute the axial engineering stress. Experiments are initiated via a voltage signal
provided when the imposed displacement history is begun, ensuring that time-synchronized load
and images datasets are collected.

and the shaded areas surrounding the solid curves represent one standard deviation above and below
the average, which indicate good repeatability in our experiments. Arrows indicate loading and
unloading, demonstrating that hysteresis is minimal in our experiments and that the strain-rate is
sufficiently low so that the experimentally-measured behavior represents the equilibrium, elastic
response of the material. Finally, we note that characterization of the foam material in simple
compression along each of the three orthogonal directions of the as-received sheets revealed no
discernible difference in the experimentally-measured behavior. This observation, along with the
random microstructure of the foam material (Fig. 12), supports our choice to model the foam
material as isotropic.

7 Hyperelastic constitutive theory
In this section, we describe our hyperelastic constitutive model for the elastic behavior of isotropic,
elastomeric foams and apply the model to three densities of Poron XRD foam.

7.1 Basic kinematics
Weconsider a bodyB identifiedwith the region of space it occupies in a fixed reference configuration
and denote an arbitrarymaterial point within B as x. The referential bodyB then undergoes amotion
y = χ(x, t) to the deformed body Bt at each time t. The deformation gradient is given by F = ∇χ,
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such that the ratio of referential to deformed volume is strictly greater than zero, i.e., J = detF > 0.3
The displacement field is denoted as u(x, t) = χ(x, t) − x, and the left and right Cauchy-Green
deformation tensors are B = FF> and C = F>F, respectively. The deformation tensors admit
the spectral decompositions B =

∑3
i=1 λ

2
i li ⊗ li and C =

∑3
i=1 λ

2
i ri ⊗ ri, where {λi |i = 1, 2, 3} are

the principal stretches, {li |i = 1, 2, 3} are the principal directions of B, and {ri |i = 1, 2, 3} are the
principal directions of C. Finally, we introduce the logarithmic (Hencky) finite-strain tensor in the
deformed body: E =

∑3
i=1(ln λi)li ⊗ li.

7.2 An isotropic free-energy function
The constitutive response of a hyperelastic material is specified through the free-energy density
function ψ. In general, ψ is a function of the right Cauchy-Green tensor C, i.e., ψ = ψ̂(C),
but for an isotropic material, the free-energy function is an isotropic function of C and may be
represented as a function of the principal stretches or three independent invariants. Stretch-based,
Ogden-type free-energy functions of the form ψ = ψ̌(λ1, λ2, λ3) are commonly used to model both
incompressible (Ogden, 1972b) and compressible (Ogden, 1972a; Storakers, 1986) elastomers;
however, as mentioned in Section 1, this approach can be unwieldy to work with for highly-
compressible materials. Alternatively, invariant-based free-energy functions utilizing the principal
invariants of C, i.e., I1 = trC, I2 = (1/2)((trC)2 − tr (C2)), I3 = det C = J2, may be invoked,
and indeed, several hyperelastic models for porous elastomers fall in this category (e.g., Blatz and
Ko, 1962; Yang and Shim, 2004; Danielsson et al., 2004; Anani and Alizadeh, 2011; Shrimali
et al., 2019). However, developing free-energy functions of the form ψ = ψ̆(I1, I2, I3) that depend
on all three invariants, which is necessary to capture experimental data for compressible foams,
is difficult, since it is not straightforward to isolate the effect of each invariant.4 To address this
challenge, we develop a free-energy function that depends on invariants of the logarithmic strain
tensor E, as proposed by Criscione et al. (2000). The logarithmic-strain invariants of Criscione
et al. (2000), which we denote as {K1, K2, K3}, represent specific aspects of deformation, enabling
a more tractable path to introducing phenomenological fitting functions that capture experimental
data. The three invariants are defined as follows:

1. The first invariant is K1 = tr (E) = ln(J) = ln(λ1λ2λ3) and represents the volume change of
the material with positive values for dilatation and negative values for compaction.

2. The second invariant is K2 = |dev (E) | ≥ 0 and represents the magnitude of constant-
volume distortion in the material. In terms of the principal stretches, the second invariant
is given by K2 =

√
(ln λ1 − (1/3)K1)2 + (ln λ2 − (1/3)K1)2 + (ln λ3 − (1/3)K1)2. Defining

the tensorial direction of deviatoric strain as N = dev (E)/K2, such that N is a deviatoric and
unit-magnitude tensor, the logarithmic strain may be expressed as E = 1

3 K11 + K2N.

3Notation: The symbols ∇, Div and Curl denote the gradient, divergence, and curl with respect to the material
point x in the reference body B; grad, div, and curl denote these operators with respect to the point y = χ(x, t) in the
deformed body Bt . We write trA, det A, and devA to denote the trace, determinant, and deviatoric part of a tensor A,
respectively.

4See, for example, Criscione (2004) for a discussion of this issue in the context of invariant-based free-energy
functions for incompressible materials.
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3. The third invariant is K3 = 3
√

6 det (N) and represents the mode of distortion. The pre-factor
3
√

6 is present so that −1 ≤ K3 ≤ 1. The third invariant is constant for a given distortion
mode (e.g., K3 = −1 in simple compression, K3 = 0 in simple shear, and K3 = 1 in simple
tension) and hence, K3 remains fixed during the simple compression/tension experiments
utilized for material characterization. In terms of the principal stretches, the third invariant
may be expressed as K3 = 3

√
6(ln λ1 − (1/3)K1)(ln λ2 − (1/3)K1)(ln λ3 − (1/3)K1)/K3

2 .

As shown by Criscione et al. (2000), the Cauchy stress is then given through the derivatives of the
free-energy function ψ = ψ̃(K1, K2, K3) by

T = J−1
[
∂ψ̃

∂K1
1 +

∂ψ̃

∂K2
N +

∂ψ̃

∂K3

1
K2

Y
]

(7.1)

where Y = 3
√

6N2 −
√

61 − 3K3N.5

7.3 Decomposition of the free-energy function
We take the free-energy density function ψ̃(K1, K2, K3) to be additively decomposed as follows:

ψ̃(K1, K2, K3) = G0
[
X (K1)K2

2 + L(K2, K3)
]
+ B f (K1), (7.2)

where G0 and B are the ground-state shear and bulk moduli, respectively, and X (K1), L(K2, K3),
and f (K1) are phenomenological fitting functions. The interpretation of each term is as follows:

1. For a material undergoing large volumetric deformation, interaction between the volumetric
and distortional contributions to the free energy is expected. The G0X (K1)K2

2 term charac-
terizes this coupling between the volumetric and distortional responses. For simplicity, we
assume that this term only involves low-order K2-dependence, i.e., that it only depends on K2
through K2

2 , and is independent of the third invariant K3. The volumetric dependence of this
term may be more general through the function X (K1). More complex forms of volumet-
ric/distortional couplingmay certainly be invoked, but we find that this simple form is capable
of capturing experimental data while enabling a streamlined material parameter estimation
procedure – discussed further in Appendix B. The function X (K1) may be interpreted as
encompassing the volumetric-strain-dependence of the instantaneous shear modulus. We
require that X (K1 = 0) = 1, and for the purpose of stability – discussed further in Section 9
– we also require that the function X (K1) remain positive over the intended K1-range of
application.

2. The G0L(K2, K3) term represents the higher-order distortional response, i.e., higher-order
than the K2

2 -dependence of the first term, which we take to be uncoupled from the volumetric
response for simplicity. This term is intended to capture stiffening behavior as the magnitude
of distortion, K2, increases, and the inclusion of K3-dependence allows for mode-dependence

5Equation (7.1) may be obtained by recognizing that for an isotropic, hyperelastic material, the Kirchhoff stress
TK = JT is given through the derivative of the free-energy function with respect to the spatial logarithmic strain tensor
– i.e., TK = ∂ψ̃/∂E – and then utilizing the chain rule along with the identities ∂K1/∂E = 1, ∂K2/∂E = N, and
∂K3/∂E = Y/K2.
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of the higher-order distortional response. We require that L(K2 = 0, K3) = ∂L/∂K2 |K2=0 = 0,
and that, following Criscione et al. (2000), ∂L/∂K3 goes to zero as order K3

2 or higher as K2
goes to zero. Moreover, we require that ∂L/∂K2 > 0 for all K2 > 0 and −1 ≤ K3 ≤ 1, so
that the function L(K2, K3) increases monotonically with K2.

3. Finally, B f (K1) describes the purely volumetric response. We require that f (K1 = 0) = 0
and df /dK1 |K1=0 = 0. Furthermore, for the purpose of stability, we require that d2 f /dK2

1 > 0
for all K1, i.e., that df /dK1 is a monotonically increasing function of K1.

Using (7.2) in (7.1), we obtain the following expression for the Cauchy stress:

T = J−1
[(

G0
dX
dK1

K2
2 + B

df
dK1

)
1 + G0

(
2X (K1)K2 +

∂L
∂K2

)
N + G0

∂L
∂K3

1
K2

Y
]
. (7.3)

Note that the first term in (7.3), namely, the term involving G0(dX/dK1)K2
21, represents a shear-

induced mean stress that arises due to the coupled volumetric/distortional response.

7.4 Specialization of the free-energy function
To fit to the experimental data collected in Section 6 for low, moderate, and high density PoronXRD,
we choose specific forms for the phenomenological functions appearing in (7.2). We emphasize
that, while these forms are intended to capture data for Poron XRD, future modification may be
necessary to apply the modeling approach to other foam materials.

1. Based on experimental data, we find that a form for the function X (K1) that linearly depends
on K1 but with different slopes before and after the onset of the plateau regime in com-
pression is sufficient to capture the response. Accordingly, we adopt the following simple
phenomenological form for dX/dK1:

dX
dK1
=

1
2

(
X ′1 + X ′2

)
+

1
2

(
X ′1 − X ′2

)
tanh

[
1
∆K

(K1 − K0
1 )

]
, (7.4)

where K0
1 < 0 is the value of K1 denoting the transition to the plateau regime, ∆K > 0 is a

parameter denoting theK1-range acrosswhich the assumed hyperbolic-tangent-type transition
in the value of dX/dK1 transitions from X ′1 prior to the plateau regime in compression (i.e.,
K1 & K0

1 ) to X ′2 after the onset of the plateau regime in compression (i.e., K1 . K0
1 ).

To capture experimental data, the value of X ′2 is small compared to X ′1. Integrating (7.4)
with respect to K1 and applying the condition X (K1 = 0) = 1, we obtain the following
phenomenological form for X (K1):

X (K1) =
1
2

(
X ′1 + X ′2

)
K1 +

∆K
2

(
X ′1 − X ′2

)
ln



cosh
(
(K1 − K0

1 )/∆K
)

cosh
(
K0

1/∆K
) 

+ 1. (7.5)

2. The higher-order distortional response is taken to be given through

L(K2, K3) = C0K p
2 + C1 (1 + K3) Kq

2 , (7.6)
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where C0 > 0 and C1 > 0 are constant parameters and p > 2 and q > 2 are higher-order
exponents. We note that since K3 = −1 in compression, the second term does not affect the
response in compression. This term is present to allow for different higher-order responses
in compression and tension to be specified.

3. Finally, the purely volumetric response function is fitted to

df
dK1
=

JC2 − 1
C2

+ C3 J
[
J−r −

(
1 − Jmin
J − Jmin

)r ]
, (7.7)

where J = exp(K1) is the volume ratio and Jmin, r , C2, and C3 are constant parameters. We
note that the parameter Jmin represents the minimum allowable value of J and that df /dK1
diverges as J approaches Jmin from above. The parameter Jmin is limited to be within the
range 0 < Jmin < 1 and may be interpreted as Jmin = 1 − φ0, where φ0 is the void volume
fraction of the undeformed foam. The first term in (7.7) is intended to capture the response
in tension and prior to the plateau regime in compression, while the second term is intended
to capture the rapidly stiffening behavior in compression. We note that d2 f /dK2

1 |K1=0 does
not precisely equal one. However, since the first term is intended to capture the response
prior to the onset of the plateau regime, its contribution will dominate the second derivative
at K1 = 0, so that d2 f /dK2

1 |K1=0 ≈ 1, and B approximately represents the ground-state bulk
modulus.6 Upon integrating (7.7) with respect to K1 (for r , 1) and applying the condition
f (K1 = 0) = 0, we obtain the following functional form for f :

f =
JC2 − C2 ln J − 1

C2
2

+
C3

r − 1

[
−1

Jr−1 +
(1 − Jmin)r

(J − Jmin)r−1 + Jmin

]
. (7.8)

7.5 Material parameters for Poron XRD
We estimate the material parameters appearing in our constitutive model – a total of fourteen
parameters – for Poron XRD from the simple compression/tension data in Fig. 1. For ease of
presentation, the discussion of our heuristic procedure for material parameter estimation is relegated
to Appendix B. The material parameters for all three densities of Poron XRD determined using
this procedure are listed in Table 2. Four of the material parameters are density-dependent – G0,
B, Jmin, and C1 – and the remaining ten parameters are density-independent and are not refit for
each of the three foam densities. Figure 1 compares simple compression/tension experimental data
(solid lines) with corresponding calculations using the fitted model (dashed lines). The quality of
the comparison between the experimental data and the fitted model for both the axial engineering
stress and the lateral engineering strain data and for all three densities is quite reasonable.

8 Validation experiments and simulations
In this section, we validate the predictive capability of our hyperelastic constitutive theory by
comparing model predictions against experimental measurements in settings involving inhomoge-
neous deformation. To probe the model in a variety of situations, i.e., compression, shear, and

6Using (7.7), the exact expression for the ground-state bulkmodulus is B0 = B(d2 f /dK2
1 |K1=0) = B[1+C3r Jmin/(1−

Jmin)]. To fit the rapidly stiffening behavior in compression, we take C3 � 1, and hence, B0 ≈ B.
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Density Density-dependent Density-independent

G0 [kPa] B [kPa] Jmin C1 K0
1 ∆K X ′1 X ′2 C0 p q r C2 C3

Low 34.5 58.7 0.12 2.5
-0.21 0.2 3.7 0.22 0.1 4 5 2 9 0.026Moderate 65.2 117.4 0.16 1.9

High 102.0 193.8 0.19 1.9

Table 2: Material parameters for low, moderate, and high density Poron XRD foams. In total, four-
teen parameters are utilized, with four density-dependent parameters and ten density-independent
parameters.

tension-dominated situations, we consider three specific types of validation tests: (1) spherical and
conical indentation, (2) simple-shear-like deformation both without and with a fixed amount of
pre-compression, and (3) tension of a specimen with circular holes. The constitutive model of Sec-
tion 7 has been numerically implemented in Abaqus/Standard (Abaqus, 2018) using a user-material
(UMAT) subroutine, and throughout this section, we obtain model predictions in inhomogeneous
deformation scenarios using finite-element calculations in Abaqus/Standard.

8.1 Spherical and conical indentation
We begin by considering indentation – a validation case that involves compression-dominated
deformation directly beneath the indenter – for both spherical and conical indenter geometries.
As discussed in Section 6, indentation experiments are conducted on foam specimens with a
square 25.4 × 25.4 mm2 cross section and a height of H = 12.9mm. One square face of each
specimen is constrained by a bonded aluminum backer, and the specimen is indented on the opposite
unconstrained face. Spherical indentation is performed using a steel indenter tip with a radius of
r = 3.97mm, and conical indentation is performed using an aluminum indenter tip with a base angle
of θ = 30°. Photographs of the experimental setup prior to deformation for spherical and conical
indentation are shown in Figs. 16(a) and (c), respectively. Experiments are performed at an indenter
displacement-rate of δ̇ = 2.0 × 10−3 mm/s for spherical indentation and δ̇ = 2.5 × 10−3 mm/s for
conical indentation. The maximum indenter displacements achieved during spherical and conical
indentation are around 4mm in all cases. The experimentally-measured indenter force P versus
displacement δ relations for spherical and conical indentation are shown as solid lines in Figs. 16(b)
and (d), respectively. In both cases, data for all three foam densities are shown. As in Fig. 1, the
shaded regions surrounding the solid curves represent one standard deviation above and below the
average across all nine instances of the experiment, and the arrows indicate loading and unloading.
Hysteresis is minimal, demonstrating that the chosen indenter displacement-rates are sufficiently
slow.

For the corresponding finite-element simulations, we idealize the geometry as axisymmetric
for computational efficiency. This involves idealizing the cuboid foam specimen as a disk of radius
R0 and height H = 12.9mm. The outer radius is set to be R0 = 14.4mm, which is the average
value of the outer radius of the square specimen over the angular coordinate.7 The axisymmetric

7We have performed selected three-dimensional simulations, in which the experimental geometry is exactly rep-
resented, and the corresponding simulated indenter force versus displacement result is indistinguishable from the
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Figure 16: Spherical and conical indentation validation tests. Snapshots of the experimental setup
prior to deformation and the corresponding finite-element configurations are given for (a) spherical
and (c) conical indentation. Indenter force P versus indenter displacement δ for (b) spherical and
(d) conical indentation. Solid lines with shaded error regions represent experimental data, and
dashed lines are the predictions from the constitutive model.

finite-element configurations for spherical and conical indentation are shown in Figs. 16(a) and (c),
respectively. The foam substrate is meshed using 17,236 Abaqus-CAX4H elements (four-node,
axisymmetric, quadrilateral, constant-pressure elements) and the indenters are idealized as rigid
surfaces. Contact between the foam substrate and the indenter is approximated as rough – i.e., no
slip – in both cases.8 Regarding boundary conditions, to model the fixed-base boundary condition,
all displacement components are prescribed to be zero on the bottom face of the mesh. The left
face of the mesh is coincident with the axis of symmetry, and hence, the horizontal displacement
is set to zero along this face. The right face of the mesh is left unconstrained. The calculated
indenter force P versus displacement δ relations – obtained without any parameter adjustment –
are included as dashed lines for all three foam densities in Figs. 16(b) and (d). Generally, there is

axisymmetric result, verifying that the axisymmetric idealization is valid.
8We have performed corresponding simulations with frictionless interaction between the foam substrate and the

indenter, and the difference between the rough and frictionless cases is negligible, indicating that the role of surface
friction is small in indentation of compressible foam materials.
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good agreement between the experimentally-measured and simulated responses, especially for the
case of spherical indentation.9

8.2 Simple-shear-like deformation without and with pre-compression
Next, we validate aspects of the model related to shear-dominated deformation. We perform
two types of experiments, carried out on foam cuboids with a square cross-section of side-length
W = 30mm and a height of H = 12.9mm. First, we subject foam cuboids to simple-shear-like
deformation, in which one square face is translated parallel to the other by a shear displacement
δ. In these experiments, the square faces are constrained by bonded aluminum backers, and
the shear displacement is applied by moving one backer at a rate of δ̇/H = 2.0 × 10−4 s−1 to a
maximum shear displacement of δ/H = 0.5 and then unloading, while the other backer remains
fixed, and the distance between the backers is held at H . Notably, all rectangular side-faces remain
unconstrained, so that edge-effects are present, and hence, deformation is simple-shear-like but
inhomogeneous. In the second type of experiment, we consider simple-shear-like deformation with
a fixed uniaxial pre-compression as an example of coupled distortional/volumetric deformation.
The simple-shear-like experiment with pre-compression is carried out in two steps. First, the
specimen is compressed, such that the deformed distance between the constrained faces is 0.75H .
Specimens are then allowed to rest for at least 40 minutes, while the pre-compression is held fixed
in order to allow complete relaxation of viscoelastic material behavior. Second, the specimen
is sheared by a shear displacement δ at the same rate of δ̇/H = 2.0 × 10−4 s−1 to a maximum
shear displacement of δ/H = 0.375 and then unloaded, while the distance between the constrained
faces is held fixed at 0.75H . In both types of experiments, we utilize the double-shear fixture
pictured in Fig. 17(a), which is akin to a double-lap or three-bar (e.g., ASTM D4255 Procedure B)
shear design. In this configuration, two specimens are tested simultaneously in order to maintain
symmetry, and therefore, the resultant shear force P is identified as half the force applied to the
moving center platen. The measured normalized shear force P/W 2 versus shear displacement δ
relations for all three foams densities and both without and with pre-compression are shown as solid
lines in Fig. 17(c). As before, the shaded regions denote the range of one standard deviation above
and below the average experimental measurement, and the arrows denote loading and unloading,
demonstrating minimal hysteresis. Two features are notable in the force-displacement relations.
First, in shear-dominated deformation, no plateau region is observed, and the slope of the force-
displacement relation increases slightly as deformation progresses. Second, when pre-compression
is applied, the force-displacement relation becomes more compliant, illustrating the interaction
between volumetric and distortional aspects of the material response.

For the corresponding finite-element simulations, a fully three-dimensional model is utilized.
The reference finite-element mesh, consisting of 97,200 Abaqus-C3D8H elements (eight-node,
three-dimensional, hexahedral, constant-pressure elements) is shown in Fig. 17(a). Regarding
boundary conditions, for simple-shear-like deformation without pre-compression, the right face
of the mesh in Fig. 17(a) represents the fixed backer, on which all displacement components are

9We note that for the conical indentation case, the indenter forces predicted by the model are slightly lower than
the corresponding experimental data, which may be rationalized as follows. To optimize the stability of the model, the
fitted volumetric response function, df /dK1, slightly underestimates experimental data. The under-prediction in the
conical indenter force is associated with the large volumetric deformations that occur during conical indentation, as
compared to spherical indentation, which is slightly less volumetrically-dominated.
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Figure 17: Simple-shear-like validation tests both without and with uniaxial pre-compression. (a)
Snapshot of the double-shear fixture with two specimens prior to deformation and the experimental
region-of-interest used for DIC imaging (approximately 1300 × 1200 px2) in both the reference
and the deformed states for the case without pre-compression. The corresponding finite-element
configuration is shown on the right, also in both the reference and the deformed states. (b)
Experimental images and finite-element configuration for the case with pre-compression (DIC
region approximately 950 × 1200 px2), displaying the pre-compressed and the deformed, sheared
states. (c) Normalized shear force P/W 2 versus normalized shear displacement δ/H both without
and with pre-compression and for all three densities. Solid lines with shaded error regions represent
experimental data, and dashed lines are simulated predictions of the constitutive model.

prescribed to be zero. The left face of the mesh represents the moved backer, on which the vertical
displacement u2 is prescribed, while the other displacement components are constrained – i.e.,
u1 = 0, u2 = δ, and u3 = 0. The remaining faces are traction-free. The deformed mesh after a
shear displacement of δ/H = 0.5 is shown in Fig. 17(a), which upon close inspection, reveals the
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inhomogeneous nature of deformation near the boundaries in the simulation. For simple-shear-like
deformation with pre-compression, pre-compression is applied by prescribing u1 = −0.25H and
u2 = u3 = 0 on the right face of the mesh, while holding all displacement components at zero on the
left face of the mesh. The deformed mesh after pre-compression is shown in 17(b), displaying some
bulging in the vicinity of the traction-free faces. Then, a shear displacement is applied by fixing
u1 = −0.25H and u2 = u3 = 0 on the right face of the mesh and prescribing u2 = δ and u1 = u3 = 0
on the left face of the mesh. The deformed mesh after a shear displacement of δ/H = 0.375 is
shown in Fig. 17(b), displaying significant inhomogeneous deformation. The calculated shear force
P versus shear displacement δ relations are included as dashed lines in Fig. 17(c) for each density
both without and with pre-compression. For all densities, the model captures the features of the
response both without and with pre-compression. In particular, it predicts both the lack of a plateau
region in the response during shear-dominated deformation and the increased compliance with pre-
compression. The ability of the model to capture the effect of pre-compression on the response in
simple-shear-like deformation provides a partial validation of the coupled volumetric/distortional
contribution to the free-energy function (7.2).

In addition to P versus δ relations, we also compare experimentally-measured and numerically-
simulated displacement fields on the front face of the specimen. The DIC regions-of-interest are
outlinedwith dashed lines in the reference, undeformed state and the deformed state at themaximum
level of shear displacement for simple-shear-like deformation without and with pre-compression in
Figs. 17(a) and (b), respectively, and contours of the two-dimensional, DIC-calculated displacement
field – i.e., u1(x1, x2) and u2(x1, x2) – on the front face of the specimen in a representative
experiment on the moderate density foam are shown in the left columns of Figs. 18(a) and (b).
While in Fig. 18(a), the fields represent the displacement from the reference state to the deformed
state, the fields in Fig. 18(b) for simple-shear-like deformation with pre-compression represent the
displacement from the pre-compressed state to the deformed, sheared state.10 The corresponding
simulated displacement fields are shown in the right columns of Figs. 18(a) and (b), demonstrating
that the salient features of the experimental displacement fields are captured by the model. In
particular, inhomogeneous deformation occurring due to edge-effects are clearly apparent in the
u1-fields in both experiments and simulations. Overall, the magnitudes and distributions of both the
u1- and u2-components of the displacement field are consistent between experiment and simulation.

8.3 Tension of a specimen with circular holes
Finally, we conduct a validation test to evaluate the predictive capability of the constitutivemodel in a
tension-dominated setting. Given the favorable comparisons of model predictions and experiments
across all three densities in the cases of indentation and simple-shear-like deformation, we focus
only on the high density foam in this final test. To obtain inhomogeneous deformation fields,
we take inspiration from the work of Wang and Chester (2018) and cut circular holes in our
tension specimens. Specifically, we begin with the dogbone geometry used in the simple tension
characterization experiments described in Section 6 and laser-cut six, non-overlapping circular
holes, each with a radius of 2.5mm, at arbitrarily-chosen locations in the gage-section. This creates
a purposefully asymmetric geometry, which is shown in Fig. 19(a). These modified specimens

10This exception in the definition of the displacement field is only made in Fig. 18(b), and for notational economy,
we continue to denote the displacement components as u1 and u2.
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Figure 18: Contours of the two-dimensional displacement field – i.e., u1(x1, x2) and u2(x1, x2) – on
the front face of the specimen in the DIC region-of-interest from both experiment and simulation for
simple-shear-like deformation (a) without pre-compression and at a shear displacement of δ/H =
0.5 and (b) with pre-compression and at a shear displacement of δ/H = 0.375 for the moderate
density foam. For simple-shear-like deformation with pre-compression, the fields represent the
displacement from the pre-compressed state to the deformed, sheared state.

are then subjected to a tension-testing procedure analogous to that described in Section 6 for
homogeneous simple tension experiments. The bottom grip is fixed, and the top grip moves
upward at a displacement rate of δ̇ = 2.0 × 10−3 mm/s. The measured tension force P as a function
of the top grip displacement δ is shown in Fig. 19(b) as a solid line. As before, the shaded area
denotes the range of one standard deviation above and below the average experimentalmeasurement,
and the arrows denote loading and unloading, demonstrating minimal hysteresis.

In the corresponding finite-element simulations, we model only the region between the grips,
consisting of the gage-section and the section of the specimen between the grips and the gage-
section. The specimen is modeled in three dimensions, matching the experimental geometry, and
meshed with 185,216 Abaqus-C3D8H three-dimensional elements, as shown in Fig. 19(a). The
front and back faces of the mesh as well as the side faces and the interior faces of the holes
are traction-free. Regarding displacement boundary conditions, the bottom of the mesh is fully
constrained – i.e., u1 = u2 = u3 = 0 – and on the top surface of the mesh the vertical displacement
u2 is prescribed, while the other displacement components are constrained – i.e., u1 = 0, u2 = δ,
and u3 = 0. Fig. 16(b) shows the numerically-predicted force-displacement response as a dashed
line, showing excellent agreement with the experimentally-measured relation.

As in the simple-shear-like validation case, we also compare experimentally-measured and
numerically-simulated displacement fields on the front face of the specimen. The DIC region-
of-interest is shown both in the reference state as well as the deformed state after a top-grip
displacement of δ = 8.25mm in Fig. 19(a), outlined with dashed lines, and contours of the two-
dimensional, DIC-calculated displacement field – i.e., u1(x1, x2) and u2(x1, x2) – on the front face of
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Figure 19: A tension-dominated validation test for the high density foam consisting of tension
of a specimen with circular holes, in which a standard dogbone geometry is modified with six
asymmetrically-placed 2.5mm radius holes. (a) Snapshot of the experimental specimen prior to
deformation and the experimental region-of-interest used for DIC imaging in both the reference
and the deformed states (DIC region approximately 1100 × 2000 px2) as well as the corresponding
finite-element configurations. (b) The top-grip force P versus displacement δ, in which solid lines
with shaded error regions represent experimental data, and dashed lines are simulated predictions of
the constitutive model. (c) Contours of the two-dimensional displacement field – i.e., u1(x1, x2) and
u2(x1, x2) – on the front face of the specimen in the DIC region-of-interest from both experiment
and simulation.

the specimen in a representative experiment are plotted in Fig. 19(c). The corresponding simulated
front-face displacement fields are plotted alongside the experimental results in Fig. 19(c). There is
strong quantitative agreement between the experimentally-measured and simulated displacement
fields throughout the region-of-interest. The notable differences, specifically, the displacement
gradients near the tops and bottoms of the holes in the experimental results, arise as an artifact
of incorporating internal material-void boundaries within an Eulerian framework for the hybrid,
cumulative-iterative displacement summation scheme used in the qDIC algorithm and subsequent
plotting in the reference configuration.
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9 Discussion of the hyperelastic model

9.1 Stability
A common drawback of stretch-based, compressible hyperelastic models (Ogden, 1972a; Storakers,
1986) is unstable behavior that limits the deformation range over which the model may be robustly
applied. In this section, we examine the stability of the proposed hyperelastic model and illustrate
the limits of stable behavior. Here, we assess stability by testing the ellipticity of the quasi-static
governing equations – i.e., testing that the eigenvalues of the acoustic tensor in the deformed
configuration remain positive for given homogeneous base states of deformation (e.g., Thomas,
1961; Hill, 1962; Triantafyllidis and Aifantis, 1986; Bigoni, 2012). For a homogeneous base state
of deformation, the spatial acoustic tensor for a hyperelastic material is

Qik (n) = Ci j kln jnl with Ci j kl = J−1FjnFlq
∂2ψ

∂Fin∂Fkq
, (9.1)

where Ci j kl are the spatial moduli, evaluated at the base state, and n is a unit vector. Details of the
steps leading to (9.1) as well as an expression for the spatial moduli Ci j kl that is appropriate for use
with a logarithmic-strain-based free-energy function are given in Appendix C. If the eigenvalues
of Q(n) for a given base state of deformation remain positive for all unit vectors n, the ellipticity
of the governing equations is maintained, and homogeneous deformation is stable. However, if an
eigenvalue of Q(n) is negative for any unit vector n, the localization of deformation into bands
becomes possible. To test for stability, we consider base states of deformation described by a spatial
logarithmic strain tensor, E, with invariants {K1, K2, K3} and principal directions {l1, l2, l3} and all
unit vectors n in three dimensions – i.e., n = cos θ sin γl1 + sin θ sin γl2 + cos γl3 over the ranges
0 ≤ θ ≤ 2π and 0 ≤ γ ≤ π. In this way, we may identify whether unstable behavior is possible for
a given combination of invariants {K1, K2, K3}.11

Representative stability maps, generated using the free-energy density function introduced in
Section 7 and the material parameters for the moderate density foam from Table 2, are shown in
Fig. 20. Three specific modes of loading are considered in Fig. 20: (a) K3 = 1 (simple tension), (b)
K3 = −1 (simple compression), and (c) K3 = 0 (simple shear). Stable combinations of {K1, K2, K3}
are denoted as white regions, while combinations of {K1, K2, K3} in which at least one eigenvalue
of Q(n) is negative for at least one unit vector n are denoted as gray regions. In Figs. 20(a)
and (b), the deformation paths for simple tension and simple compression are shown as solid
lines, and in Fig. 20(c), an idealized homogeneous loading path for simple shear, representative
of the inhomogeneous simple-shear-like deformation of Section 8.2, is shown. In all cases, the
deformation paths traverse stable states.

While large regions of stable behavior are evident in Fig. 20, unstable behavior is also observed.
The sources of unstable behavior may be linked to features of the model. First, the unstable regions
in the bottom left corners of Figs. 20(a), (b), and (c) arise because X (K1) is negative in this range
when the material parameters for the moderate density foam are utilized. The phenomenological
form for X (K1) (7.5) is an increasing function of K1, which is enforced to be positive over the fitted
range; however, for sufficiently negative values of K1, X (K1) < 0, leading to unstable behavior.

11We also utilize the analytical necessary and sufficient conditions for strong ellipticity of Dacorogna (2001) as an
independent verification of the results presented in this section.
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Figure 20: Stability diagrams calculated using a loss-of-ellipticity test as a function of the invariants
of the logarithmic strain K1 and K2 for several cases of fixed K3: (a) K3 = 1 (simple tension), (b)
K3 = −1 (simple compression), and (c) K3 = 0 (simple shear). The white regions indicate stable
behavior, while gray regions indicate the potential for unstable behavior. Solid lines correspond to
representative deformation paths from simple tension, simple compression, and idealized simple
shear, respectively.

If necessary, the functional form (7.5) may be extended to be positive for all K1 to increase stable
behavior. Second, since dX/dK1 > 0 for all K1, the shear-induced mean stress, G0(dX/dK1)K2

2 ,
is positive and may be of arbitrarily large magnitude as K2 increases, leading to unstable behavior.
In particular, the unstable region in the upper right domain of Fig. 20(b) is due to this effect. This
feature is due to the low-order K2-dependence of the coupled volumetric/distortional response and
cannot be remedied by modifying the forms of the fitting functions. Instead, it would require an
alternate structure for the decomposition of the free-energy function (7.2). Finally, unstable behavior
for high values of K2 can arise due to the higher-order distortional response function, L(K2, K3),
and its dependence on K3. In particular, the unstable behavior in the top region of Fig. 20(c) is due
to this effect. The functional form (7.6) may be extended with higher-order K2-terms – perhaps
motivated by locking behavior in the distortional response – to suppress unstable behavior for large
values of K2. In sum, the model exhibits robust, largely-stable behavior as evidenced by Fig. 20
as well as the numerical solutions obtained across a diverse set of inhomogeneous deformation
scenarios in Section 8.

9.2 Comparison to other models
In this section, we compare the ability of the proposed model to capture experimental data with that
of other important hyperelastic models for porous elastomers in the literature. We begin with the
classic model of Blatz and Ko (1962) – a phenomenological, invariant-based free-energy function
for porous elastomers – which depends on the second and third principal invariants of C as follows:

ψ =
G0
2

(
I2
I3
+ 2

√
I3 − 5

)
, (9.2)
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where G0 is the ground-state shear modulus of the foam. We note that (9.2) represents a simplified
version of a broader three-parameter model and implies a ground-state Poisson’s ratio of 0.25.
Since the ground-state Poisson’s ratio of the moderate density Poron XRD foam is about 0.27, we
utilize the simplified form (9.2) along with the previously-fitted value of G0 = 65.2 kPa (Table 2).
The resulting engineering stress versus axial strain and lateral strain versus axial strain response in
simple compression/tension for the Blatz-Ko model is shown in Figs. 21(a) and (b) using square
( ) markers along with the experimental data for the moderate density foam. As expected for the
highly-porous foam under consideration, the Blatz-Ko model does a reasonable job capturing data
in the low to moderate strain regime, i.e., axial engineering strains between approximately -0.1 and
0.2, but is not applicable beyond this regime.

Next, we consider two homogenization-basedmodels for porous elastomerswith spherical voids:
the model of Danielsson et al. (2004) and the more recent model of Shrimali et al. (2019). Both
models consider microstructures consisting of closed-cell voids and do not account for buckling in
the elastomeric-matrix microstructure during compression. Therefore, they are limited in scope to
low to moderate porosity foams, and we do not expect these models to capture experimental data
for the highly-porous, open-cell foam under consideration. However, since these models are two of
only a handful of explicit, compressible hyperelasticity models, we include them in our discussion
for the sake of comparison. First, the approach of Danielsson et al. (2004), when specialized to
the case of a neo-Hookean matrix, yields the following free-energy function that depends on the
invariants I1 = trC and J = det F:

ψ =
Gm
2

[
I1

(
2 −

1
J
−

φ0 + 2(J − 1)
J2/3(1 + (J − 1)/φ0)1/3

)
− 3(1 − φ0)

]
, (9.3)

where Gm is the ground-state shear modulus of the matrix material and φ0 is the void volume
fraction of the undeformed porous material. The ground-state shear modulus of the foam material
is then G0 = Gm(1− φ0). From Table 2, we take G0 = 65.2 kPa and estimate φ0 = 1− Jmin = 0.84,
so that Gm = 407.5 kPa. The corresponding engineering stress versus axial strain and lateral strain
versus axial strain response in simple compression/tension is shown in Figs. 21(a) and (b) using
triangle ( ) markers. We note that φ0 = 1 − Jmin is a rough estimate of the initial void volume
fraction. For this reason, we have considered values of φ0 over the range 0.75 ≤ φ0 ≤ 0.95, i.e., the
typical range for the low, moderate, and high density Poron XRD foams, with G0 = 65.2 kPa fixed
and confirmed that within this range, the precise value of φ0 has a minimal impact on the response
shown in Figs. 21(a) and (b). Second, the homogenization-based free-energy function of Shrimali
et al. (2019) – also specialized to the case of a neo-Hookean matrix – is

ψ =
3Gm(1 − φ0)
2(3 + 2φ0)

(I1−3)+
3Gm

2J1/3


2J − 1 −

(1 − φ0)J1/3(3J2/3 + 2φ0)
3 + 2φ0

−
φ1/3

0 J1/3(2J + φ0 − 2)

(J − 1 + φ0)1/3


,

(9.4)
where Gm and φ0 continue to denote the ground-state shear modulus of the matrix material and the
undeformed void volume fraction. The ground-state shear modulus of the foam material for this
model is G0 = 3Gm(1 − φ0)/(3 + 2φ0), and again, we take G0 = 65.2 kPa and φ0 = 0.84, so that
Gm = 635.7 kPa for this case. The corresponding response is included in Figs. 21(a) and (b) using
star (∗) markers. As for the model of Danielsson et al. (2004), we have confirmed that the response
shown in Figs. 21(a) and (b) for the model of Shrimali et al. (2019) is minimally affected as the
value of φ0 is varied over the range 0.75 ≤ φ0 ≤ 0.95, while G0 = 65.2 kPa remains fixed. As
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Figure 21: Comparison of fits obtained using hyperelastic models for porous elastomers in the
literature with the proposed approach for the moderate density Poron XRD foam. (a) Axial
engineering stress and (b) lateral engineering strain versus axial engineering strain fits for the
proposed model, the Blatz and Ko (1962) model (Blatz-Ko), the Danielsson et al. (2004) model
(Danielsson), and the Shrimali et al. (2019) model (Shrimali). (c) Axial engineering stress and
(d) lateral engineering strain versus axial engineering strain fits for a two-term Ogden-Storakers
fit (Ogden-2) and a four-term Ogden-Storakers fit (Ogden-4) (Ogden, 1972a; Storakers, 1986).
(Insets (a) and (c)) Close-up of the moderate-strain regime. Normalized shear force P/W 2 versus
normalized shear displacement δ/H for simple-shear-like deformation both (e) without and (f) with
pre-compression for all models considered as well as experimental data for the moderate density
Poron XRD foam.
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expected, both models yield similar predictions and are capable of capturing data in the moderate
strain regime but do not capture the response beyond this regime – especially the response in the
plateau regime in compression.

Finally, we consider the stretch-based Ogden-Storakers model (Ogden, 1972a; Storakers,
1986). This is the most commonly utilized phenomenological hyperelasticity model for highly-
compressible foams and is built in to Abaqus (2018) as the “hyperfoam” material. The free-energy
function for the Ogden-Storakers model is given through the principal stretches {λ1, λ2, λ3} and
J = λ1λ2λ3 as

ψ =

N∑
n=1

2Gn

α2
n

[
λαn

1 + λ
αn

2 + λ
αn

3 − 3 +
1
βn

(
J−αn βn − 1

)]
, (9.5)

where N is the number terms and {Gn, αn, βn} are material properties for each term. We consider
two-term and four-term fits, which we refer to as Ogden-2 and Ogden-4, respectively. For both
cases, we utilize the material parameter fitting routines built in to Abaqus. The six parameters of the
Ogden-2 fit were determined to be {G1 = 24.4 kPa, α1 = 8.31, β1 = −0.154,G2 = 4.18 kPa, α2 =
−1.39, β2 = 7.71}, and the corresponding fitted response is shown in Figs. 21(c) and (d) using
diamond ( ) markers. Although the Ogden-2 fit captures the overall shape of the axial stress and
lateral strain versus axial strain responses, the accuracy of the fit in the moderate-strain regime is
sacrificed, as shown in the inset of Fig. 21(c). Regarding the Ogden-4 fit, we found that to enable
the nonlinear fitting routine in Abaqus to converge, the lateral strain response must be fixed to zero,
so that all βn = 0 (see Fig. 21(d)). Hence, there are eight fitted parameters in total for the Ogden-4
fit, which were determined to be {G1 = 568 kPa, α1 = 0.867,G2 = 610 kPa, α2 = 0.859,G3 =
−1.71MPa, α3 = 0.165,G4 = 627 kPa, α4 = −0.477}. Although the axial stress versus axial strain
response of the Ogden-4 fit – shown in Fig. 21(c) using plus (+) markers – more closely matches
experimental data in the moderate-strain regime compared to the Ogden-2 fit, the response is
non-monotonic in compression, which suggests unstable behavior. Indeed, the loss-of-ellipticity
test reveals unstable behavior for a large set of deformation states for the Ogden-4 fit. For this
class of highly-compressible, open-cell elastomeric foams, it is typically quite difficult to obtain
a fit using stretch-based models that captures both the axial stress and lateral strain versus axial
strain responses and behaves stably over a wide range of deformation states, and the inclusion of
additional terms does not change this observation. For example, we have considered five-term and
six-term Ogden-type fits, while taking all βn = 0 so that the fits involve ten and twelve parameters,
respectively, and we observe unstable behavior similar to that of the Ogden-4 fit.

We also compare predictions of all models considered in this section against the experimental
data from inhomogeneous simple-shear-like deformation both without and with pre-compression
described in Section 8.2. Model predictions are obtained using finite-element simulations, and the
calculated shear force P versus shear displacement δ relations are shown in Figs. 21(e) and (f) along
with experimental data for the moderate density foam. The Blatz-Komodel ( ) does not capture the
increased compliance in shear with pre-compression, and while both homogenization-basedmodels
( and ∗) do predict some increase in compliance with pre-compression, they do not quantitatively
capture the normalized force versus displacement response in simple-shear-like deformation with
pre-compression. The Ogden-2 fit ( ) does not capture the experimental data for simple-shear-
like deformation without pre-compression but is consistent with the data for simple-shear-like
deformation with pre-compression. Finally, due to instabilities in the fitted model, numerical
solutions using the Ogden-4 fit (+) cannot be obtained beyond moderate shear displacements
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– namely, δ/H = 0.3 and δ/H = 0.08 for simple-shear-like deformation without and with pre-
compression, respectively. These results illustrate the difficulties in robustly capturing experimental
data for highly-compressible, open-cell elastomeric foams and the improved predictions enabled
by the proposed approach.

10 Characterization and viscoelastic constitutive modeling of
elastomeric foams at elevated strain-rates

The rate-dependent nature of elastomeric foams is an important aspect of their mechanical response,
and developing predictive models for this behavior is important for use in design of these materials
in practice. In this section, we describe our methodology for experimentally characterizing and
constitutively modeling viscoelastic foams over the elevated strain-rate range of 10−3-10−1 s−1 and
apply our methodology to the high-density Poron XRD foam.

10.1 Experimental program
The experimental program for elevated strain-rate characterization of the polyurethane-based Poron
XRD foam largely follows that of Section 6. Compression and tension specimens are the same
as described in Section 6.2. For all elevated rate characterization experiments, a 3.25 hour or
more wait time between repeated tests or alignment on a given specimen was maintained. The
same system as described in Section 6.3 was operated at a higher crosshead speed in order to
attain elevated strain-rates over the range of 10−3-10−1 s−1. Since the apparatus involves a screw-
driven stepper-motor system, displacement control is precise and contains few artifacts (e.g., due
to inertia or feedback-loop control schemes) over this elevated strain-rate range. At the cross-head
velocity required for simple tension at a strain-rate of 10−1 s−1, which was the highest case, the
actuator velocity reversal (i.e., constant positive velocity switching to constant negative velocity) is
accomplished in approximately 0.05 s for an experiment with total test time of 10 s. The load cell
and camera were operated using synchronized timing at a sampling frequency of up to 25Hz via a
LabView interface – approximately 250 data points for the fastest testing condition. This yielded
both sufficient control and temporal resolution to effectively utilize this system for experiments
at strain-rates over the range of 10−3-10−1 s−1. In our experiments over the range of strain-rates
10−3-10−1 s−1, no localization was observed, and thus, the same post-processing procedure as
described in Section 6.4 is used to collect engineering axial strain, lateral strain, and stress data.
Compression/tension experimental data for the high-density Poron XRD foam is shown in Fig. 22
for strain-rates of 10−3 s−1, 10−2 s−1, and 10−1 s−1. As before, the black curves represent the average
over all repetitions of the experiment, and the shaded areas represent one standard deviation above
and below the average. Notably, there is strain-rate stiffening in the initial response and overall
higher force levels in the loading potions of the curves. The onset of densification occurs earlier at
higher strain-rates, and importantly, the energy dissipation dramatically increases with increasing
rate, as evidenced by the increased hysteresis in the engineering stress/strain response.
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Figure 22: (Top) Axial engineering stress versus axial engineering strain and (bottom) lateral
engineering strain versus axial engineering strain curves for high-density Poron XRD foam at
strain-rates of 10−3 s−1, 10−2 s−1, and 10−1 s−1.

10.2 Viscoelastic constitutive modeling
Next, we describe our isotropic, viscoelasticmodel for nonlinear, finite-deformation, rate-dependent
behavior of non-localizing elastomeric foams. Our constitutive modeling approach is based upon a
decomposition of the response into a hyperelastic, equilibrium response and a series of dissipative,
non-equilibrium contributions. For conceptual clarity, this approach may be thought of as a nonlin-
ear and finite-deformation generalization of the Maxwell-Wiechert model of linear viscoelasticity,
shown schematically in Fig. 23.12 With reference to the schematic, the left branch represents the
equilibrium, hyperelastic response of the material, which is described by the model discussed in
Section 7 with ψeq given by (7.2). The contribution to the Cauchy stress due to the equilibrium
mechanism Teq is given by (7.3).

Then, the non-equilibrium, time-dependent material response is described by three nonlinear,
Maxwell-like, non-equilibrium mechanisms in parallel with the equilibrium branch. For each
mechanism – denoted by α – the deformation gradient F is multiplicatively decomposed (Kröner,
1960; Lee, 1969) into elastic and viscous parts as follows: F = Fe(α)Fv(α), where Fe(α), Je(α) =

det Fe(α) > 0, is the non-equilibrium elastic distortion and Fv(α), Jv(α) = det Fv(α) > 0, is the
viscous distortion. The free energy due to each non-equilibrium mechanism ψ (α)

neq is based on
the elastic logarithmic finite-strain tensor, utilizing the following definitions: Fe(α) = Re(α)Ue(α),
polar decomposition of Fe(α); Ue(α) =

∑3
i=1 λ

e(α)
i re(α)

i ⊗ re(α)
i , spectral decomposition of Ue(α);

and Ee(α) =
∑3

i=1 (ln λe(α)
i )re(α)

i ⊗ re(α)
i , the elastic logarithmic finite-strain tensor. The invariants

12To be clear, this illustration is only meant to guide ideas – our approach is not that of linear viscoelasticity. Our
model is highly nonlinear and accounts for coupled distortional and volumetric deformation. Motivating nonlinear
finite-deformation constitutive equations through rheological analogs is common in the literatures for polymer vis-
coplasticity (Mulliken and Boyce, 2006; Dupaix and Boyce, 2007; Anand et al., 2009; Silberstein and Boyce, 2010)
and viscoelasticity of incompressible elastomers (Bergström and Boyce, 1998; Reese and Govindjee, 1998; Chester,
2012; Toyjanova et al., 2014).
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Figure 23: A rheological schematic of the Maxwell-Wiechert-type nonlinear, finite-deformation,
viscoelastic constitutive model.

of Ee(α) are defined as in Section 7.2, i.e., Ke(α)
1 = tr (Ee(α)), Ke(α)

2 = |dev (Ee(α)) |, and Ke(α)
3 =

3
√

6 det(dev (Ee(α))/Ke(α)
2 ). Then, we take the constitutive equation for the non-equilibrium free-

energy density ψ̃ (α)
neq (Ke(α)

1 , Ke(α)
2 , Ke(α)

3 ) for each mechanism α to be decomposed as follows:

ψ̃ (α)
neq (Ke(α)

1 , Ke(α)
2 , Ke(α)

3 ) = G(α)
neq

[
X (Ke(α)

1 )Ke(α)
2

2
+ L(Ke(α)

2 , Ke(α)
3 )

]
+ B(α)

neq f (Ke(α)
1 ), (10.1)

where G(α)
neq and B(α)

neq are the ground-state, non-equilibrium shear and bulk moduli, respectively,
for each mechanism α, and X , L, and f are the same phenomenological fitting functions intro-
duced in Section 7.4. The material parameters appearing in X , L, and f remain the same for
the non-equilibrium branches as for the equilibrium branch with the exception of the parameters
C1 and p appearing in L, for which new parameters C1neq and pneq are introduced. The same
values of C1neq and pneq are used for all non-equilibrium mechanisms. To reduce the number of
fitting parameters, the ratio of the ground-state, non-equilibrium shear and bulk moduli, G(α)

neq/B(α)
neq ,

is taken to be constant across all mechanisms α and the same as G0/B in the equilibrium re-
sponse. Therefore, the fitting parameters associated with the non-equilibrium elastic responses are
{G(1)

neq,G
(2)
neq,G

(3)
neq,C1neq, pneq}.

The stress conjugate to each elastic strain, Ee(α), is referred to as the Mandel stress:

Me(α) =
∂ψ̃ (α)

neq

∂Ee(α) =
*
,
G(α)

neq
dX

dKe(α)
1

Ke(α)
2

2
+ B(α)

neq
df

dKe(α)
1

+
-

1

+ G(α)
neq *

,
2X (Ke(α)

1 )Ke(α)
2 +

∂L

∂Ke(α)
2

+
-

Ne(α) + G(α)
neq

∂L

∂Ke(α)
3

1
Ke(α)

2

Ye(α), (10.2)

where Ne(α) = dev (Ee(α))/Ke(α)
2 and Ye(α) = 3

√
6Ne(α)2

−
√

61 − 3Ke(α)
3 Ne(α). The contribu-

tion to the Cauchy stress due to each non-equilibrium mechanism α is given through T(α) =
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Density Non-equilibrium

G(1)
neq [kPa] τ(1) [s] G(2)

neq [kPa] τ(2) [s] G(3)
neq [kPa] τ(3) [s] C1neq pneq

High 28 60 50 8 800 0.2 2 4

Table 3: Non-equilibrium material parameters for high density Poron XRD foam. In total, eight
parameters are needed in addition to the equilibrium material parameters given in Table 2.

Je(α)−1Re(α)Me(α)Re(α)>, and the total Cauchy stress is then T = Teq +
∑3
α=1 T(α) (Anand et al.,

2009).
Finally, the evolution of Fv(α) for each non-equilibrium mechanism α is given by

Ḟv(α) = Dv(α)Fv(α), Fv(α) (X, t = 0) = 1, (10.3)

with the viscous stretching, Dv(α), given constitutively by

Dv(α) =
1

2η (α) dev
(
Me(α)

)
+

1
9κ(α) tr

(
Me(α)

)
1, (10.4)

where η (α) and κ(α) are the shear and bulk viscosities for mechanism α. We reduce the number of
material parameters by taking the ground-state relaxation time of the distortional and volumetric
responses to be equal for each mechanism α, i.e., τ(α) = η (α)/G(α)

neq = κ(α)/K (α)
neq . The fitting

parameters associated with the non-equilibrium viscous responses are {τ(1), τ(2), τ(3)}.
Our viscoelastic model has been fit to our simple compression/tension experimental data for

the high-density Poron XRD foam material at strain-rates of 10−3, 10−2, and 10−1 s−1, shown in
Fig. 22 with solid lines denoting experimental data and dashed lines denoting the model fit. To
capture the non-quasistatic response over three decades of strain-rate, eight additional parameters
are required, which are summarized in Table 3, keeping in mind that G(α)

neq/B(α)
neq = G0/B for all

α and τ(α) = η (α)/G(α)
neq = κ(α)/B(α)

neq for each α. Of particular note, the model is able to capture
the observed rate-dependence in the engineering stress/strain response, including the increasing
hysteresis upon unloading seen with increasing strain-rate. Importantly, the model also captures the
lateral strain behavior reasonably well. The ability to simultaneously describe strain-rate sensitivity,
unloading behavior, and lateral behavior makes our model more complete than other existing
viscoelastic modeling approaches in the literature (cf., e.g., Yang and Shim (2004); Bergström
(2006); Anani and Alizadeh (2011); Briody et al. (2012); Ju et al. (2015)).

11 Concluding remarks

11.1 Summary
The major contributions of this work are summarized below:

• We have introduced a new 2D DIC technique, based on our previously developed finite de-
formation IDM FIDVC technique, that incorporates the concept of a cross-correlation quality
factor. Two q-factors were utilized in this new qDIC technique, the peak-to-correlation-
energy ratio and the peak-to-information-entropy. The q-factors improved the robustness and
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accuracy of the DIC for distorted speckle patterns arising from large finite deformations. By
including the q-factors as a metric for image decorrelation, an intelligent hybrid incremental-
cumulative switching scheme was implemented. The new qDIC algorithm showed improved
performance over our previous FIDIC across all validation and benchmarking cases, i.e.,
rigid-body, homogeneous and inhomogenous modes of deformation displacement fields. To
increase access to DIC and promote engagement in the development process of tools widely
used in experimental mechanics, the open source codebase for qDIC is freely available to
download from the Franck Lab GitHub page (https://github.com/FranckLab).

• We presented an extensive new set of quasi-static (low strain-rate) experiments on three
densities of the polyurethane-based, open-cell elastomeric foam “Poron XRD”. Experiments
consisted of homogeneous simple compression/tension as well as three types of inhomoge-
neous experiments: spherical and conical indentation, simple-shear-like deformation without
and with pre-compression, and tension of a specimen with circular holes.

• A phenomenological, isotropic, finite-deformation, hyperelastic constitutive model based on
invariants of the logarithmic, Hencky strain was proposed. A key simplifying assumption
of our modeling approach is that volumetric/distortional coupling only involves low-order
dependence on the magnitude of distortional deformation – which leads to a more straight-
forward interpretation of the fitting functions and a systematic path for material parameter
estimation from simple compression/tension data (see Appendix B). In compression and
tension, the fitted model for each of the three densities of Poron XRD faithfully captures the
nonlinear stress versus axial strain and lateral strain versus axial strain responses, in particular,
the tension/compression asymmetry featuring a nearly-flat plateau regime in compression.
All simple compression/tension experimental data and resulting fitted model data for Poron
XRD has been made available to the community via GitHub (https://github.com/FranckLab).

• The constitutive model was implemented in Abaqus (2018) using a user-material subroutine,
which was used to obtain model predictions in inhomogeneous deformation settings for the
purpose of validation. The model predictions were shown to be consistent with experimental
data in the inhomogenous validation cases across compression, shear, and tension-dominated
settings. The user-material subroutine implementation of the constitutive model and sample
input files for several of the validation cases have been made available to the community
(https://github.com/HenannResearchGroup).

• The characterization and modeling methodology has been extended to the elevated strain-
rate range of 10−3-10−1 s−1. We presented a set of homogeneous simple compression/tension
experiments on the high-density Poron XRD foam and proposed a phenomenological, finite-
deformation viscoelastic constitutive model, based on a decomposition of the response into a
hyperelastic, equilibrium response and a series of dissipative, non-equilibrium mechanisms.
The fitted model captures the observed rate-dependence of the engineering stress/strain
response, including hysteretic behavior upon unloading, as well as the lateral strain versus
axial strain response.
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11.2 Limitations and future work
There are numerous avenues for improvement and future work – several of which are discussed
below:

• Although notably improved performance is observed for the custom qDIC technique, more
sophisticated q-factor based DIC schemes are possible in future development. To wit, future
work includes implementing high-order shape function optimization with q-factors as a part
of the matching routine to initialize the IDM.

• This project focused on a single polyurethane-based, open-cell elastomeric foam material
over a moderate range of densities. We expect that the mechanical behavior of other open-
cell foammaterials may be well captured by the proposedmodels, so long as the material does
not exhibit discernible strain localization. Future work will apply the proposed modeling
approach to other elastomeric foam materials.

• We expect that improvements will be made to the phenomenological fitting functions utilized
in the present work, either driven by additional experimental data for different elastomeric
foam materials or motivated by micromechanical arguments.

• Furthermore, while the hyperelasticmodel has been tested in compression, shear, and tension-
dominated situations, model validation has not exhaustively spanned all combinations of the
invariants {K1, K2, K3}. For example, it remains to test the proposed model in equibiaxial
tension, in which K1 > 0 and K3 = −1 (cf., e.g., the simple compression, K1 < 0 and
K3 = −1, or simple tension, K1 > 0 and K3 = 1, modes used in model calibration).

• Regarding the viscoelastic constitutive model, it remains to experimentally characterize and
calibrate the model for the low and moderate density Poron XRD foams and to validate
the viscoelastic constitutive model at elevated loading rates using the compression, shear,
and tension-dominated cases employed to validate the hyperelastic model. Furthermore, we
envision extending the viscoelastic constitutive model to the strain-rate range 100-102 s−1.

• The polymeric matrix material of the foam may be temperature sensitive, in some cases
dramatically so, and this effect may be coupled with the rate-sensitivity of the matrix mate-
rial. All experiments in the present work were conducted under approximately isothermal
conditions at room temperature. Accordingly, the model also assumes isothermal conditions,
and the effect of variable temperature is not captured. To use the model at elevated or re-
duced temperature, a new set of experiments at the temperature of interest would be required.
Preliminary data gathered in spherical indentation experiments at an equivalent nominal
strain-rate of 5 × 10−2 s−1 – shown in Fig. 24 – illustrates the significant effect of ambient
temperature on both the apparent stiffness as well as the dissipation, which can be seen in the
amount of hysteresis, of foam materials. Of particular note is the large increase in apparent
stiffness and hysteresis for temperatures below room temperature (21◦C), as illustrated in the
middle panel of Fig. 24. Similarly of note is the reduction in hysteresis and softening of the
material at temperatures above room temperature.

• Finally, very-low-density elastomeric foammaterials with a “reticulated” microstructure may
exhibit strain localization into compaction bands under uniform external loading. The foam
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Figure 24: Preliminary spherical indentation data highlighting the important role of temperature on
the mechanical response of polyurethane foams. Left panel depicts a schematic of the temperature-
controlled indentation chamber. Middle and right panels show themeasured indentation force versus
displacement over a range of temperatures, illustrating a significant increase in the apparent stiffness
and hysteresis of the response with decreasing temperature. All data is for the polyurethane-based
Poron XRD foam of moderate (192.2 kg/m3) density.

material considered in the present work did not exhibit localization, and localization behavior
is not accounted for in the model. Developing a model that captures this behavior will be the
subject of future work.

A Digital image correlation parameters and strain validation
The digital image correlation details for typical cases of each experimental DIC configuration used
during a given experiment are provided in Table 4. Noise-floor resolution is defined as the standard
deviation of the DIC displacement reconstructed from sequential, nominally zero-displacement
images. Spatial resolution is estimated to be half of the minimum subset size.

To document the process of strain computation using a global plane fit, Fig. A.1(a) shows a
fitting plane result with a comparison between the measured field and the noise floor for a typical
experiment (specimen 2, experiment 2) on the low density foam for an incremental displacement
between -0.261 and -0.266 global axial engineering strain. The zero-displacement noise floor for a
single image in the pair, generated by adding Poisson noise (shot noise) and white Gaussian noise
(0 mean, 0.75% variance, sensor noise) at a typical noise floor between deformed images, is of
similar magnitude to the differences between the fitted plane and the experimental displacement
measurement. For the same case, the spatial distribution of the locally-differentiated strain compo-
nent – i.e., e11(x1, x2) – is presented in Fig. A.1(b) for both the zero-displacement noise and -0.266
global axial engineering strain cases. Strain was computed from cumulated displacements via an
Optimal-9 differentiation kernel, per Bar-Kochba et al. (2015), and the virtual strain gauge size was
80 px (640 µm). The distribution of measured strain values is generally a single-peak Gaussian
(see Fig. A.1(c)), revealing the underlying random nature of the spatial variance in strain (Wang
and Cuitiño, 2002)
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Specification
Simple
compres-

sion

Simple
tension

Shear without
pre-

compression

Shear with pre-
compression

Tension with
holes

Technique Single Camera q-factor Based Digital Image Correlation
Pre-filtering Gaussian, [3px, 0.2]
Min. Subset Size [px] 16
Min. Step Size [px] 8
Correlation
criterion Iterative FFT-based ZNCC

Interpolation Bicubic splines
Camera noise [%] 0.30 0.25 0.25 0.25 0.25
Image size [px2] 1200x350 800x1900 1300x1200 950x1200 1100x2000
Measurement points 6560 23750 24375 17813 34375
Number
of images 260

(0.033 Hz)
250

(0.040 Hz)
180

(0.033 Hz)
200

(0.033 Hz)
235

(0.143 Hz)
Pixel-to-µm
conversion 1px = 10µm 1px=8µm 1px=8µm 1px=8µm 1px = 8µm
Resolution:
spatial (est.) 8px = 80µm 8px = 64µm 8px = 64µm 8px = 64µm 8px = 64µm
Resolution:
noise [px] 0.05 0.0075 0.046 0.033 0.05

Table 4: Typical digital image correlation specification details for the experimental calibration
and validation test cases. In most cases, values reported are from the high density, specimen 3,
experiment 1 data and are typical.

B Material parameter estimation procedure
The constitutive model described in Section 7 involves 14 material parameters that are used to
represent the hyperelastic behavior of non-localizing, open-cell elastomeric foams. This Appendix
provides a heuristic procedure for estimating the values of these parameters for a generic elastomeric
foammaterial. The procedure is illustrated by estimating thematerial parameters for the high density
PoronXRD foam, using the experimental data from simple compression/tension experiments shown
in Fig. 1(c).

The first step of the procedure is to determine the ground-state shear and bulk moduli, G0 and
B. The ground-state Young’s modulus and Poisson’s ratio are extracted from the experimental data
via a linear least squares regression to the compression and tension experimental data in the axial
engineering strain range of approximately -0.02 to 0.02 and used to calculate G0 and B. For the
high density foam, G0 = 102.0 kPa and B = 193.8 kPa. Second, the phenomenological functions
X (K1), L(K2, K3), and f (K1) are iteratively fit to data extracted from the axial stress and lateral
strain versus axial strain data in simple compression, in which K3 = −1 is fixed. The parameters
used to fit the compression response consist of {X ′1, K

0
1,∆K, X ′2} for X (K1), {C0, p} for L(K2, K3),

and {Jmin,C2,C3, r } for f (K1). Finally, the remaining parameters – namely, {C1, q} for L(K2, K3)
– are then estimated from the simple tension experimental data, in which K3 = 1 is fixed. The
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Figure A.1: Spatial distribution of displacement and strain for a typical low density foam at -0.26
global axial engineering strain. (a) Incremental displacement from -0.261 to -0.266 global axial
engineering strain with the zero-displacement noise profile, demonstrating the deviation from the
best fit plane is of similar magnitude as the noise floor. (b) Comparison between experimental
strain distribution at -0.26 global axial engineering strain to the noise floor for strain measurement
for the image pair. (c) Histogram of experimental and noise floor strain values, showing a broad,
slightly skewed Gaussian-like distribution for the experiment with mean centered about the applied
global axial engineering strain and a zero-mean Gaussian-like profile for the noise floor.

processes for estimating the compression-based and tension-based parameters are discussed in the
following sections, and Figure A.2 outlines the steps in this workflow.

B.1 Estimation of compression-based parameters
In simple compression, the principal stretches are λ1 = λ2 = λlat > 1 and λ3 = λax < 1, and
the logarithmic strain invariants are K1 = ln(λaxλ

2
lat), K2 = (

√
6/3) ln(λlat/λax), and K3 = −1,

so that the histories of K1 and K2 during compression may be determined from the kinematic
measurements. The principal engineering stresses are S1 = S2 = 0 and S3 = Sax < 0. Using (7.3)
and the definition of the first Piola stress, S = JTF−>, the components of the constitutive equation
for the stress are

Sax =
1
λax
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● Engineering axial stress 
● Engineering axial strain
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Obtain Lumped Instantaneous Shear Modulus

Estimate parameters in X(K1)     
and fit L(K2, K3 = -1) using G* 

● Maintain X(K1) ≥ 0 in the fitted range
● Check df/dK1 for monotonicity

Iterate Over Estimated Parameters

● Fit df
dK1
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Obtain Volumetric Response Derivative

Estimate tension-based parameters using data from simple tension experiments (K3 = 1)

Extract G* =
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● Engineering axial stress 
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Iterate Over Fitting Parameters

Figure A.2: Outline of the procedure for estimating material parameters from experimental data
for simple compression and tension. Compression-based parameters are estimated first, followed
by the estimation of tension-based parameters.

Next, combining (B.1)1 and (B.1)2 in order to eliminate df /dK1 and rearranging, we obtain

G∗ = X (K1) +
1

2K2

∂L
∂K2

�����K3=−1
= −

Saxλax
√

6G0K2
. (B.2)

where G∗ is a normalized lumped instantaneous shear modulus. All quantities on the right-hand-
side of (B.2) – namely, the histories of Sax, λax, and K2 during simple compression as well as the
ground-state shear modulus G0 – are known, so that (B.2) may be used to determine the history of
G∗ during simple compression, which may, in turn, be used to estimate the parameters appearing
in X (K1) and L(K2, K3). The measured G∗ history during simple compression, projected onto
the G∗-K1-plane and the G∗-K2-plane, is shown as solid lines in Figs. A.3(a) and (b), respectively.
An iterative process is necessary to estimate the material parameters appearing in the X (K1) and
L(K2, K3 = −1) functions, while ensuring that – for the purpose of stability – a monotonically
increasing fitting function for df /dK1 may be used to capture data. A method for choosing an
initial guess for the parameters appearing in X (K1) is as follows:

1. The parameter X ′1 is the slope of X (K1) prior to the plateau regime in compression. The
value of X ′1 may be estimated from the slope of the projection of G∗ versus K1 at K1 = 0, as
illustrated in Fig. A.3(a).
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2. The parameter K0
1 is the value of K1 denoting the transition to the plateau regime in X (K1).

The value of K0
1 may be estimated as the center of the K1-range, in which the slope of G∗

versus K1 in the projection of Fig. A.3(a) changes rapidly during simple compression, as
illustrated in Fig. A.3(a).

3. The parameter ∆K is the width of the K1-range across which the value of dX/dK1 transitions
from X ′1 to X ′2. The value of ∆K may be estimated from the width of the transition range in
K1 for G∗ versus K1 in the projection of Fig. A.3(a) during simple compression, as illustrated
in Fig. A.3(a).

4. The parameter X ′2 is the slope of X (K1) after the onset of the plateau regime in compression.
The value of X ′2 is estimated to be small compared to X ′1 – i.e., X ′2 ∼ O(X ′1/10). For the
purpose of stability, it is important that the choice of this parameter results in X (K1) > 0
over the entire fitted range of K1.

Guided by Fig. A.3(a), we estimate the material parameters appearing in the X (K1) function to be
X ′1 = 3.7, K0

1 = −0.21, ∆K = 0.2, and X ′2 = 0.22 for the Poron XRD foam material.
Once the parameters of the X (K1) function are estimated, the next step is to estimate the

parameters of the L(K2, K3 = −1) function, namely, C0 and p. Rearranging (B.2), we obtain

∂L
∂K2

�����K3=−1
= 2K2

(
−

Saxλax
√

6G0K2
− X (K1)

)
. (B.3)

Using the measured data and the previously-estimated parameters, (B.3) may be used to de-
termine C0 and p, which we have estimated to be C0 = 0.1 and p = 4 for the Poron XRD
foam material. Projections of the fitted G∗ history during simple compression, i.e., G∗ =
X (K1) + (1/(2K2))∂L/∂K2 |K3=−1, using the estimated material parameters are shown as dashed
lines in Figs. A.3(a) and (b).

With initial estimates for X ′1, K0
1 , ∆K, X ′2, C0, and p in hand, we check that a monotonically

increasing fitting function for df /dK1 may be used to capture data. Rearranging (B.1)2, we obtain
the following expression for df /dK1:

df
dK1
= −

G0
B
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+

dX
dK1

K2
2


. (B.4)

Again, all quantities on the right-hand-side of (B.4) are either measured data or previously-fitted
parameters and are therefore known. The df /dK1 history during simple compression (B.4) is
shown as a solid line in Fig. A.3(c), using the previously-estimated parameters. This history is
non-monotonic13 but may be reasonably captured by a monotonically-increasing fitting function.
If the df /dK1 history is too non-monotonic, the material parameters of the X (K1) function should
be adjusted. Typically, the parameter X ′1 should be decreased from its initial estimated value, and
the parameter X ′2 should be increased – all while ensuring that X (K1) ≥ 0 over the fitted K1-range.
Then, the L(K2, K3 = −1) function is refit, and the resulting df /dK1 history may be checked again
for near-monotonicity. In this way, the material parameters of the X (K1) function are iteratively

13We note that the non-monotonic behavior in the df /dK1 history of Fig. A.3(c) arises due to the presence of the
shear-induced mean stress term, (dX/dK1)K2

2 , in (B.4).
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Figure A.3: Projections of the normalized lumped instantaneous shear modulus, G∗, plotted as
a function of (a) the dilatation, K1, and (b) the distortion, K2, for a simple compression loading
history (K3 = −1). (c) The first derivative of the volumetric response function f (K1) with respect
to K1, df /dK1, plotted as a function of K1. (d) Projection of the normalized lumped instantaneous
shear modulus, G∗, plotted as a function of the distortion, K2, for a simple tension loading history
(K3 = 1). Solid lines denote experimental data for the high density Poron XRD foam material;
dashed lines denote the model fit; and interpretations of the material parameters X ′1, K0

1 , ∆K, and
C2 are illustrated.

adjusted until the df /dK1 history may be reasonably captured by a monotonically-increasing fitting
function. Once this is achieved, the parameters Jmin,C2,C3, and r may be estimated. The parameter
Jmin represents the minimum allowable value of J andmay be interpreted as Jmin = 1−φ0, where φ0
is the void volume fraction. Therefore, ln Jmin is the minimum allowable value of K1, and df /dK1
diverges as K1 → ln Jmin. The parameter C2 sets the value of df /dK1 in the plateau region. More
specifically, the value of df /dK1 in the plateau region is slightly more negative than (−1/C2), as
illustrated in Fig. A.3(c). Finally, the parameters C3 and r are adjustable parameters that may be
chosen so that the model response matches the stiffening behavior after the plateau regime. The
values of the parameters for the high density Poron XRD foam material, determined using this
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procedure, are Jmin = 0.19, C2 = 9, C3 = 0.026, and r = 2, and the fitted df /dK1 function is
plotted as a dashed line in Fig. A.3(c).14

B.2 Estimation of tension-based parameters
Once the response in simple compression has been fit, experimental data from simple tension is
used to estimate the remaining parameters in the L(K2, K3) function, namely, C1 and q. As in
the material parameter estimation procedure described above for simple compression, estimating
these parameters is an iterative process, since it must be ensured that df /dK1 may be reasonably
captured by a monotonically-increasing fitting function over the positive K1-range of application.
In simple tension, the principal stretches are λ1 = λax > 1 and λ2 = λ3 = λlat < 1; the logarithmic
strain invariants are K1 = ln(λaxλ

2
lat), K2 = (

√
6/3) ln(λax/λlat), and K3 = 1; and the principal

engineering stresses are S1 = Sax > 0 and S2 = S3 = 0. The components of the constitutive
equation for the stress are then

Sax =
1
λax
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and combining (B.5)1 and (B.5)2 in order to eliminate df /dK1 and rearranging, we obtain the
normalized lumped instantaneous shear modulus, G∗, in tension:

G∗ = X (K1) +
1

2K2

∂L
∂K2

�����K3=1
=

Saxλax
√

6G0K2
, (B.6)

which may be rearranged as

∂L
∂K2

�����K3=1
= 2K2

(
Saxλax
√

6G0K2
− X (K1)

)
. (B.7)

Using the measured data and previously-estimated parameters, (B.7) may be used to estimate the
remaining two parameters appearing in the L(K2, K3 = 1) function, C1 and q. Then, rearranging
(B.5)2, we obtain the following expression for df /dK1 during simple tension:

df
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Using the estimated values for the parameters C1 and q, (B.8) is used to check that the df /dK1
history is nearly-monotonic for K1 > 0. If this is not the case, the value of C1 should be increased

14Wenote that thematerial parameter estimation procedure described in this section ensures that the fitted engineering
stress versus axial engineering strain response remains monotonic in simple compression in order to maximize stable
behavior. However, the model fit to the lateral engineering strain versus axial engineering strain response can be
slightly non-monotonic (see Fig. 1). Since non-monotonicity in the lateral strain response does not affect stability,
and since the oscillations in the lateral strain response are on the order of 0.01 whereas the axial strain varies over an
order of 0.1, we do not prioritize the elimination of the relatively low amplitude oscillations in the fitted lateral strain
response in the present work.
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from its initial estimated value. If it is necessary to substantially increase C1 to obtain a monotonic
df /dK1 history for K1 > 0, so that theG∗ history from simple tension is significantly overestimated,
the estimation of the compression-based parameters should be repeated using a reduced value for
X ′1, and in this way, the parameters are iteratively adjusted until the df /dK1 history is nearly
monotonic. Using this process, we estimate the parameters for the high density Poron XRD foam
material to be C1 = 1.9 and q = 5, and the resulting fitted G∗ history during simple tension,
projected in the G∗-K2-plane, is shown in Fig. A.3(d) as a dashed line, along with the measured
G∗ history as a solid line. It is evident that a compromise is made in which G∗ is overestimated in
simple tension in order to obtain a suitable df /dK1 history.

C Loss of ellipticity
In this appendix, we provide background for the loss of ellipticity analysis utilized in Section 9.1.
We consider a time-dependent, incremental process superimposed upon a time-independent base
state of deformation (Ogden, 1984). The base state is described by a motion field χ(x), which
satisfies the governing equations. Then, denoting small increments with a superposed dot, the
incremental displacement field is expressed referentially as u̇(x, t) or, alternatively, expressed
spatially as u̇(χ−1(y), t). The associated incremental deformation gradient and incremental spatial
displacement gradient fields are Ḟ = ∇u̇ and Ḣ = grad u̇ = ḞF−1, respectively. The first Piola
stress in the base state is given by S = JTF−> = ∂ψ/∂F, and the increments in the first Piola stress
are obtained by linearizing this constitutive equation: Ṡ = CRḞ, where CR = ∂2ψ/∂F∂F are the
material moduli, evaluated in the base state. The stress increments, pushed forward to the deformed
body, are given by Ṫ = J−1ṠF> = CḢ, where

Ci j kl (y) = J−1FjnFlq
∂2ψ

∂Fin∂Fkq
, (C.1)

are the spatial moduli, evaluated at the base state. The incremental form of the equations of motion
are

div Ṫ = div (CḢ) = ρ
∂2u̇
∂t2 , (C.2)

where ρ = J−1ρR is the spatial mass density, ρR is the referential mass density, and ∂(•)/∂t is
the spatial time derivative. Straightforward application of the chain rule leads to the following
expression for the spatial tangents:

Ci j kl =
1

2J
Di jmnLmnpqBpqkl − Tilδ j k (C.3)

with
D =

∂TK

∂E
, L =

∂ ln(B)
∂B

, and Bi j kl = δik B jl + δ j k Bil, (C.4)

where TK = JT is the Kirchhoff stress. For a free-energy function based on logarithmic strain
invariants, ψ̃(K1, K2, K3), straightforward calculations involving the chain rule lead to the following
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expression for the constitutive contribution to the spatial tangents:

Di j kl =
∂TK,i j

∂Ekl
=
∂2ψ̃

∂K2
1
δi jδkl + *

,

∂2ψ̃

∂K2
2
−
∂ψ̃

∂K2

1
K2
−
∂ψ̃

∂K3

3K3

K2
2

+
-

Ni j Nkl +
∂2ψ̃

∂K2
3

1
K2

2
Yi jYkl

+ *
,

∂2ψ̃

∂K1∂K2
− 2
√

6
∂ψ̃

∂K3

1
K2

2

+
-

(
δi j Nkl + Ni jδkl

)
+

∂2ψ̃

∂K1∂K3

1
K2

(
δi jYkl + Yi jδkl

)
+ *

,

∂2ψ̃

∂K2∂K3

1
K2
− 3

∂ψ̃

∂K3

1
K2

2

+
-

(
Ni jYkl + Yi j Nkl

)
+ *

,

∂ψ̃

∂K2

1
K2
−
∂ψ̃

∂K3

3K3

K2
2

+
-

(
Ii j kl −

1
3
δi jδkl

)

+
3
√

6
2

∂ψ̃

∂K3

1
K2

2

(
δik N jl + δil N j k + Nikδ jl + Nilδ j k

)
.

(C.5)

Then, we consider a homogeneous base state of deformation in an infinite domain – so that the
base-state motion field χ varies linearly in x, and the base-state deformation gradient F, spatial
logarithmic strain tensor E, and spatial moduli C are all spatially constant – and consider solutions
for the incremental displacement field in the following form:

u̇ = û g(k (n · y − ct)), (C.6)

where kn is a wave vector, k is the wave-vector magnitude, n is the unit vector along the direction
of the wave vector, c is the wave speed, û is the amplitude of the incremental displacement, and g

is a continuous and sufficiently differentiable (but otherwise arbitrary) function. Upon substituting
(C.6) into (C.2), we obtain the following eigenvalue problem: Q(n)û = ρc2û with eigenvalues ρc2

and eigenvectors û, where Qik (n) = Ci j kln jnl is the acoustic tensor in the deformed configuration
for a unit vector n, which is utilized to assess stability in Section 9.1.
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