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Background 

The Amazon Echo is a voice-activated device that processes commands using the cloud-based Alexa 

artificial intelligence engine. The DIA received an Echo device from Amazon and are interested in ex-

ploring how it could be integrated into the Discovery Centers’ operations.  

Problem Definition 

Voice recognition technology has made incredible strides in the past decade. With many devices and 

in many contexts, users can use free-form spoken word to give commands and not only have their 

command understood but acted upon within seconds. While the benefits of such technology are imme-

diately visible, companies working with controlled defense information (CDI) and other sensitive in-

formation may want to consider more carefully how such technologies work and what information is 

exfiltrated before adopting these modern devices for their own use. 

Voice Recognition Technology 

The phrase “voice recognition” can refer to a number of capabilities, with widely varying levels of 

both sophistication and processing requirements.  

Voice-to-Text 

The most basic level of voice recognition is simple voice-to-text transcription. This technology con-

verts audio input to written text. The process behind this seemingly simple process is highly complex; 

a good overview of the process can be found on the wiki of one of the open-source speech recognition 

systems. 

These systems typically work for a single language, with many offerings allowing the user to extend 

the dictionary with user-specified word lists (e.g., company-specific jargon, names, etc.). Note that 
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this is a fundamental capability for virtually all other technologies, but has long been offered as a 

standalone capability for transcription needs. 

Pre-Defined Dictionary 

One of the most basic voice recognition capabilities includes recognition of individual keywords, with 

specific actions mapped to each phrase. For example, early cell phone-based voice recognition tech-

nology had the user speak specific phrases, such as “call <user>” or “text <user>”. This combines 

keywords from a list of commands (“call”, “text”, “open”, etc.) with the words present in a user-de-

fined dictionary (e.g., contact list entries). This technique can yield a fairly powerful system, as the 

action mapped to each keyword can be user-defined. An interested party could create a system with 

keywords corresponding to specific business interests. 

Unstructured Text Interpretation 

The capability offered by modern voice recognition systems offers unstructured text interpretation. 

The main differentiation is the ability of these systems to interpret free-form sentences rather than lis-

tening for specific keywords. From a functional standpoint, this extended capability doesn’t offer sig-

nificantly more functionality, as the capabilities of the system are still limited by the actions provided 

by the developers. However, this capability allows users to use natural language when interacting with 

the system. This capability significantly reduces training required to use the system as well as ena-

bling much more freedom with the nature of the input. For example, users can state “send Bob a meet-

ing invite for tomorrow at 11”. The backend to this type of voice recognition allows the system to 

make a likely guess as to which “Bob” the user is referring to, whether “Bob” is actually “Robert”, in-

fer that “tomorrow” means “the day after today” and convert that to an actual date, understand that 

people often leave off the AM and PM designators when specifying time in spoken language, and that 

most users don’t want to meet at 11 PM. None of the preceding relate to the actual words being spo-

ken but instead relate to the semantic interpretation of those words in context. 

Always-On Systems vs. User-Initiated Interactions 

Historically, voice recognition systems were turned on when needed and turned off at all other times. 

For example, consider a transcription program using voice-to-text technology to automatically process 

physician notes to a patient’s medical record, or a cell phone command recognition program which 

can call users through voice commands. These systems would be turned on through user interaction, 

voice recognition would be enabled, and when the commands were completed the system would be 

turned off. 

Contrast these types of user-initiated systems with modern systems such as Amazon Go, Google 

Home, or Apple’s “hey Siri” feature. Each of these devices maintains an active microphone at all time 

listening for a keyword signaling user interaction. While the audio may not initiate any activity, it is 
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still being recorded and possibly transmitted to remote servers for processing. Indeed, analysis of net-

work activity of seemingly inactive devices have revealed that, even while in “standby” mode, such 

devices are likely transmitting audio signal to remote servers. 

Client- vs. Server-Based Processing 

It should be noted that the computational power required for the different options listed earlier vary 

widely. Both text transcription and single word recognition are able to be performed on local ma-

chines or handheld devices. Unstructured text recognition as described above, due to its reliance on 

computationally expensive machine learning algorithms, is most commonly performed in the server 

environment, with the client machine acting as a microphone. Some commercial vendors have intro-

duced an “offline mode” enabling use of these technologies even while unconnected to a network. 

While the machines can be used in this capacity, as soon as network connectivity is restored data 

transmission resumes. The vendors have made clear in marketing material for customers that these 

features are available for convenience; the devices are intended to be used while connected to the re-

mote servers. 

Information Leakage 

In environments where CDI is likely to be discussed, remote-connected devices may pose an issue. 

While the data conveyed back to the servers is often encrypted in transit, it is still being decrypted and 

processed by the vendor. Such information leakage poses a number of issues, from policy violations to 

practical limitations on types of information that can be discussed in the presence of the device to con-

cerns about vulnerabilities present in the vendor hardware and software stack. 

In the context of the Amazon Echo, Alexa AI, and other consumer devices with always-on micro-

phones, it is difficult to tell exactly what information is being captured and exfiltrated, as the data is 

almost always encrypted in transfer. That said, simply based on device functionality, we infer a signif-

icant amount. As the most basic, recorded spoken audio signals are definitely being transmitted to ex-

ternal servers to aid in improving voice recognition systems. As a subset of the above, audio signals 

from different individuals are likely identified and separated, so as to differentiate different users of 

the systems. To that extent it is likely that digital fingerprints of the individual users are kept as well. 

Combining this with timestamps of each audio clip we, it’s likely that leaked information includes the 

timing of a discussion, the content of a discussion, and the individuals present during the discussion. 

Given that the device can determine approximate location through GeoIP lookup, location is often 

leaked as well. Information about discussion topic is easily extractable from the spoken text, and mod-

ern sentiment analysis systems are able to determine with relatively high accuracy (80%) whether a 

speaker is happy, displeased, angry, etc., providing more context about individuals in the discussion. 
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While the preceding relates to information directly extractable from data sent to servers, side-channel 

information can be used to infer a great deal more information. It has long been standard practice in 

advertising to use as much historical information as possible. For example, many search engines keep 

historical search query information for the purpose of improving future search results… the more I 

know about the user the better the search engine can disambiguate homonyms. In the case of voice 

recognition IoT devices, old search information is likely kept. In the context of CDI, discussion often 

revolves around what does and does not work, and even without directly mentioning a phrase the na-

ture of the topic can be inferred. On a different note, given that some individuals may have purchased 

such a device for personal use and linked it to their personal company account, the parent company 

may be able to cross-identify a given user simply based on voice pattern signatures. For example, if 

Alice purchases a Google Home device and links it to her personal account, Google will have a sam-

ple of Alice’s voice directly linked with her identity. When Alice uses a Google Home device in a lo-

cation where CDI may be discussed, Google may be able to identify Alice based on her voice patterns. 

Extending this further, if Alice uses her Google account to make purchases (or even her Google-ena-

bled phone payment technology), Google may be able to infer when Alice is on travel, and linking all 

this information together may allow Google to determine both the destination, the reason, and the out-

come of Alice’s CDI-related travel. 

Alternative Techniques, Devices & Recommendations 

Given all the preceding concerns, the best recommendation regarding voice recognition technology is 

to only use either client-based solutions or server-based solutions where the server is controlled by 

government IT. Client-based solutions retain all data on the local computer without transmitting it to a 

remote location. To that extent, any safeguards used to protect the machine protect information con-

tained therein. Server-based solutions controlled by government entities are also acceptable, provided 

that information is secured both on the local machine during capture, while in transit, and on the re-

mote server.  

Additionally, an always-on device is likely not a desired end state. Ideally, such a device would be 

turned on only when needed, and would have a clear indicator—visual and audible—that audio is be-

ing recorded. In an environment where operational security is a requirement necessary safeguards 

should be taken. 

Depending on the needs of the client there are many alternatives to using COTS voice-recognition 

software. A variety of software packages exist that enable developers with no voice recognition exper-

tise to add voice recognition capability to their products.  By taking advantage of these products users 

can gain the capability without the same risk. Additionally, COTS offerings do exists which follow the 

guidelines above, either by keeping data on the client system or by allowing the government to control 

the servers. Future work could include a full feature comparison as determined by the needs of the 

DIA. 
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Further Reading 

Home devices transmitting data while in standby mode: 

 https://www.wired.com/2016/12/alexa-and-google-record-your-voice/ 

 https://www.techworld.com/security/does-amazon-alexa-listen-to-my-conversations-3661967/ 

CMUSphinx tutorial webpage: https://cmusphinx.github.io/wiki/tutorialconcepts/ 

Open-source voice recognition toolkits: https://blog.neospeech.com/top-5-open-source-speech-recog-

nition-toolkits/  
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