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ABSTRACT

We report on our key advances in understanding the physics of chalcogenide- and silicon

dioxide-based conductive bridge random-access memory (CBRAM) devices. Speci�cally, we

report on Ag and Sn in Ge2Se3 and in GeSe2, and Ag and Cu in SiO2. We report that Ag and

Sn autoionize in Ge2Se3, but not in SiO2. This crucial di�erence is re�ected in the growth

of dendrites in both materials. We also found that in Ge2Se3, Ag will readily displace Ge,

forming a Ge-Ag dimer. Furthermore, two Ag atoms can form Ag dimers, displacing a pair

of Ge atoms, and that this is an exothermic reaction. We have also studied the interaction of

oxygen with pure Ge2Se3, and with Ag in the same material. Oxygen molecules will readily

dissociate and form a variety of stable and metastable defects. The lowest energy defect is a

Ge-O-Ge bridge, thus eliminating Ge-Ge dimers. We also found that oxygen did not readily

attack Ge-Ag dimers.
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1.0 SUMMARY

In this report, we review the principal �ndings of our in-house e�ort on the physics of ion-

transport memristors. We focused on chalcognide-based conductive bridge random access

memory (CBRAM) devices, especially Ge-Se compounds, and within those devices, we fo-

cused on silver as the principal ion. Using a variety of theoretical methods, including density

functional theory (DFT), compact models, and kinetic Monte Carlo (KMC), we made the

following discoveries:

� We found that excess electrons spontaneously self-trap, and that they prefer to self-

trap in pairs. In so doing, they break Ge-Se bonds. This is consistent with Elliott's

contention that photo-doping of Ge-Se compounds requires a front of negatively charged

defects ahead of a front of positive silver ions that spontaneously pulls them further in

a selenium rich layer.

� Independent of stoichiometry, we found that interstitial silver atoms spontaneously

autoionize, dropping an electron into the conduction band of the material. This explains

the persistent mobility of silver ions under the in�uence of an external �eld.

� In our initial studies of multiple silver atoms, we found that they prefer to form inter-

stitial dimers

� We found that silver is a fast di�user� that it can traverse a 50 Å �lm in tens of

nanoseconds. Within a crystalline model there are hard and easy pathways for di�usion.

The easy paths are along the surface of layers. The hard hops are between interstitial

positions within layers.

� In Ge2Se3, we found that, thermodynamically, silver will readily replace germanium

in the lattice, forming Ge-Ag dimers and isolated germanium interstitials. This is

consistent with Campbell's hypothesis that Ge-Ge dimers are the initial sites for silver

incorporation, and form the backbone for the formation of silver dendrites.

� In GeSe2, we found that silver does not readily replace germanium in the lattice. This

is a key di�erence between selenium rich compounds, such as GeSe2, and Ge2Se3.

� We found that monomeric silver chains do not, even asymptotically, become metallic.

However, any more complex chain structures are metallic. Furthermore, we agree with

others that roughly 40 silver atoms are required before we predict metallic behavior in

�nite clusters. Thus, we do not expect that small clusters will alter dramatically the

electric �eld distribution in memristive devices.

1
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2.0 INTRODUCTION

2.1 Background

Memristors may hold the key to very low power, neuromorphic computation. Many mem-

ristor technologies o�er variable, nonvolatile resistance, making obvious their potential as

arti�cial synapses [7]. One promising set of technologies use germanium-selenium compounds

through which silver or copper ions move under applied bias to either form or dissolve highly

conductive metallic dendrites. The process is shown, in broad outline, in Fig. 1.

Figure 1: Memristor I-V curve and CBRAM diagrams. Yellow atoms indicate the electrolyte

Sub-�gure marked A is the virgin device. The bottom electrode, in this case platinum,

is inert, and serves as an ohmic contact. The yellow active layer can be an insulator, such as

silicon dioxide, or an amorphous semiconductor, such as GeSe2or Ge2Se3. The top electrode

in this simple picture is a layer of silver, although a variety of metals have been shown to

exhibit similar behavior. Under positive bias (B-D), silver atoms become positively charged,

and transport rapidly through the active layer, �nally depositing on the bottom electrode.

As dendrites begin to form, they concentrate the electric �eld, so that dendrite growth is

self-organized. The resistance of the device stays very high until the dendrite makes contact

with the top electrode, at which point the resistance decrease is precipitous. In fact, the

current is limited by specifying a compliance value. As the bias is reduced and becomes

negative, the dendrite starts to lose silver ions to the top electrode, and , eventually, the

connection is broken, driving the resistance back to a high value. Both high- and low-

resistance states are stable at and below room temperature, so that the device is a variable,

programmable resistor� a memristor. That the connection is dendritic, or �lamentary, has

been seen experimentally. In Fig. 2.

2
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Figure 2: Micrograph of Ag dendrite between Ag and Au electrodes through As2Se3 [13]

We should point out that initially the large resistance change of up to three orders of

magnitude led to hopes that these devices could be programmed into a very large number of

intermediate states, leading to a new generation of nonvolatile, analog memories. However,

the principal resistance range under control is after the dendrite has fully contacted the

top electrode, and the range of variation is, at best, an order of magnitude. Furthermore,

while several groups have demonstrated some analog behavior, the devices still exhibit larger

device-to-device, and even intra-device, variation, so that the practical number of available

states is in the low tens of states. Recently, Barnaby and coworkers have developed similar

materials systems using amorphous silicon dioxide as the electrolyte [3, 4].

In this in-house e�ort, we have focused primarily, but not exclusively, on the Ge2Se3:Ag

material system. We made this choice for several reasons. First, as discussed brie�y below,

there is a fairly large literature in selenium-rich materials, such as GeSe2, so that we could

make a much bigger impact on a new, technologically promising material. Second, it turns

out that devices such as those shown in Fig. 1 need an initial photo-doping treatment

that drives silver into the active layer, while devices that use Ge2Se3 require no such step.

Third, the device technology using Ge2Se3 is more mature, leading to less device-to-device

variability. Fourth, the Ge2Se3-technology has a much larger operating temperature range,

able to meet military speci�cations. Finally, as discussed in Sec. 2.2.1, after photo-doping,

the selenium-rich materials actually have many of the characteristics of Ge2Se3, including

signi�cant numbers of Ge-Ge dimers, so that understanding Ge2Se3 could well lead to broader

understanding of Ge-Se-based devices. We will also report �ndings on the SiO2:Ag and

SiO2:Cu systems. While devices based on the latter materials have similar characteristics,

the basic physics is signi�cantly di�erent.

We undertook this study to build a fundamental knowledge-base for conductive bridge

cells. Prior to the study, there was no clear understanding of how neutral silver or copper

became positively charged, and how these ions transported through the solid. Even the re-

3
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quired dimensions of dendrite to support metallic conduction were unknown. It was the goal

of this e�ort to provide microscopic understanding of these and other crucial mechanisms.

However, it is likely that real systems contain signi�cant concentrations of various extrinsic

species, including oxygen. Because of this possibility, we explored the interaction of oxygen

atoms and molecules with Ge2Se3. We chose this because there is spectroscopic evidence

that, even in selenium-rich compounds that require photo-doping, the backbone of the re-

sulting alloy has a similar volume density of germanium dimers to Ge2Se3. The in-house

results relied heavily on density functional theory (DFT) in the generalized gradient approx-

imation (GGA). Using a crystalline model, we have calculated equilibrium geometries, defect

levels, energies of formation, and core-level shifts for a variety of oxygen complexes, including

interstitials, substitutionals, and complexes with silver using this model. We also performed

limited studies of actual device performance using physics-based compact models, and even

kinetic Monte-Carlo techniques [39]. We found that oxygen molecules either spontaneously

dissociate, or they exist in highly metastable conformations. Thus, we only really need to

study isolated oxygen atoms. We also �nd that, in the presence of germanium dimers, oxy-

gen interstitials are unstable� that they form Ge-O-Ge bridges at room temperature. These

results have implications for processing choices in GexSey-based memristor technologies. The

balance of the report is organized as follows: In Sec. 2.2, we review previous relevant ex-

periment and theory on bulk Ge2Se3, and on oxygen in this system. In Sec. 3.0 we brie�y

review our methods, including the codes used in this study. The results are given in Sec. 4.0

, and we discuss future work in Sec. 5.0 .

2.2 Previous Experiment and Theory

2.2.1 Ge2Se3 Experiment

Ge2Se3 exists only in the non-crystalline state� when annealed, it phase-separates into GeSe2,

and GeSe. In the non-crystalline phase, Zhou, et al. [43] have shown that, on average, it

follows the 8-N rule. That is, germanium is four-fold coordinated, with three selenium and

one germanium nearest neighbors, while selenium is two-fold coordinated, with two germa-

nium neighbors. This is consistent with the radial distribution function analysis of Pohle and

coworkers, based on X-ray di�raction studies [32]. From optical absorption measurements,

the energy gap, Eg, is somewhat controversial. Bakr et al. estimate the gap to be 2.0 eV [1].

Kotkata et al. quote values ranging from 1.36 eV to 1.62 eV, depending on the criteria [17].

In fact, depending on preparation technique, Choi shows a variation between 1.6 eV and 2.2

eV for the criterion that the absorption coe�cient, α, is 10−4 cm−1[5].

Yan, et al. have studied photobleaching in vacuum and in air for both GeSe2 and Ge3Se2
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[41]. They concluded that bond rearrangement was responsible for most of the photobleach-

ing in GeSe2 in both air and vacuum, while in Ge2Se3, it was almost exclusively due to

oxygen incorporation, as there was no photobleaching observed from vacuum illumination.

The Raman spectra of various Ge-Se compounds, including Ge2Se3, as measured by

Mitkova and Kozicki [24], is shown in Fig. 3.

Figure 3: Raman spectra in GeSe compounds, before (a-d) and after (e) photodi�usion [24]

Note the crucial di�erence from the other, selenium-rich, �lms is a prominent feature

at ~180 cm−1, associated with the stretching mode of Ge-Ge dimers, and the higher energy

features associated with Ge-Se and Se-Se bonds. The Ge-Ge dimers are only abundant in

the Ge40Se60 (Ge2Se3) compound. The curve labeled e is taken for each material after photo-

di�usion, where relatively high power, band gap light is used to drive elemental silver into

the �lms. Note that after photo di�usion, all of the materials look the same as Ge40Se60 .

For this reason, we believe that the results obtained in this study will be relevant to other

technologies.

2.2.2 Ge2Se3Theory

While there is a substantial literature on selenium-rich germanium-selenium compounds,

including GeSe and GeSe2 [11, 6, 22, 21, 43], there is relatively little published on Ge2Se3.

Le Roux and co workers have published two quantum molecular dynamics studies� one on

liquid Ge2Se3 [20], and one on glassy Ge-Se compounds, including Ge2Se3 [19]. The average

coordination numbers for glassy Ge2Se3 are given in Ref. [19], which we reproduce in Table

1.

Table 1: Coordination numbers for QMD simulation of glassy Ge2Se3

¯nGe ¯nSe n̄ n̄(exp) n̄(8−N)
3.73 2.15 2.78 2.81 2.8
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The 8-N value is the ideal if all germanium atoms have four nearest-neighbors and

all selenium atoms have two. While there is some deviation, the simulation is remarkably

well ordered with respect to coordination numbers. However, the average number of Ge-Ge

dimers/Ge atom is half of that expected from the EXAFS results of Zhou et al.[43]m and from

assumed chemical ordering. It is not clear whether the QMD results are de�nitive. As an

example, in SiO2, we cite Ref. [14] that obtained excellent agreement with neutron di�raction

studies, while retaining relatively large densities of structural defects, such as non-bridging

oxygen atoms, that are absent in more recent simulations that either use better potentials

[34, 38], or anneal more slowly. Until there are good force �elds in classical MD for the Ge-Se

interaction, the quality of the quantum MD results will be controversial.

3.0 METHODS

We used SEQQUEST, a pseudo potential DFT code, that uses well-converged, valence

atomic orbital basis sets (double-zeta quality) that include polarization functions. We used

Hamann-type, norm-conserving pseudo potentials [12], and the Perdew-Burke-Ernzerho�

(PBE) formulation [30] of the generalized gradient approximation (GGA). We used a 2x2x2

Monkhorst-Pack sampling of k-space [25]. Geometry relaxations are converged to within

0.01 eV/Å. We used a crystalline model based on Si2Te3, shown in Fig. 4.

Figure 4: Crystalline model for Ge2Se3 [31]

This model retains the strict chemical ordering expected from the stoichiometry, which

was observed in EXAFS, and reproduced, to a large extent, in MD simulation. Note that this

is predicted to be a layered material, similar to crystalline GeSe2. This is not surprising, as

other crystalline chalcogenide materials, such as orthorhombic GeTe, GeTe2, and Ge2Sb2Te5,

are also layered. Of course, in the actual amorphous state, there is no evidence for long-

range layering in these materials. However, in a-Ge2Sb2Te5 there is experimental evidence

6
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for large voids, that we argue is a remnant of frustrated layering. We should note that the

germanium dimers are of two types� either approximately parallel or perpendicular to the

layer surface. The two have surprisingly di�erent geometries, the bond lengths di�er by 0.1

Å, and, as shown in Sec. 4.0 and elsewhere [8], di�erent reaction energetics. We use D⊥
and D‖ to distinguish the two conformations. The results reported here will be useful to

understand the chemistry in chemically ordered portions of an amorphous phase. However,

they will not have relevance for over- and under- coordinated species. Furthermore, we expect

inhomogeneous broadening due to local strain, so results reported here are incomplete. None

of the structures reported here have associated localized states within the Kohn-Sham band

gap, so, for chemically ordered Ge2Se3, we predict there will be no defect levels in the band

gap.

For extrinsic defects, we used 80 and 360 atom supercells to test convergence. We have

studied single and paired metal atoms (Ag, Sn, Cu) and oxygen. For the metal atoms, we

have studied charge-states, although, as shown in Sect. 4.0 , this is complicated by self-

trapping we discovered. For self-trapping, and for the emergence of conduction, we used

clusters of atoms. For self-trapping, we used the cluster shown in Fig. 5.

(a)

(b)

Figure 5: Two views of the cluster used for self-trapping study: Small spheres are hydrogen atoms

7
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We abstracted a ring-structure from the larger super cell, truncated on selenium atoms

because of their low coordination number. The dangling selenium orbitals were saturated

with hydrogen atoms at the equilibrium Se-H bond length, and along the bond directions

in the original cell. We chose this structure because there is no single preferred site in the

cluster, so that we could make sensible arguments about transport of self-trapped species.

For onset of conduction, we used clusters of silver atoms of various sizes and shapes. We

used GAMESS for the cluster calculations, and used con�guration interaction (singles) to

calculate �rst excited states. We performed one-dimensionally periodic calculations on linear

chains of varying thickness using QUEST, again using the PBE ECP.

As part of an initial e�ort to model devices using results from atomistic simulations, we

wrote a kinetic Monte Carlo code, based on Ref. [39]. The Kinetic Monte Carlo (KMC)

is an excellent technique for bridging atomistic and nanometric length scales. It builds

a probabilistically weighted list of possible reactions, and then chooses reactions base on

a uniformly distributed random number. The time step is variable, and depends on this

stochastically chosen process. Thus, KMC can span large time intervals using mechanisms

based on atomistic simulations.

4.0 RESULTS

4.1 Ge2Se3

4.1.1 Crystalline Model

In Table 2, we summarize our local geometric predictions from the crystalline model, and

compare these with the EXAFS results of Zhou et al. [43], and to molecular dynamics (MD)

of Leroux et al. [19].

Table 2: Bond lengths for crystalline model of Ge2Se3, EXAF's [43], and MD [19]

RGe−Ge (Å) RGe−Se (Å)

Current Study 2.45±0.05 2.41±0.02
Ref. [19] 2.47 2.35
Ref. [43] 2.41±0.02 2.365±0.005

For both bond lengths, our results are approximately 1.7% larger than the experimental

values. Note also that our standard deviation of bond lengths across the twenty atom

unit cell is between two and four times larger than experiment. This is a little surprising,

considering that experiment is actually over a truly amorphous material. We have also

included results from the radial distribution functions for Ge-Ge and Ge-Se bonds from Ref.

[19]. Two features bear noting. First, the Ge-Ge bond lengths predicted in the current study,
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and by Le Roux and coworkers, are signi�cantly larger than that obtained from EXAFS

by Zhou and coworkers. More importantly, the bond statistics in the molecular dynamics

study are signi�cantly less ideal than those reported in EXAFS. That is, while the EXAFS

data indicates perfect chemical ordering, within experimental error, with, on average, one

germanium and three selenium neighbors for each germanium atom, and two germanium

neighbors for each selenium atom, the molecular dynamics study indicates only one in two

germanium atoms with a germanium neighbor. If the experiment is to be believed, this

discrepancy may indicate poor convergence due to an overly aggressive annealing schedule.

At any rate, we argue that the results for the crystalline model re�ect faithfully the local

chemical bonding, so that the predicted local chemistry will re�ect what is seen in well

annealed, bulk glass. One �nal note on the two dimer conformations D‖ and D⊥. The

two conformations have bond lengths that di�er by 0.1 Å (D⊥<D‖), which is re�ected in the

projected density of states (PDOS), shown in Fig. 6 where the lowest peak in the conduction

band is from D‖ (Ge1), and the second is from D⊥ (Ge2).

Figure 6: PDOS of two germanium atoms in the ideal crystalline model: Ge1(Ge2) part of D‖(D⊥)
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Normally, one would argue that the smaller bond length implies stronger bonding. However,

the positions of the selenium atoms above and below D⊥ are partly determined by the Ge-Se

bond lengths surrounding D‖, so that the smaller D⊥bond length could imply strain induced

by geometric constraints. We include this discussion, as it pertains to oxygen interactions

in Sec. 4.3.

4.1.2 Electron self-trapping

Prior to discussing extrinsic defects, or even structural, intrinsic defects, such as vacancies,

antisites, or interstitials, there is great interest in chalcognide materials, such as GeTe2,

GeSe2, and Ge2Se3 in the self-trapping of electrons and holes. In fact, these are the model

materials for self-trapping. We have performed ab initio and nearly ab initio calculations

using density functional theory (DFT) applied to either periodic unit cells, or �nite atomic

clusters, shown in Figs . 4 and 5. We derive both from a crystalline model based on Si2Te3

[31]. We include the top view, Fig. 5 (b), to show clearly the larger and smaller ring struc-

ture. To reiterate, for the periodic structures, we used SEQQUEST, a local orbital, pseudo

potential, DFT code. We used the generalized gradient approximation (GGA), the Perdew-

Burke-Ernzerhof (PBE) exchange-correlation potential [30], and Hamann pseudopotentials

[12]. For the cluster calculations, we combined SEQQUEST with GAMESS [35], an atomic

and molecular code, where we used Stevens-Basch-Krauss e�ective core potentials[36, 40]

and basis sets, combined with either the Becke 3 parameter Lee Yang Parr (B3LYP) [2]

or the PBE exchange correlation potentials. For atomic relaxations, we used two sets of

boundary conditions. Either we allowed all atoms, including the hydrogen atoms, to relax,

or we froze the terminating Se-H moieties and allowed all interior atoms to relax. We label

these unconstrained, u, and constrained, c, respectively. Clearly, the freedom of the real

relaxation is between these two extremes, so commonality will be an important metric of

validity. Another important metric will be the degree to which self-trapping occurs on the

interior, heavy atoms. Hydrogen contamination of the trapped electron wave function would

result if the LUMO had signi�cant hydrogen content� an artifact that would invalidate any

predictions for pure Ge2Se3. We calculated equilibrium geometries, and stabilization ener-

gies in the neutral, -1 and -2 charge states. In the -1 charge state, there is an unpaired

spin that would give rise to a measurable electron spin resonance (ESR) signal, along with

hyper�ne structure. Using NWChem [37], we calculated the isotropic and anisotropic hyper-

�ne coupling constants for 73Ge and 77Se with the all-electron, double-zeta plus polarization

(DZP) basis set optimized for B3LYP [33]. We calculated the barrier to hopping using the

nudged elastic band (NEB) technique [16] in SEQQUEST. This required the location of

metastable local minima. As described below, we started from a geometry analogous to the
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ground state, but translated the localizing distortion to neighboring atoms, and searched

for local minima. In SEQQUEST, the cluster calculations are performed in a repeated cell

approximation. Because the basis sets and pseudopotentials in SEQQUEST are di�erent

from those used in GAMESS, prior to calculating the barrier, we recalculated local mini-

mum energy con�gurations. Because SEQQUEST performs DFT calculations only in the

local density approximation (LDA), and the PBE, and Armiento-Mattsson (AM05) versions

of GGA, albeit in both restricted and spin-polarized formalisms, and because PBE is known

to underestimate barrier heights [27], sometimes dramatically, we estimated B3LYP barrier

heights using the PBE conformations for the ground and transition states. We used the

B3LYP barriers to make contact with experiment.

In Figs. 7 (a) and (b) we show the relaxed constrained cluster in the -1 and -2 charge

states, respectively.

(a)

(b)

Figure 7: B3LYP constrained geometries in the (a) -1 , and (b) -2 charge state

Table 3 summarizes the important changes between the neutral, -1, and -2 charge states as a

function of exchange-correlation potential and cluster constraints. We have not included the

unconstrained parameters for the -2 charge state because we deemed it unphysical. More on

this below. Aside from the numbered pair of germanium atoms in Fig. 7 and their nearest

neighbor selenium atoms, relaxations are negligible between charge states. However, within

11
Approved for public release: distribution is unlimited



that moiety, electron trapping leads to large atomic relaxations. In fact, in the -2 charge

state, the bond ruptures between Ge1 and Se1. Independent of geometrical constraints, the

trapping event consists in a lengthening of one Ge-Ge bond and two Ge-Se bonds. The

unconstrained results are especially important for assessing the degree to which the electron

is trapped in the interior of the cluster. From Table 3, both the direction and the length of the

Se-H bonds are essentially unchanged by the presence of one extra electron. Furthermore, in

this equilibrium con�guration, the electron clearly traps on an interior selenium atom bound

to two germanium atoms. Finally, in Table 4 we show the energy di�erence in the -1 and -2

charge states between the neutral equilibrium and the localized conformations. This is an

estimate of the self-trapping energy and does not include the long-range polarization energy

that would increase the stability further.

Table 3: (a) Geometric parameters. c (u)= constrained (unconstrained) clusters. Numbering from
Fig. 7 o ,-,= neutral -1e, -2e . For cluster results, values outside (inside) parentheses are for PBE
(B3LYP) (b) Analogous results for the periodic supercell calculation: column headers indicate charge
state

(a)

uo co u− c− c=

RGe1−Ge2 (Å) 2.51 (2.51) 2.52 (2.51) 2.58 (2.58) 2.60 (2.60) 2.72 (2.74)
RGe1−Se1 (Å) 2.46 (2.45) 2.45 (2.45) 2.74 (2.78) 2.64 (2.69) 3.54 (3.46)
RGe1−Se2 (Å) 2.43 (2.43) 2.45 (2.45) 2.59 (2.62) 2.62 (2.65) 2.58 (2.62)
<RSe−H> (Å) 1.50 (1.49) 1.46 (1.46) 1.50 (1.49) 1.46 (1.46) 1.46 (1.46)

6 Ge2 −Ge1 − Se1 97.3 (99.2) 102.8 (102.7) 93.7 (93.6) 99.0 (98.1) 103.8 (96.3)
6 Se2 −Ge1 − Se1 112.7 (112.8) (119.4) 153.5 (154.9) 138.9 (138.7) 152.7 (154.4)

(b)

0 -1 -2

RGe1−Ge2 2.49 2.50 2.59
RGe1−Se1 2.42 2.43 2.93
RGe1−Se2 2.43 2.44 2.61

6 Ge2 −Ge1 − Se1 103.9 103.9 97.4
6 Se2 −Ge1 − Se1 117.6 103.9 158.7

Table 4: Approximate stabilization energy, in eV, for the single and paired self-trapped electron

u− c− c=

B3LYP 1.55 0.4 1.39
PBE 0.56 0.32 0.8

Clearly, the localized conformation is the ground state of this system. As expected, the

unconstrained cluster has a much larger stabilization. Also, B3LYP predicts a much larger

stabilization energy. More importantly, we note that the stabilization energy for the -2

charge state is larger than twice the stabilizaton energy of the -1 charge state. This implies
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that, in the ground state, STE's would spontaneously pair.

The supercell results are summarized in Table 3 (b). In the -1 charge state, the electron is

completely delocalized, and, there is virtually no di�erence in geometry between the neutral

and the negative charge state. To eliminate the possibility that there was a barrier to self-

trapping in the bulk, we used initial geometries taken from the relaxed cluster calculations.

The supercell always relaxed back into the undistorted conformation. This was expected, as

DFT has historically either missed self-trapping entirely, or has captured it as a metastable

state. However, in the -2 charge state, there is clear evidence of self-trapping. The geometry

is in very good agreement with the constrained cluster result, and justi�es neglecting the

unconstrained cluster result for this charge state. This is shown graphically in Fig. 8.

Figure 8: Geometry of the -2 charge state in the periodic calculation

Another important measure of localization is the appearance of one-electron levels in

the Kohn-Sham band gap. In Fig. 9 (a) and (b), we show the PDOS for the -1 and -2 charge

states for the constrained �nite clusters.
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Figure 9: PDOS for -1 (a) and -2 (b) charge states for the constrained, PBE cluster calculations

In both �gures, the green line is the PDOS on Se1in Fig. 8 in the neutral charge state. This

sets the valence band (VB) and conduction band (CB) edges. The VB edge is the zero of

energy. In the -1 charge state a gap state appears near the CB edge, while in the -2 charge

state, the gap state is in the lower half of the band gap. Note that there is no measurable

hydrogen density in the gap states, again demonstrating that the STE is well localized on
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the interior of the cluster. In Fig. 10, we show the same result in the -2 charge state for the

periodic calculation.
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Figure 10: PDOS for the -2 charge state in the periodic calculation

The results are in excellent agreement with those in Fig. 9 (b).

We have calculated the transition state between the stable and metastable equilibria

for the unconstrained cluster, and between the two equivalent minima in the constrained

cluster. For the unconstrained cluster we used �ve intermediate con�gurations in the NEB

calculation, while for the constrained cluster we used seven. For the single self-trapped

electron, the calculated barriers to motion are 0.17 eV (u) and 0.08 eV (c) in the PBE

approximation and 0.33 eV (u) and 0.26 eV (c) in the B3LYP approximation, while for paired

STE's, the B3LYP value for the constrained cluster is 0.6 eV. These values are upper bounds

on the hopping energies in the small polaron model for two reasons. First, the NEB method

always approaches the transition state from above. Second, this is an adiabatic energy

that takes no account of electron tunneling. However, even this upper bound precludes self-

trapping as a mechanism for completely freezing out electron transport. Using simple kinetic

theory, R = ν • exp(−∆E
kT

), where ν is an attempt-to-escape frequency, ∆E is the calculated

barrier, k is the Boltzmann constant, and T is the temperature, we can estimate the hopping

rate as a function of T. Alternatively, we can use R−1 to estimate a residence time at a single

site. We calculated the normal modes, and analyzed those associated with the trapping

relaxation. A mode at 77 cm−1 (c−) and 172 cm−1 (c=) exhibited both the appropriate

Ge-Se stretch, and the Ge-Ge-Se bond angle distortions localized on the germanium pair
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of interest. Using the lower B3LYP energy barrier (from the constrained cluster), and the

higher attempt-to-escape frequency (from the unconstrained cluster), thus estimating a lower

bound on localization, we estimated at 300 K the values in Table 5.

Table 5: Transport parameters from simple kinetic theory in Eq. 4.1.2

c− c=

∆E (eV) 0.26 0.6
ν(cm−1) 77 172
R (sec−1) 8.8x107 4.26x102

τ =R−1(sec) 1.14x10−8 2.3x10−3

T (K) 81 186

Using the room temperature hopping rate, and assuming an electric �eld strong enough

to bias every hop in the forward direction, we estimate the transit-time across a 1 µm layer

of material of 0.3 sec for single STE's and 4.5 sec for STE pairs. For experiments with time

frames on the order of milliseconds, the STE pair would be essentially immobile.

These calculations point to two validation experiments. First, low-temperature electron

spin resonance could be used to identify self-trapped electrons. We have calculated the
73Ge and 77Se hyper�ne coupling constants for all heavy atoms in the clusters for localized

electron conformation. We have also calculated the 1H hyper�ne to demonstrate further

that the boundary atoms do not participate signi�cantly in electron trapping. The most

prominent interactions are shown in Table 6.

Table 6: Calculated hyper�ne interactions for atoms labeled in Fig. 7. aiso is the isotropic splitting
and b1−3 are the principal values of the anisotropic dyadic: Hmax is the maximum predicted splitting
for the terminating hydrogen atoms: values inside (outside) parentheses are for the constrained
(unconstrained) cluster: all values in Gauss

aiso (G) b1 b2 b3

Ge1 156.0 (170.5) -4.73 (-2.69) 1.48 (0.63) 3.26 (2.06)
Ge2 31.5 (56.1) -1.70 (-1.68) 0.78 (0.80) 0.92 (0.86)
Se1 53.4 (61.7) -50.0 (-41.67) -48.8 (-40.55) 98.77 (82.22)
Se2 25.4 (38.1) -43.24 (-43.72) -40.88 (-41.45) 84.12 (85.18)
Hmax 0.8 (1.25) 0.1 (0.29) - -

4.2 Ag in Ge2Se3

Because silver is used in several Ge-Se based CBRAM technologies, it is the obvious �rst

metal to study in these systems. We studied both interstitial silver and silver substituting

for germanium. We discuss these in turn.
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4.2.1 Interstitial Ag

We have studied the simple, interstitial silver (AgI) in two qualitatively di�erent environ-

ments, shown in Figs. 12(a) and (b), which we label AgI1 and AgI2, respectively. In both

conformations the interstitial silver bonds only to selenium atoms. The interlayer silver is

especially interesting because we argue that there is strong evidence that the silver atom is

actually adjacent to a self-trapped electron.

The projected densities of states (PDOS) for AgI1 is shown in Fig. 11. While we include

the geometries for both for completeness, they both exhibit similar fundamental properties.

In both cases, there is no silver participation in the band gap. Furthermore, the energy level

for the highest occupied atomic silver electron is above the conduction band edge, so that

the 5s electron drops to the top of the conduction band and is then captured by a defect

state localized around the two red germanium atoms in Fig. 12 (a) and (b).

Figure 11: PDOS for the intralayer silver interstitial in the neutral charge state

The Ge-Ge bond length grows by ~0.1 Å, while the Ge-Se bond lengths grow by ∼0.05
Å. The PDOS, shown in Figs. 11 (a) and (b), exhibits one or two peaks very close to the

conduction band edge. Both the atomic relaxation and the PDOS spectra are, we argue,

�ngerprints for electron self-trapping. This autoionization gives a very simple and physical

explanation for the persistent mobility of silver in the presence of an electric �eld, and for

its apparent charge state. This behavior is probably quite common in narrow-gap materials,

or in highly defective insulators with large numbers of acceptor defect states in the gap.
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The positive charge state also explains why silver prefers to bond to negatively charged

selenium, rather than to positively charged germanium. Note the similarity between Fig.

11 and Fig. 9 (a). Combined with the changes in the Ge-Ge and Ge-Se bonds indicates

that the auto-ionization event leads to the formation of a self-trapped electron. Finally, it

is important to clarify that in these calculations, AgI is only formally charged +1. Mulliken

analysis indicates that the predicted net charge is much smaller, about 0.13 e. This is because

Ag 5p-states, which are unoccupied in the isolated atom, admix signi�cantly with the Se

4p-states near the valence band edge, thus recapturing electron density.

                                        

                                        

point  0                                

                                        

                                        

                                        

                                                                                                                        

(a) Intralayer (b) Interlayer

Figure 12: Geometries for the AgI in Ge2Se3: extra electron traps on red atoms

To �nish this story, we present the equilibrium geometry, in Fig. 13 (a) , and the PDOS,

in Fig. 13 (b), for the -1 charge state of the intra-layer silver interstitial.
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Figure 13: Equilibrium con�guration (a) and PDOS (b) for -1 charge state of AgI in Ge2Se3

Comparing the geometry around atoms Ge1, Ge2, and Se with that in Fig. 8, and the

PDOS in Fig. 13(b) with that in Fig. 10, we argue that best interpretation is that, in the -1

charge state, the silver ion retains a formal +1 charge, and that there is now an STE pair

around the Ge1-Ge2 dimer.
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4.2.2 Substitutional Ag

In Fig. 14, we show. for emphasis, both the initial and the equilibrium con�guration of

silver substituting for germanium (AgS). The defect site undergoes signi�cant rearrange-

ment, including breaking the Ag-Ge bond and forming a new Ge-Se bond, to avoid Ag-Ge

bonding. The bond angles 6 Ag-SeI-Ge and 6 Ag-SeII-Ge are reduced to 76◦ , consistent with

considerable strain.

(a) (b)

Figure 14: AgS in Ge2Se3 in the ideal (a) and relaxed (b) conformations

The electronic structure is shown in Fig. 15. We have included the total PDOS for a

bulk selenium atom to delineate the bulk band gap, and to highlight the changes in PDOS

for a selenium atom that is adjacent to the silver. We have also decomposed the silver PDOS

into s, p, and d components. The Ag-Se bonding creates defect states within 0.3 eV of the

Kohn-Sham valence band edge. The bonding is substantially Se p-Ag d.
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Figure 15: PDOS for AgS:Ge in Ge2Se3
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As a �nal test case, we considered that possibility of silver knocking a germanium

atom into an interstitial site. The initial and equilibrium conformations are shown in Fig.

16. There are three striking features. First, the interstitial germanium forms three bonds

with neighboring selenium atoms, although the bond lengths are 0.4 Å longer than nor-

mal Ge-Se bonds. This is unsurprising as its nearest-neighbor selenium atoms are three

fold-coordinated. Second, there is a substantial bond formed between the silver atom and

the germanium atom labeled in Fig. 16(b). In fact, RAg−Geis 2.54 Å, within 0.05 Åof an

analogous Ge-Ge bond.

(a) (b)

Figure 16: AgS:GeIpair in Ge2Se3: (a) undeformed (b)relaxed

In Fig. 17, we show the PDOS for the AgS:GeIpair. There are clearly two sets of

localized gap states. The lower energy set is derived from the interstitial germanium, its

neighboring selenium, and signi�cant silver participation. The second, higher energy, set is

derived from silver and its bonded germanium atom, labeled Ge in Fig. 16 (b).
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Figure 17: PDOS for AgS:Ge: Ge is Ge atom bonded to the Ag atom: GeI is interstitial Ge
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4.2.3 Formation Energies of Silver Defects

To this point, we haven't discussed the relative stability of these defects. Because they

involve gap states, we have to be concerned about stability as a function of Fermi level. To

address this, we have used the standard technique of calculating the formation energy, ∆Ef ,

within the jellium approximation, discussed at length elsewhere [28]. The results for silver

defects are given in Fig. 18.
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Figure 18: ∆Ef for single Ag atom defects as a function of εF . εF=0 for perfect crystal

The slopes of the lines indicate the charge state. Thus, for example, below ~-0.05 eV,

the isolated germanium interstitial is positively charged, and between -0.05 eV, and 0.35 eV

it is neutral. For all Fermi levels below ~0.2 eV, the lowest energy defect is the intra-layer

silver instersitial. However, above that energy the lowest energy defect is the substiutional

silver:germanium interstitial. That is, when the Fermi level is roughly 0.2 eV above mid

gap, it is energetically favorable for the silver atom to knock a germanium o�-site, creating

a Ge-Ag pair, and for the germanium atom to become an interatitial. Note that for both the

silver insterstitials, there is no Fermi level for which the neutral charge state is stable. This is

because of the self-trapping discussed above, and is a direct result of the spontaneous pairing

of STE's. This actually complicates our picture of this ostensibly simple defect. Locally, the

silver atom is always positively charged, so it might be better only to consider results for the

Fermi level within 0.2 eV of mid gap in the upper half of the band gap.
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4.2.4 Pairs of Silver atoms

We have studied pairs of silver atoms in the crystalline model of Ge2Se3. Here, we have 
used both 80 and 360 atom unit cells to monitor convergence of geometries and of ener-
gies. In all cases here, the 80 atom cell su�ced. This, of course is where we can study 
the onset of clustering. We considered two distant interstitials, both interlayer (2Ag(inter)) 
and intralayer (2Ag(intra)), two nearby interstitials (2Agnn(inter) and 2Agnn(intra)), a sin-
gle interstitial with a neighboring substitutional (AgI :Ags:GeI ), and two substitutionals 
(2Ags‖:2GeIand2Ags⊥:2GeI , where ⊥and ‖indicate the Ag dimer is either parallel or normal to 

the layer surface). As discussed above, in Sec. 4.2.2, the substitutionals  we are considering here 
involve kicking a network germanium into an interstitial position.

Table 7: Energies of formation for pairs of silver atoms in Ge2Se3

∆Ef (eV ) ∆Ef/Ag(eV )

2Ag(intra) 0.69 0.34
2Agnn(intra) 0.84 0.42
2Ag(inter) 1.02 0.51
2Agnn(inter) 0.99 0.5
AgI :Ags:GeI 0.47 0.24
2Ags‖:2Gei 0.44 0.22
2Ags⊥:2Gei 2.25 1.12
Ag(intra) 0.6 0.6
Ags:GeI 0.71 0.71

We have included two formation energies for single silver conformations for reference,

and we have included a column for formation energy/silver atom. The results indicate clearly

that, even for two silver atoms, there is a strong tendency to cluster. The lowest energy is for

the formation of a silver-silver dimer with two interstitial germanium atoms. We should note

that there is some ambiguity in interpreting these results. In Sec. 4.2.3, we showed that,

because there are gap states, we need to consider di�erent charge states, and that formation

energies are a function of Fermi level. At the same time, any interstitial silver atom will

actually be positively charged, and be accompanied by an STE. In the case of two interstitial

silver atoms, there is an STE pair, as implied by the geometry shown in Fig. 19.
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Figure 19: Equilibrium geometry for interstitial Ag dimer

Here, we see the broken Ge-Se bond associated with the STE pair. Never-the-less, the 
dramatic di�erence in energy between, say two completely isolated interstitial silver atoms 
(1.2 eV) and the silver dimer with two interstitial germanium atoms implies that this is the 
thermodynamically favored conformation.

We conclude this section with a brief discussion of the PDOS for silver pairs. We show in Fig. 

20, the PDOS for the con�guration in Fig. 19.
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Figure 20: PDOS for interstitial silver dimer as seen in Fig. 19

The blue and green lines set the band edges at approximately -5.5 eV and -4.5 eV. Besides

the characteristic peak in the lower half for the STE pair, we note that the PDOS on the

silver again shows no appreciable density in the band gap. Moreover, the Fermi level is not

pinned by the silver, indicating that the dimer is non-metallic. In Sec. 4.5 below, we discuss

the emergence of metallic behavior in silver clusters and dendrites. The current result is

simply consistent with our conclusions below.
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4.2.5 Sn in Ge2Se3, and its Interaction with Ag

Campbell has hypothesized that in Ge2Se3, silver attacks the Ge-Ge dimers, and that these

sites are the initial seeds for metallic silver growth. This is supported by the results in 4.2.4.

However, Campbell has also found that the presence of tin in the material also aids in the

stable formation of conductive dendrites. We have explored how tin can be incorporated into

Ge2Se3 as both substitutionals and interstitials, and how this might interact with silver. In

Figs. 21 (a) and (b), we show the equilibrium geometry and the PDOS for the tin interstitial.
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                                           Figure 21: Geometry (a), and PDOS (b) for interstitial Sn in Ge2Se3

The combined geometry and PDOS indicate that interstitial tin auto-ionizes, dropping two 
electrons into the conduction band, and that these subsequently become an STE pair.  There is 
negligible tin density in the band gap, similar to silver.  In Fig. 22, we show the formation 
energies of several defects containing tin, and containing tin and silver.
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Figure 22: Energies of formation for tin-containing defects in Ge2Se3

Several features bear comment. First, the interstitial tin is exothermic, so that if metallic

tin were deposited on top of Ge2Se3, it would be spontaneously absorbed giving of signi�cant

einergy of reaction. The absence of the -1 charge state as seen by the kink in the ∆Ef curve

at ~0.6 eV is, again evidence of the instability of a single STE relative to STE pairs. Another

striking feature is that formation energy of a silver substitutional is lowered signi�cantly in

the presence of an intersitial tin. Furthermore, the formation energy of a silver interstitial is

lowered in the presence of a substitutional tin atom. Left to calculate is the energy of a tin-

silver dimer. However, these results are consistent with tin facilitating silver incorporation.

4.3 O interactions:Thermodynamics

We �rst consider isolated substitution of oxygen for selenium. We would expect this to be

favorable because oxygen and selenium are isoelectronic. We have calculated energies of

formation for all twelve symmetry-unique selenium atoms. The principal results are given

in Table 8.

Table 8: Theoretical geometries and energies of formation for oxygen substitutional and bond-
centered interstitial. Standard deviation in parentheses

OSe OSe:Sei Oi−Se−Ge OSe−O Ob−c⊥ Ob−c‖

∆Ef (eV) -1.62 (0.06) -1.36 0.112 -0.864 -1.73 -2.20
<RO−Ge >(Å) 1.814 1.813 1.986 1.790 1.773 1.764

< Ge−O −Ge(deg.) 123.6 110.2 102.1 133.8
RO−Se(Å) 1.83 1.977

While we give the total average and standard deviations for energies for formation,

∆Ef , and for geometries, there is a trimodal distribution. That is, there are really three

energetically di�erent sites, which we label, from low to high, as (a)-(c). Note that the

variation in energy of formation follows monotonically the variation in average bond length

for the two Ge-O bonds comprising the bridge. Thus, we have the unsurprising result
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that binding energy follows average local strain. However, this range is important when

considering whether substitutional oxygen atoms cluster.

We have considered another oxygen substitutional motif, where the oxygen actually

knocks a selenium atom out of its network site to create an oxygen substitutional- selenium

interstitial pair (OSe:SeI). We have considered only one of the three possible oxygen sub-

stitutional sites (OSe(c)). As seen in Table 8, the reaction is still strongly exothermic. The

�nal geometry is shown in Fig. 23 .

Figure 23: Geometry of OSe:SeI O is red, Se is green, and Ge is gold

Note that the initially interstitial selenium atom has been incorporated into the network

as a Ge-Se-Se-Ge chain. This �exibility probably accounts for the exothermicity.

Interstitial oxygen, OI , is highly reactive. Depending on the details of the initial ge-

ometry, we found a variety of �nal con�gurations, simply re�ecting which selenium atom

facing the interstice was nearest. In Fig. 24, we show the �nal geometry for one interstitial

calculation.
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Figure 24: Geometries for one OI conformation, Oi−Se−Ge

In Fig. 24, the oxygen has bonded to a selenium atom, giving rise to a three fold

coordination, with concomitant weakening of the two Ge-Se bonds, along with signi�cant

bonding to a germanium atom. In fact, the Ge atom is in the expected geometry for �ve fold

coordination- three Se ligands in a planar geometry and two ligands, the oxygen atom and one

selenium atom, in pyramidal positions. Other more stable equilibria are found if we force the

oxygen to be near near either D⊥ or D‖. In that case, the oxygen spontaneously forms a Ge-

O-Ge bridging moiety within the dimer. Because of the possibility of multiple local equilibria,

we used four initial geometries. In each case, the oxygen atom was centered between the

two Ge atoms comprising the dimer, 1.05 Å from the bond center, but rotated π
2
radians

around the dimer axis. We did this for both the D‖and D⊥ conformations. Independent of

the initial geometry there was only one equilibrium geometry for D⊥. This is not surprising,

if we note that the six selenium atoms surrounding D⊥ should determine the direction of

the Ge sp-hybrid normal to the plane of the three nearest neighbor selenium atoms. Note

that spontaneously the oxygen atom takes a bond-centered con�guration, denoted by either

Ob−c‖ or Ob−c⊥ . The energy of formation for Ob−c‖ is -2.20 eV, signi�cantly more exothermic

than any of the substitutional conformations. Also, note that the two conformations Ob−c‖

and Ob−c⊥ have signi�cantly di�erent structures and stabilities. This is explained easily by
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noting that D⊥ is signi�cantly more stable initially, with RGe−Ge⊥< RGe−Ge‖, so that the

bridge is more highly constrained geometrically. In an amorphous structure we can expect

at least this range in stability and structure. Never-the-less, based on these results, we would

expect that, thermodynamically, oxygen atoms would �ll all Ge-Ge dimers before forming

any other species. Finally, we �nd that when oxygen is placed near enough to a Ge-Se pair,

it will form a Ge-Se-O-Ge structure with an energy of formation of -0.87 eV (exothermic).

4.3.1 O interactions: Kinetics

Our most recent work deals with the kinetics of oxygen in this crystalline model of Ge2Se3.

The work discussed in Sec. 4.3 appears to predict that oxygen atoms will �rst be trapped by

selenium atoms, and then, if the barriers are small enough, to migrate to the Ge-Ge dimers

and to form Ge-O-Ge bridges. Furthermore, after all dimers are transformed to Ge-O-Ge

bridges, oxygen atoms can then displace selenium atoms exothermically to become part of

the existing network. However, if the kinetic barriers are too high, oxygen will remain in

interstitial conformations similar to that in Fig. 24. To complete this picture, we clearly

need to calculate barriers to reactions. While this work is still in progress, we can report on

a few reaction paths leading to incorporation of interstitial oxygen into the network. In Fig.

25 , we show the approximate reaction path predicted by the NEB method, and, in Fig. 26,

the crucial geometries of the path. Note at the top of the path (2), one Ge-Ge bond and one

Ge-Se bond break before the oxygen atom bridges the two atoms.

(a)

Figure 25: Potential surface for O incorporation: geometries for (1), (2), and (3) in Fig. 26 (a)-(c)
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(a)

(b)

(c)

Figure 26: Geometries associated with initial (1), peak (2), and �nal(3) energies in Fig. 25

The estimated kinetic barrier, 0.7 eV, is low enough that this reaction should take place

readily at room temperature. We should point out that with a small perturbation of this

reaction path, there is another metastable state into which the oxygen can fall, shown in Fig.

27, where it forms a Ge-O-Se-Ge bridge. From this geometry, the oxygen can move, over a

barrier of 0.7 eV, to a bridging position on the neighboring D‖. This is We have calculated

a reaction barrier from directly from the geometry in Fig. 27 to the bridging position shown

in Fig. 25 (d). The activation energy for this path is ~1.65 eV� so high that this path would

not be accessible at RT.
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Figure 27: Metastable con�guration accessible at RT from the interstitial state in Fig. 24

However, that the barrier for a nearest-neighbor hop is relatively modest, ~0.6 eV,

suggests that we look for a path that involves several single site hops. We have also calculated

a reaction path from the interstitial site to the substitutional geometry shown in Fig. 23.

Again, this direct reaction path devolved into two separate reactions. The �rst was to

another Ge-O-Se-Ge bridging position. From here, the oxygen simply pushes the neighboring

selenium atom into the Ge-Se-Se-Ge con�guration. That knock-on reaction barrier was

~1.63 eV from the equilibrium geometry , and re�ects that the Ge-O-Se-Ge conformation is

much more stable than the interstitial conformation. So, while OS-Sei is thermodynamically

more stable, it may not be observed. This is reinforced by the possiblity that there are two

accessible, single-site jumps to another Ge-O-Ge conformation. Clearly, we need to complete

our investigation into hops between neighboring Ge-O-Se-Ge sites. If these are similar to

the hop from Ge-O-Se-Ge (Fig. 27) to Ge-O-Ge‖, then the model of oxygen motion is fairly

simple. The initial interstitial con�guration (Fig. 24) would be very short-lived. The modest

barriers mean that the oxygen would �nd one of several sites, and could be relatively mobile

until it makes a hop into a Ge-O-Ge bridge. Given the deep potential wells, it appears

unlikely that a Ge-O-Ge⊥ would readily transform into a Ge-O-Ge⊥. Translating this to an

amorphous solid, we would predict that any Ge-Ge dimer would be an oxygen trap that would

demobilize an oxygen atom at or near RT. Put slightly di�erently, oxygen will remain mobile

until it encounters a germanium dimer. This means that, not only thermodynamically, but

kinetically, oxygen will �nd and �ll all germanium dimers.
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4.3.2 O2 interactions: Thermodynamics

While interaction with a single oxygen atom is potentially simpler than the interaction with

an O2 molecule, the interaction with O2 is technologically more interesting because we would

expect oxygen to enter as O2, either from an exposed surface, or through di�usion from, say,

surrounding SiO2. The �rst question of interest is whether O2 di�uses readily through the

system. We should note that O2 di�uses as if it were inert in a-SiO2[23, 29, 9]. It's di�usion

coe�cient is quite close to that of Kr, which is roughly the same size as molecular oxygen

(see Ref. 36 in [9]). We have considered a variety of initial geometries, including interlayer

O2 and intralayer interstitial sites. We should note that the ground state of the oxygen

molecule is a spin triplet. We have performed some calculations in the triplet state, and

other than for isolated O2,, there was no case where the triplet was lower in energy than the

singlet. We assume that there is an intersystem crossing upon entering Ge2Se3.

In Fig. 28, we show the initial and �nal geometries for an interlayer oxygen molecule.

(a) (b)

Figure 28: Initial (a) and �nal (b) geometries for an interlayer oxygen molecule

The molecule stays intact, but joins the network as a peroxyl linkage between a selenium

atom and a germanium atom. For an intralayer O2, shown in Fig. 29, the peroxyl linkage is

between two germanium atoms.
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(a)

(b)

Figure 29: Initial (a) and �nal (b) geometries for the intralyer O2 interstitial

In Table 9, we show the geometries and energies of formation, per oxygen atom, for

various O2 conformations.
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Table 9: Geometries and energies of formation for O2 interstitial

O2interlayer O2intralayer (singlet) O2intralayer (triplet) O2intralayer interstitial

∆Ef (eV) -0.078 -0.265 0.452 0.33
RO−O (Å) 1.51 1.51 1.3
RO−Ge (Å) 1.81

With the exception of Oi shown in Fig. 24, the peroxyl conformations are much less

energetically favored than any of the single oxygen conformations. To �nish this work, we

need to calculate the kinetic barriers from a peroxyl linkage to separated oxygen defects.

The obvious �rst step is to study how the peroxyl linkage becomes a single bridging oxygen

and a neighboring Ge-O-Se-Ge moiety.

4.4 Cu and Ag in SiO2

Because SiO2and copper are already part of standard silicon processing, there is signi�cant

motivation to use these materials to replace chalcogenide-based elelctrolyte-silver materials

at the core of CBRAM devices. We have studied both silver and copper in α-quartz and

in an amorphous model of SiO2, although we have studied copper more fully because of its

current use in memristive devices. For copper, we have identi�ed local intersitital equilibria

for several charge states, and we have calculated barriers to motion in both the +1 and +2

charge states. We have used the open c-axis channel as a �rst approximation for porous

a-SiO2.

4.4.1 Interstitial geometries

In Fig. 30, we show the equilibrium con�guration for neutral copper in an interstitial space

in α-quartz. In Table 10, we show the pertinent relevant parameters as a function of charge

state, using the labels in Fig. 30.
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Figure 30: Equilibrium geometry of neutral copper interstitial in α-quartz

Only in the neutral state was there signi�cant interaction between the copper atom and

the host lattice, where Si2 bonded with copper and the O3 and O4 moved out to accomodate

the bond. In both the +1 and the +2 charge states, the O-Si-O bond angles and the Si-O

bond lengths rearranged close to the crystalline values. In all cases there was expansion of

the c-channel around the copper atom/ion, as seen by the increased Si-Si bond lengths in

Table 10 We sampled several other initial geometries and obtained results within ~0.1 meV

across charge states. All of these are along the c-axis channel.

Table 10: Geometric parameters as a function of charge state for interstitial copper in α−quartz:
numbering as in Fig. 30

α− quartz Cuo Cu+1 Cu+2

RSi1−Si2 5.00 5.14 5.31 5.32
RSi3−Si4 5.48 5.70 5.54
RCu−Si2 - 2.29 2.81 2.83
RO1−Si1 1.64 1.66
RO3−Si2 1.65 1.75 1.65

6 O1 − Si1 −O2 108.0 99.8 103.7 98.0
6 O3 − Si2 −O4 109.24 150.9 105.3 95.0

4.4.2 Barriers to motion

In Figs. 31 (a) and (b) ,we show the energy landscape between two neighboring equilibrium

positions.
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Figure 31: Reaction path for Cu1+(a) and Cu2+ (b)

The activation energies for motion for Cu1+ and Cu2+ are 0.078 eV and 0.37 eV respec-

tively. Clearly Cu+1will be damatically more mobile.

4.5 Study of Dendritic Conductivity

As noted in Sec.4.2.4 , diatomic silver is non-metallic. It turns out that small clusters of

silver are also non-metallic. In fact, previously, it was shown that the HOMO-LUMO gap

narrows to thermal energies only for clusters larger than forty atoms. Because the standard

cartoon model envisions a monomeric �lament becoming conductive, we started by asking

how long a �lamentary cluster is required for metallic behavior. We performed quantum

calculations on �nite clusters of atoms, starting with linear monomers. Using GAMESS

[35], performed standard Hartree-Fock, density functional calculations, using the B3LYP

exchange correlation potential, and con�guration interaction using all singly excited Slater

determinants (CI-singles). In Fig. 32, we show the �rst excitation energy as a function

of cluster size for linear and for helical clusters. In all cases, the cluster geometries were

allowed to relax to seek a minimum energy con�guration. Two features bear mention. First,

for the linear cluster, the �rst excitation energy appears to approach approximately 1.0 eV

assymptotically, for large cluster sizes. In retrospect, this is expected, if we think about the

tight-binding picture. The interactions between any atom, and more distant neighbors will

die o� rapidly. For a more complex geometry, we �nd a surprising scatter. However, even at

10 atoms, the �rst excitation gap becomes vanishingly small.
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Figure 32: CI-singles results for linear and helical clusters, as a function of cluster size

We also performed some periodic calculations. Here, all systems were perfectly linear.

The variation was dendrite thickness. We used SEQQUEST, the PBE exchange correlation

potential [30], and a double-zeta quality basis set with polarization functions. We performed

spin polarized calculations. In Fig. 33, we show the spin-projected PDOS on a single silver

atom.
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Figure 33: Spin projected PDOS for in�nite linear monomer: (a) α-spin (b) β-spin

Absent magnetic mixing, this periodic case agrees qualitatively with the �nite cluster

results. Thus, at least for an isolated monomer, we expect no metallic conduction. We have

already shown above that, even for small clusters (~tens of atoms), we can expect to see

37
Approved for public release: distribution is unlimited



metallic behavior. In Fig. 34, we show a linear dendrite with a three-atom primitive cell,

and the calculated PDOS.
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Figure 34: Cross-section (a) and PDOS (b) for dendrite with three-atom primitive cell

Clearly, even a three atom thick dendrite, we are seeing metallic behavior for in�nite

dendrites. Two points merit ampli�cation. First, our results on unimbedded silver clusters

and dendrites indicate that isolated atomic, or even diatomic, silver in the solid will not be

metallic. The distortion of the local electric �eld will probably be small. Second, relatively

small clusters of silver atoms do become metallic. In future work, we should calculate

actual conductivities of dendrites as a function of thickness. We should calculate the AC

conductivity of the �nite clusters for which we predict zero band gap. Finally, we should

consider the e�ects of embedding, although the results in Fig. 20 are consistent with these

bare dendrite results.
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4.6 Device Modeling: Compact Model for CBRAM

We pursued developing a compact model for the simple device shown in Fig. 1, building on

Yu and Wong's original work [42]. The operating mechanism of the PMC model is visualized

in Fig 35.

Figure 35: Operating mechanism of PMC model

The model uses a time-stepping procedure with analytical equations for resistance that

evolve over time to obtain the model's behavior. The Mott and Gurney ionic hopping current

[26] is assumed to be the rate limiting process in the PMC. Therefore, the Butler-Volmer

charge transfer equation [10] is not incorporated, but it could be if necessary. All of the ionic

�ux is assumed to reduce on the �lament, which is modeled as a cylinder with adjustable

height and radius. The �lament height is adjusted each time step in proportion to the ions

accumulated during the step and the concentration of neutralized ions in the �lament. The

radius can change once the �lament has connected the anode and cathode.

4.7 Structure and Resistance Model

The resistance model calculates the total resistance of the PMC given the dimensions and

material properties of the cell and �lament. The simulation structure is modeled after an

ASU PMC that is a cylindrical cell with a diameter of 5 μm and a ChG electrolyte thickness

39
Approved for public release: distribution is unlimited



of 60 nm. The height and radius of the �lament are variables during the simulation. As can

be seen in the I-V data in Figs. 10-11, the PMC has a diode characteristic in the OFF and

ON states. The electrolyte and �lament are modeled as separate diodes in parallel. The

resistances of the diodes are calculated using the Shockley ideal diode equation with quality

factor and added series resistance. The electrolyte series resistance is given by

Rse = ρe · L/(π · (r2
cell − r2)), (1)

where ρe is the resistivity of the electrolyte, L is the electrolyte thickness, rcell is the radius

of the PMC, and r is the radius of the �lament. The series resistance of the �lament (Eq. 1)

is calculated as two resistors in series � the resistance of the neutralized ion portion of the

�lament and the resistance of the electrolyte in the cylindrical space remaining between the

�lament and the anode.

Rsf = (ρf · h+ ρe · (L− h)/(π · r2), (2)

where ρf is the resistivity of the �lament and h is the height of the �lament. The resistances

of the electrolyte and �lament diodes are given by (16) and (17), respectively, where V is the

applied anode voltage. An insigni�cant value, 10−16, is added to the diode current to avoid

a division by zero error.

Rf = V ·
[
Isf ·

(
exp

(
V

nfkT

)
− 1

)
+ 10−16

]−1

+Rsf (3)

Re = V ·
[
Ise ·

(
exp

(
V

nekT

)
− 1

)
+ 10−16

]−1

+Rse (4)

The total resistance of the PMC (Eq. 5 ) is the parallel combination of Eqs. 3 and 4.

R = (R−1
f +R−1

e )−1 (5)

Table 11 summarizes the parameter values used in these equations. The �lament material

is assumed to be Ag2Se for which the resistivity was extracted from Ref. [18]. The other

values besides the dimensions where chosen to approximately �t Eq. 5 with the data in Figs.

36 (a) and (b).
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Table 11: Parameters for structure and resistance

Parameter Value Unit Description

ρf 7x10−4 Ω− cm Filament resistivity
ρe 8x10−4 Ω− cm Electrolyte resistivity
L 6x10−6 cm Electrolyte thickness

rcell 2.5x10−4 cm Cell radius
Isf 1.8x10−6 A Reverse saturation current
Ise 1.8x10−9 A Reverse saturation current
nf 1 - Diode quality factor
ne 1 - Diode quality factor

(a)

(b)

Figure 36: Experimental I-V characteristics of two consecutive write-erase cycles of a typical PMC:
(a) linear-linear (b)log-linear

4.8 Filament Growth

The �lament grows and dissolves according to the �ux of Ag+ (j hop) given by Eq. 6

jhop = 2zecaω

(
−Wa

kT

)
sinh

(
E · ez · a

2kT

)
, (6)

where c is the concentration of mobile ions with charge ze, a is the hoping distance, ω is

the attempt-to-escape frequency, Wa is the activation energy, E is the electric �eld, and kT

is the thermal energy, and to the concentration of Ag in the �lament. However, polarity
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dependent activation energy is used in to account for the asymmetric OFF/ON switching

voltages seen in Fig. 36 (a). An asymmetric energy barrier is suggested in Ref. [15] as a

possible cause for this behavior. The electric �eld used in Eq. 6 is given by Eq 7.

E = V/(L+ h · (ρf/ρe − 1)). (7)

The temperature of the cell, used in (3), (16) and (17), is given in Eq. 8

T = To + V 2Rth/R, (8)

where T0 is the equilibrium temperature, V is the applied anode voltage, Rth is the equivalent

thermal resistance, and R is the total cell resistance. The concentration of Ag in the Ag2Se

�lament is given by

NAg = 2NA · ρAg2Se/mAg2Se, (9)

where NA is the Avogadro constant, and ρAg2Se and mAg2Se are the density and molar mass

of Ag2Se, respectively. When the PMC is non-bridged, the growth velocity of the cylindrical

�lament height is given by

νh = jhop/(zqNAg) (10)

When the PMC is bridged, the electric �eld in Eq. 6 is replaced by the applied anode

voltage multiplied by a �tting parameter, because there is no longer a gap between the

electrodes with which to calculate electric �eld. An electric �eld must still exist in order to

grow and dissolve the �lament radius. Similar to Eq. 6, the ionic hopping current density

for the on-state is

jhop−on = 2zecaω

(
−Wa

kT

)
sinh

(
V · β · ez · a

2kT

)
, (11)

where β is the electric �eld �tting parameter with units of cm−1. In the on-state, the �lament

radius after a time step, dt, is given by

rn+1 = rn

√
dt · jhop−on
LzqNAg

+ 1, (12)

where rn+1 is the radius after dt, and rn is the radius before dt. The model assumes an initial

radius of 2 nm. Once the �lament bridges, the radius quickly grows until the resistance is

reduced to where the current becomes limited and the voltage drops below the threshold

for electrodeposition. A larger current limit allows the resistance to drop lower since the

threshold for electrodeposition is �xed. This is why the ON resistance varies inversely with
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the compliance current limit.

The parameters used in the �lament growth Eqs.6-12 and the electro-deposition/dissolution

thresholds are reported in Table 12.

Table 12: Parameters for �lament growth

Parameter Value Unit Description

k 8.617x10−5 eV/K Boltzmann constant
ze 1.602x10−19 C Charge per ion

2zecaω 5.379x10−3 A/cm2 Mott-Gurney lumped coe�cient
a 6x10−8 cm E�ective hopping distance

Wa−fwd 0.310 eV Forward hopping activation energy
Wa−rev 0.206 eV Reverse hopping activation energy
T0 295 K Equilibrium temperature
Rth 1.0x10−5 K/W Thermal resistance
NA 6.022x10−23 mol−1 Avogadro constant

ρAg2Se 8.216 g/cm3 Ag2Se density
mAg2Se 294.7 g/mol Ag2Se molar mass
NAg 3.358x1022 cm−3 Ag concentration in �lament
β 0.6 cm−1 E-�eld �tting parameter

Vfwd 0.1 V Electrodeposition threshold
Vrev -0.05 V Electrodissolution threshold

4.9 Compliance Current Implementation

Compliance current is the maximum allowable electrical current to a device under test. The

Agilent 4156C has a compliance current setting to limit the current supplied to the device

under test. A PMC is usually tested with compliance current to prevent overheating and

to set di�erent values of resistance. That same type of current limiting is needed in the

numerical model so the same tests can be simulated. Current is limited by reducing the

applied voltage. In the numerical model, the voltage is constant during each time step. The

model performs compliance checks and adjustments at the beginning and end of each time

step. If the current exceeds compliance at the beginning of the step, then the reduced voltage

is calculated to yield compliance by

V = Icomp ·R · sgn(Vin), (13)

where Icomp is the compliance current and Vin is the unadjusted input voltage used to get

the sign of the voltage. The �lament can grow during the time step thereby decreasing

the resistance and possibly causing the current to exceed the limit by the end of the step.

Therefore, the current cannot be maintained exactly at the limit. A tolerance of 1% of the

compliance current is allowed in the model. If the current exceeds compliance plus tolerance

at the end of the step, then the time step, dt, is halved until the current remains in compliance
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at the end of the step.

4.10 Results

The quality of the simulation is shown in Figs. 37 and 38.

Figure 37: Simulated voltage input. Blue: user de�ned Red: Compiance-adjusted

(a)

(b)

Figure 38: Simulated (green) and measured (red, blue) linear (a) logarithmic (b) I-V curves

Fig. 37 shows how the current-compliance constraint e�ects the actual applied voltage

across the device. Figs. 38 show the excellent agreement, for both linear and logarithmic I-V

curves obtained by this model. In Fig. 39, we show the R-V curves, comparing simulation

and measurement.
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Figure 39: Simulated (green purple) and measured (red, blue) R-V curves

Note that there are two simulations, in green and purple, in Fig. 39. The purple

calculates the resistance as the calculated current divided by the nominal input voltage

that is shown in the purely triangular voltage (blue) in Fig. 37. This is, in fact, how

the measurement equipment makes the calculation. The green re�ects the actual resistance

calculated from the current divided by the compliance-adjusted voltage.

4.11 Device Modeling: Kinetic Monte Carlo

Classical or quantum molecular dynamic (MD)s is often used to simulate time-dependent

physics in solids. Using classical MD, one can include tens of thousands of atoms, and

and follow system trajectories over ~ microseconds. The limitation on the time scale arises

because the time step must be ~10−15secs. to capture vibrations faithfully. The kinetic

Monte Carlo technique (KMC) allows the inclusion of atomistic results, such as activation

energies, and attempt-to-escape frequencies into a mesoscopic tool that allows for simulations

on much larger time scales, because event probabilities are included in the method a prioi.

We sample the probabilities of events randomly. This allows for improbable events to occur

naturally, but on a much shorter simulation (wall clock) time scale. For a lucid discussion of

the method, see Ref. [39]. We have, in fact, built our own simple KMC program based on

Ref. [39] for a two dimensional lattice of sites. The physical system is modelled as in Fig. 40.

Note that this is a stoichiometrically correct model, as each selenium is surrounded by two

germanium atoms, and each germanium atom is surrounded by three selenium atoms and

one germanium atom. GeSe2could be modeled simply by placing selenium atoms between

nearest-neighbor germanium atoms. In fact, we could do this randomly to simulate any x in

Ge1−xSex. We simply associate di�erent parameters with each kind of site.
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Figure 40: Model 2-d Ge2Se3 Green Ge, yellow Se (interior) or W (top boundary), and silver Ag

To date, we have demonstrated that our code is valid by simulating interstitial di�usion,
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and comparing this to the macroscopic di�usion equation. The results are shown in Fig.  41,

Figure 41: Comparison between macroscopic di�usion equation and KMC

To obtain this result, we assumed the same activation energy and attempt to escape

frequency for the di�usion coe�cient and for the KMC hopping probability. We assumed an

in�nite silver source and identical activation energy for silver entering Ge2Se3as for hopping

between interstitial sites. The zeroes merely indicate that there are no silver atoms substi-

tuting on lattice sites initially occupied by either selenium or germanium. We simply did

not include this process in the simulation. The value naveis simply the fractional occupation

for a given row of sites. We varied the width of the device from 25 to 50 sites. Note that

the wider device has tighter agreement with the analytical value.

The last improvement we implemented was to include a bias term. We did this by

assuming the distance between hopping sites was 4 Å, and the activation was biased by the

applied �eld times the hopping distance. The results are shown n Fig. 42.
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Figure 42: Bias dependent silver di�usion in KMC-model Ge2Se3

These are room temperature results. Note that the initial value within the material is

below unity because we have no bias dependence on the initial hop into the material. We

have no analytical solution to compare to. We only note that the qualitative results are

reasonable� either longer time at the same bias or increased bias at the same time leds to

the greater dirft-di�usion. That the increased electric �eld leads to a smaller value at the

silver interface merely re�ects that the silver is di�using away faster than it is being supplied,

and the the greater the bias, the greater the discrepancy between supply and di�usion.

5.0 FUTURE WORK

The work on oxygen seems to have a fairly clear exit. The work on single oxygen is tanta-

lizingly close to conclusion. To be complete, we need to �nish the work on Ge-O-Ge⊥, and

on the single hop between two Ge-O-Se-Ge sites. We should then have a complete picture

of oxygen atom motion in chemically ordered, stoichiometric Ge2Se3. We need to do the
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kinetics of oxygen molecule dissociation. We have prejudices about how this will go and

we are keen to see how well these agree with calculations. We are also keen to make some

speci�c experimental predictions. Finally, we will be applying the same analysis to GeSe2.

The main question will be how transferable are the Ge-O-Se-Ge results when a germanium

atom has four selenium nearest-neighbors. Of particular interest is the question of silver

clustering in Ge2Se3. While we have some results on pairs of silver atoms, including that

forming Ag dimers is thermodynamically favorable, work on larger clusters would be very

interesting. Also, pursuing the role of tin, especially the kinetics of Ag-Sn dimer formation,

could be revealing on a very practical level. The work on kinetic Monte Carlo is probably the

most incomplete. We have a working KMC code, including �eld-induced drift, and we have

some of the required parameters to study fully silver transport. This work would integrate

many or our static results and could give deep insight into dendrite formation.

6.0 CONCLUSIONS

In this e�ort we have uncovered fundamental physical processes in pure Ge2Se3, in the

Ge2Se3:Ag material system, and in the simplest conductive silver systems. In pure Ge2Se3,

we have predicted that electrons will self-trap in pairs, causing signi�cant disruptions of the

continuous random network. We have also predicted that at low temperature, single self-

trapped electrons should be observable, and that they should have observable spin-resonance

signatures. We have calculated transport properties for both the single and paired self-

trapped electrons, and �nd that self-trapped electrons have very low mobility, that transit

times across a micron-sized sample would take seconds. The recognition of self-trapping in

pure Ge2Se3 is crucial to understanding the physics of silver incorporation. We found that,

because the atomic 5s state is above the Ge2Se3 conduction band edge, interstitial silver

autoioinizes, dropping an electron into the conduction band. We anticipate these mobile

electrons will self-trap, as observed in our calculations. This complicates the interpretation

of formation energies as a function of charge state for any defects that include interstitial

silver. We have also shown that isolated silver prefers to be interstitial, although it costs very

little energy (~0.1 eV) to transform to a silver substitutional and an interstitial germanium

atom. We have also shown that silver readily pairs, either as interstitials or as substitutionals,

and that the lowest energy con�guration is a silver dimer substituting in a germanium dimer

site. The addition of tin lowers further the reaction energies for silver incorporation. We

have considered the emergence of metallic silver as a function of silver cluster size. We found

that, for isolated silver clusters a ten atom cluster is su�cient to close the band gap� a

prerequisite for metallic behavior. For both �nite and in�nite monomeric dendrites, silver
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is non-metallic. However, for dendrites with three atom-cross sections and above, in�nite 

dendrites become metallic, although we have not yet calculated conductivities as a function of 
dendrite thickness.

We studied the interaction of oxygen with Ge2Se3. We found that oxygen will readily 
attack Ge-Ge dimers forming Ge-O-Ge bridges, and that this was an exothermic reaction. 
We found that silver would not attack these Ge-O-Ge bridges, and that oxygen would not 
readily break Ge-Ag dimers. The former implies that oxygenated Ge2Se3will not form silver 
dendrits the same way the the pure system would, so that it is important to keep oxygen out 
of the materials during fabrication. Oxygen substitutes readily for selenium with a formation 
energy of -1.6 eV, again, exothermic.

We have performed an initial study of copper and silver in SiO2, and �nd that this is 
a fundamentally di�erent system. We see no evidence for autoionization of either species. 
However, if the Fermi level is near mid-gap, we do predict that isolated copper and silver 
will be positively charged. Furthermore, we predict that copper will be singly charged, and 
not Cu2+, as is often assumed. We found that in crystalline SiO2, Cu+will be highly mobile, 
with an activation energy less than 0.1 eV.

All of our results are for model crystalline systems. We should stress, however, that the 
physics articulated here will be present in any density functional calculation on stoichiometri-
cally identical, and even similar, systems. The driver for autoionization in Ge-Se compounds 
is the size of the band gap, and the position of the atomic 5s state state relative to the 
conduction band edge. These parameters will change little in larger quantum molecular 
dynamics studies. The physics will merely be buried in more complicated phenomena.
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GLOSSARY

1. B3LYP �Becke 3parameter Lee Yang Parr

2. CB �conduction band

3. CBRAM �conductive bridge random access memory

4. ChG �chalcogenide

5. DFT �density functional theory

6. DZP �double zeta plus polarization

7. ECP �exchange correlation potential

8. ESR �electron spin resonance

9. EXAFS �Extended X-ray absorption �ne structure

10. KMC �Kinetic Monte Carlo

11. PBE �Perdew Burke Ernzerho�

12. PDOS �Projected density of states

13. PMC �Programmable metallization Cell

14. RT �Room temperature

15. STE �self-trapped electron

16. VB �valence band

55
Approved for public release: distribution is unlimited



DISTRIBUTION LIST 

1 cy 

1 cy 

DTIC/OCP 
8725 John J. Kingman Rd, Suite 
0944 Ft Belvoir, VA 22060-6218 

AFRL/RVIL 
Kirtland AFB, NM 87117-5776 

Official Record Copy 
  AFRL/RVS/Arthur Edwards 1 cy 

56
Approved for public release; distribution is unlimited.




