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1. INTRODUCTION 
 

This report summarizes concept development, technology prototyping and verification and 
validation studies focused on improving training tools for medical readiness. The effort had two 
primary aims. The first aim was to develop models that express indicative patterns. An indicative 
pattern is a recurring feature (pattern) of learner behavior that can be used to predict or indicate 
learner state. For example, in this effort, we focused on attempting to identify patterns of 
behavior (primarily, mouse movements) that could provide insight on the level of confidence of 
a “correct” or erroneous learner decision. The second aim was to evaluate the ability of these 
models to recognize indicative patterns in training scenarios, especially at pivotal opportunities. 
A pivotal opportunity is a point at which a learner decision/choice results in different 
outcomes/directions in terms of the training. In this effort, we focused on the use of adaptive 
remediation for learner choices. When a learner makes a choice, the feedback that is provided to 
the learner is modulated by imputed patterns of learner state, based on observations of the system 
as the learner was making the decision. We hypothesize that the impact of more targeted 
remediation based on such patterns can improve learning. 
 
The report describes the pursuit of three complementary tasks in pursuit of these aims:  
1) developing medical training scenarios that support detection of indicative patterns for learner 
decisions, 2) evaluating specific indicators that may be apt candidates for supporting medical 
training, and 3) implementing various methods/processes that could be used to capture indicative 
patterns in a manner that is both inexpensive and non-intrusive to the learner. This report 
summarizes progress and accomplishment toward both aims over the entire period of 
performance. Results from the human-subjects study show modest but statistically significant 
learning gains from subjects who experienced adaptive, marker-modulated remediation in 
comparison to the learning gains of subjects who experienced non-adaptive remediation. Further, 
analyses of mouse movements captured during the experiment suggest that future marker-based 
adaptation can be tuned to specific, recognizable patterns of mouse movements. This improved 
precision in markers and subsequent tailoring to the learner during interaction with the learning 
system suggest the potential for even greater impacts on learning using more precise markers. 
 

2. KEYWORDS 
 
Computer-based learning, adaptive learning, behavioral patterns, emergency medical technician 
(EMT), mouse-tracking, behavioral indicators 
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3. OVERALL PROJECT SUMMARY:  

Personalized learning, in which a learning environment adapts to the abilities, needs, and 
preferences of individual learners, has been identified as a "Grand Challenge" for 21st century 
research and engineering [1]. The benefits of adaptive learning environments include more 
efficient learning [2], improved attention and motivation [3], the development of less rigid 
and more flexible decision making [4], and improved transfer of learning to settings in which 
learned knowledge is used and applied [5-7].  
 
Improved and personalized learning has particular application for more pervasive and less 
costly medical training, which often is delivered primarily by human instructors in classes 
with modest student-to-teacher ratios. Human instruction and mentoring is very valuable and 
desirable, but adaptive personalization methods offer an opportunity to deliver effective 
introductory and basic training, thus potentially enabling a single human instructor to train 
many more students by better preparing them for coaching and instruction from experts. 
 
Adaptation to a learner usually requires a model of the learner that is frequently updated as a 
learner progresses through a curriculum. Creating a complete and accurate learner model is 
difficult, however. Markers are designed to improve learner modeling. The model of the learner 
is frequently updated as a learner progresses through a curriculum [8]. The targeting of adaptive 
techniques, such as scaffolding [9] and competency matching [10, 11] depends on the accuracy 
(and, to some degree, precision) of the learner model. When the model better reflects the 
learner's actual knowledge, skills, and attitudes at any point during the learning, the targeting of 
the adaptive method to the learner generally improves [10]. Creating a complete and accurate 
learner model is difficult, however. In addition to estimating learner capability from formal and 
informal assessment within the environment [12-15], researchers have explored many 
behavioral, physiological, and even neurological indicators or "markers" that can provide 
additional context for estimating a learner's cognitive state and improving the dynamic 
assessment of the learner. 
 
Behavioral sensors (posture, eye trackers), physiological sensors (Galvanic skin response), and 
neurological sensors (EEG) have all been used to assess and track learner arousal/attention in 
learning environments [16]. These sensors provide details information but at the cost of 
introducing uncommon and costly new hardware requirements for the learning environment. 
However, there is significant and growing scientific evidence that the temporal patterns of mouse 
movements during selection tasks can provide reliable insight into the cognitive state of subjects 
[17, 18]. Mouse-based markers may be noisier (less diagnostically precise) than neuro-cognitive 
markers associated with specialized sensors but they are omnipresent on standard computer 
workstations where many learning environments are deployed. Thus, this effort focused on 
evaluating the impact of the behavioral markers on the adaptive learning system to improve 
learning outcomes, taking into account the noise and uncertainty of measure inherent in 
unspecialized sources. 
 
This focus commonplace hardware to make behavioral observations, such as a computer mouse, 
distinguishes this effort from work that uses more specialized sensors to recognize indicative 
patterns. The study we conducted was designed to provide insights into the potential benefits 
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(and limitations) of using behavioral patterns derived from everyday and pervasive hardware to 
improve learning outcomes for medical training. The results, while modest and somewhat 
equivocal, suggest that there is value in capturing and encoding models of these patterns. This 
work thus offers a foundation for on-going and new learning applications that use models of 
behavioral patterns to improve learner assessment and targeted of learning content based on 
those improved assessments. 
 
The statement of work for the effort is summarized in Table 1, including a short description of 
each major task. Note that Tasks 1 and 2 are focused on specific aim 1 (present pivotal 
opportunities and elicit indicative patterns) and Task 3 is focused on specific aim 2 (develop 
computational models of the patterns). In the following, we discuss Objectives, Results, Progress 
and Accomplishments for each task listed in the Statement of Work. 
 

Table 1. Project Statement of Work  

Task 1. Scenario Development 
This task is to develop and to validate training content and scenarios. Scenarios are implemented 
within the Adaptive Perceptual and Cognitive Training System (APACTS). Training scenarios 
are designed to include supportive, constructive guidance and feedback to present when the 
learner takes any given action—both for acceptable responses and for erroneous ones. Scenarios 
are focused on scene size-up for Emergency Medical Technicians. These scenarios involve 
healthcare content appropriate for an entry-level learner to become familiar with, with a variety of 
situations portrayed across the entire set of scenarios.  
Task 2. Study Design and Data Collection 
This task primary focus is to design a study to test the effectiveness of scenarios in identifying 
behavioral and error patterns in the learning environment and to then conduct the study, collecting 
and analyzing the resulting data. As an initial step in study design, this task includes an analytic 
study designed to estimate parameters important for the eventual study design such as the 
required accuracy of behavioral markers to support effective adaptation for learning based on 
indicative patterns. 
Task 3. Process Modeling 
This task is to create models of participant behaviors across the scenarios developed in Task 1. 
The models compare acceptable behaviors (such as the correct answer to a direct question) and 
the indicative patterns that led to a chosen answer (such as the mouse movements and dwell times 
associated with the choice). The models are also developed to be integrated estimates of 
proficiency and checks on learning (such as explicit questions). At each pivotal opportunity, 
where a participant is to make a decision in the scenario, we will extend APACTS to record the 
participant’s actions along with the time, and form an assessment against one or more learning 
objectives. The resulting history of estimates over performance in the scenario can provide 
insights into the specific progress of learning. 
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Task 1: Scenario Development 
The task was focused on the development of training scenarios that included variation 
(alternative paths) to support the use of markers and evaluation of those markers in effort studies. 
Specific objectives and results were to: 
 
Objectives and Results 
1. Identify sources of training materials. 

o This objective was met. After an initial search for candidate medical training content 
was unsuccessful, we developed medical training scenarios for the emergency medical 
technician (EMT) domain in house. One of the advantages of the EMT domain is that it 
offered a standardized curriculum on which to build training scenarios. 

2. Develop instructional design for the scenarios. 
o This objective was met. We developed both a complete instructional design and a basic 

instructional template for each training scenario, drawing directly from the standardized 
EMT curriculum. 

3. Assess and validate the instructional design. 
o This objective was met. The standardized, national curriculum has been previously 

validated. The scenarios developed for this effort hew closely in content with the standard 
curriculum. We also consulted with an EMT subject matter expert to review specific 
content presentations, focusing especially on images and content revisions based on the 
expert recommendations. 

4. Implement the instructional design in APACTS. 
o This objective was met. We implemented five distinct training units/scenarios in 

APACTS: 1) A generalized introduction to “scene size up” (a specific EMT task), 2) 
identification of general hazards, 3-5) recognizing and assessing specific features of 
hazards, mechanisms of injury, and injuries resulting from head-on collisions, side-
impact collisions, and rear-end collisions. In addition, the pre/post-test used in the study 
was also implemented in APACTS, enabling subjects in the study to complete all 
experimental steps within a unified software environment.  

5. Encode domain meta-data (learning objectives, expected error types, etc.) in APACTS 
scenarios 
o This objective was met. We extended the APACTS learning environment to support the 

requirements for responding to behavioral patterns and encoded the learning objectives 
from the standard curriculum into the APACTS scenarios. Learning objectives were 
encoded to correspond to each individual curriculum unit, as outlined above. 

 
Progress and Accomplishments with Discussion 
 
After search and evaluation of potential options for content, we chose the Emergency Medical 
Technician (EMT) training and, in particular, one unit within that training. EMT training has 
several advantages for the effort: 1) curriculum requirements are standardized [19], which 
essentially places some bounds on the role of instructional design within content design; 2) many 
organizations offer EMT courses and there are many resources on the web about EMT training, 
which has alleviated some of content-generation constraints and the need for specialized 
expertise (i.e., in comparison to combat medics) for creation and validation; and 3) EMT 
programs (including the subset we have chosen) require development of cognitive, perceptual, 
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and psychomotor skill. In the effort, we focused on the first two of these, but having more than 
one type of skill that needs to be developed should help demonstrate the value of behavioral 
markers for differentiating learning needs. 
 
We chose to focus on the “Scene Size-up” component within the EMT course. The 
recommended time for this lesson in the standardized curriculum is 1 hour. Within this lesson 
there are cognitive, affective, and psychomotor learning goals and the goals include not only 
gaining knowledge but also being able to demonstrate and apply that knowledge during the 
course of the lesson. The relatively short duration of the lesson with a relatively wide variety of 
learning objectives and types of objectives, made it a reasonable choice for testing the 
development of markers, because adaptive choices can potentially focus on choosing alternatives 
among these categories rather than fine-grained distinctions within a few learning objectives. 
 
The instructional design for the study included the following units: 

 Introduction (What is scene size up?) 
o Key Concepts (Introduce terms such as mechanism of injury (MOI) 
o Assessing the complexity of the scene 

 Identifying Hazards (general introduction) 
 Vehicle Injuries (general intro) 

o Front-end collision (conditions, unique hazards, MOIs, injuries) 
o Side-impact collision (conditions, unique hazards, MOIs, injuries) 
o Rear-end collision (conditions, unique hazards, MOIs, injuries) 

A requirement for the scientific goals of this effort was to enable the learner to receive different 
kinds of information/task different paths based on the decisions the learner made at these pivotal 
opportunities. However, we also faced a tension that content development is expensive and time-
consuming and enabling many different and varying paths in the learning content would impact 
both project goals (resources devoted to content development) and experimental control for any 
formal evaluation. For example, any unique learning path could result in variation of time on 
task and result in too few learners exploring that path (given resource constraints on the size of 
the study) to provide statistical significance.  
 
To enable both some variation in path while also enabling sufficient study control, we developed 
an approach to scenario development that allows variation that immediately “folds back” to 
control the amount of variation, a technique our team has deployed in previous simulation-
training systems [20, 21]. For each curriculum unit/lesson, we developed an overall template, the 
structure of which is summarized in Figure 1. Each unit includes some number of introductory 
“frames” (comparable to a briefing slide) that introduces the topic, terms, and provides examples 
and explanations. The learner is then presented with a series of vignettes that require a 
decision/choices. These are the pivotal opportunities in the instructional presentation. The 
content/frame that the learner is presented next depends on the choice the learner makes. There 
are generally five distinct choices at each pivotal opportunity defined in the template:  

 Move on to the next item (which could another pivotal opportunity or new content) 
 Reconsider answer / repeat  
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 Remediate current topic: Feedback is provided that is focused on the current topic and 
relatively fine-grained distinctions about the topic. 

 Remediate contrasting learning objectives: Feedback is provided that discusses 
differences between the current topic and/or learning objective and another one present in 
the question choices (e.g., evaluating potential mechanisms of injury between side-impact 
and rear-end collisions) 

 Remediate concepts: Feedback is provided that focuses on high-level conceptual 
distinctions, such as the difference between a mechanism of injury (the physical forces 
that can result in patterns of injury) and the injury itself. 

 
Figure 2 illustrates an example question/pivotal opportunity from the hazards lesson and lists the 
remediation text associated with the responses according to the categories above. The remediate 
current topic feedback focuses on distinguishing the conditions under which a specific perimeter 
value should be established. The remediate contrasting learning objective feedback contrasts the 
safety perimeter step with the related step of deciding whether backup is needed. The remediate 
concept feedback is comparatively less specific and puts the safety perimeter assessment into the 
overall context of scene size up.  

 
Figure 1. The basic structure of APACTS EMT Scenarios in support of the study. 
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For this effort, these choices were not hard-wired to specific learner responses. Instead, the 
system uses the computational models of behavioral patterns (discussed further under Task 3) to 
evaluate which content option is most apt for the current situation. Table 2 (next page) 
summarizes how the patterns of behavior, learner response, and content requirements interact in 
the system. (As we discuss further below, not all of these choices were included in the study, but 
the capabilities were developed within the software.) The kinds of learner responses and learner 
errors called out, as well as recommended interventions are drawn from various empirical 
validations in the learning sciences, as cited in the table. The decision context for pedagogical 
remediation using indicative patterns thus takes into account not only the learner’s specific 
decision/response, but also current estimates of skill for the learning objectives relevant to the 
decision, and the behavioral markers observed (The Task 3 presentation describes the specific 
algorithm and the choices it makes).  
 
Examples of implemented scenarios are included in Appendix B, the IRB protocol for the 
primary study. We used photo manipulation tools to insert actors into photographic scenes 
presented to subjects (see Figure 3 in the next section for an example).  
  

 

RCT: The blue car has spilled some liquid, likely fuel given 
the location at the rear of the car. When there is no fire or 
fuel spill, choose a perimeter of 50 ft. When there is, set a 
larger, 100 ft. perimeter for zone. 
 
RLO: The best next step in this scene is to establish a safety 
perimeter of 100 ft. (100 ft. because of the fuel spill.)  
Additional backup is likely not needed for this scene.  
 
RCpt: The best next step in this scene is to establish a 
safety perimeter of 100 ft. (100 ft. because of the fuel spill.)  
Beginning any evaluation and treatment of patients should 
start only after you have completed the initial scene up and 
taken steps to secure the scene. 
 

Figure 2. Example Pivotal Opportunity with Various Remediation Offerings. 
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Table 2. Varying responses to learner decisions. 

Name Description Content Requirements Pedagogical Response 
Checkout1 Learner makes a rapid, high 

confidence choice before 
there is sufficient time to 
interpret the content of the 
questions. 

Estimate of the time it takes 
to comprehend situation in 
the frame and/or read an 
individual question. 

Repeat the presentation of the question (no 
advance until credible attempt). 

Checkout2 Learner chooses a "checkout" 
option from the question 
options. 

Questions/decisions posed 
to the user include choices 
that are obviously 
incorrect/distractor. 

Repeat the presentation of the question (no 
advance until credible attempt). Coach 
feedback could be included longer term 
(“c’mon now…”). 

Mapping 
Error [22] 

Student makes a selection 
that indicates a 
misunderstanding of the 
problem (an example of a 
categorization error). 

Remediation that supports 
clarifying concept/category 
differences [23]. 

Present mapping error remediation whenever 
the user makes a mapping error and there is 
mapping-error remediation available. 

Error of 
Omission 
[22, 24] 

For questions that require 
recognizing multiple correct 
Reponses, learner chooses a 
response that leaves out one 
of the correct choices. 

Requires remediation 
focused on recognizing all 
relevant features to the 
decision. 

Present remediation and identify specific 
choice relative to all available choices. 

Wrong 
Choice  
(Error of 
Commission) 
[22] [24] 

The user chooses an 
incorrect response from a 
multiple-choice question. 

Requires remediation of 
specific options within the 
question. 

Depends on pattern identified. If mouse 
tracking is able to distinguish between 
another (correct) choice the user considered 
and this one, offer remediation for 
distinguishing between the choices. If user 
appears to treat all options equally (confused, 
little evident confident in choice, re-present 
the decision). 

CloseCall1 User weighs several options 
including the correct one, but 
ends up making a wrong 
choice. 

Remediation of the question 
focused on fine-grained 
distinctions (detailed and 
specific feedback) [23]. 

Remediate the question. If mouse tracking is 
able to distinguish between evaluation of 
chosen (incorrect) choice and correct one, 
offer remediation focused on the choices. 

LuckyGuess The user chooses a correct 
answer but demonstrates (via 
patterns) little confidence in 
that answer. 

Remediation of the question. Remediate the question (even though choice 
was correct). Explain why the choice was 
correct. Treat as closecall1 if mouse tracking 
is able to distinguish between another 
(incorrect) choice the user considered and 
this one, offer remediation for distinguishing 
between the choices. 
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Task 2: Study Design and Data Collection 
The task was focused on the evaluation of the process models that produced markers, with a 
focus on the impact of those markers on learning. Specific objectives and results were to: 
 
Objectives and Results 
 
1. Design and conduct an analytic (verification) study to inform the design of a human-subjects 

(validation) study. 
o This objective was met. The verification study is summarized in [25], which is attached 

as Appendix A. This analysis enabled us to estimate learning impacts across a large space 
of learning design alternatives. The results of this analysis lead to us to understand that 
the study required a larger number of content options for each pivotal opportunity than 
originally planned and that the study would require a larger number of subjects (75-100) 
than the original, notional plan (about 50 subjects). As discussed in the previous section, 
we attempted to balance additional content development requirements, as well as the 
need for a larger study, within the overall aims of the effort. 

2. Design a human-subjects study with the goal of investigating the impact of behavioral 
markers in an adaptive learning environment. 
o This objective was met.  The approved protocol for the human-subjects validation study 

is included in this report as Appendix B.  
3. Prepare formal documentation for the study, submit to Institutional Review Board, and obtain 

approvals from IRB and Army HRPO to conduct the study. 
o This objective was met. The study protocol documented in Appendix B received IRB 

approval on 21 Jul 2017. HRPO required a small change in the protocol and the IRB-
approved, amended protocol was approved by HRPO on 22 November 2017. Continuing 
approval (after the first year) was obtained on 9 Jul 2018.  

4. Conduct the study (including subject recruitment, data collection, etc.). 
o This objective was partially met. We planned to conduct the primary data collection 

during the Spring of 2018 but delays in approvals for a contract modification resulted in 
the subject recruitment not beginning in earnest until the Spring term has concluded. We 
collected usable data on 62 subjects, rather than the planned 100 subjects. No significant 
problems were encountered in running the study or data collection (i.e., instrumentation 
worked as designed) and the subject data collected was sufficient to obtain statistical 
significance for a primary study hypothesis. 

5. Perform data analysis on collected data and summarize overall results and recommendations. 
o This objective was partially met. Overall data analysis has been completed and is 

summarized in this document. Further data analysis can be conducted as well, especially 
synthesizing more fine-grained models of mouse movements informed by individual 
subject mouse data and using that analysis to inform refinement of the system 
interpretation of those models for more precise adaptation. 

 
Progress and Accomplishments with Discussion 
 
(a) Verification Study 
The goal of the verification-study design was to establish reasonable bounds on potential 
learning benefits for indicators in an adaptive training context. The study builds on prior work 
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establishing the use of verification methodologies for the preliminary evaluation of adaptive 
training systems [26, 27].  
 
The study employed a simulated students paradigm [28-32] to assess theoretical benefits of more 
targeted assessment via indicative patterns. A secondary goal of the verification study was to 
identify an appropriate region(s) along a learning curve for human studies. For example, it may 
be useful to focus more on intermediate or advanced learners to see a large difference in 
outcomes than novice learners. These kinds of issues reflect why waiting to design the human 
subjects study until after the verification study is completed is preferable. The primary results of 
the study were: 

 Behavioral markers must be highly accurate to facilitate observable impacts on learning 
given basic constraints on the study design. This outcome led us to focus optimizing 
mouse-tracking before investigating other sources of behavioral markers, as mouse-
tracking has been shown to be fairly reliable in many realistic usage contexts [33]. 

 A relatively large number of alternatives are needed at each pivotal opportunity to effect 
observable changes in learning outcomes. The content design takes this factor into 
account in two distinct ways: 

(1) We planned to increase the number of content alternatives available at each 
pivotal opportunity. This change would have resulted in much larger investment 
in content; however, the verification study shows that having just a few choices at 
each opportunity is not sufficient for discrimination across the number of pivotal 
opportunities a learner could complete in 60-90m of learning experience. As 
discussed above, we attempted to strike a balance in the implementation of the 
scenarios between the outcomes of the verification study and the resource 
limitations of the effort. 

(2) We designed each pivotal opportunity so that the learner faces choices that 
correspond to a small number of learning objectives (2 or 3) rather than any 
learning objective in the curriculum. This approach imposes more constraint on 
content development, but ensures that the resulting feedback is targeted to the 
learner’s misconceptions when incorrect or suboptimal choices are made. 

 Behavioral markers will have greater impact and discrimination for novice learners. 
Given study constraints, the impacts of behavioral markers will be more much evident 
(discriminable from the resulting data) if the learners are not already knowledgeable of 
the domain. This result led us to focus on a more general target population for the study 
(college students) than a population already familiar medical procedures like medical or 
nursing students. 

 
A more complete presentation of the verification study is summarized in a conference paper 
presented and published during this effort [25], included in this report as Appendix A.  
 
(b) Validation/Human-Subjects Study 
 
Based on the verification study, we designed the human subjects study and documented a 
protocol for that study. The research compares the results of learning between a medical learning 
unit presented in a non-adaptive (fixed) sequence to that same content presented in an adaptive 
sequence that focuses on targeted remediation. As above, the curriculum units focus on “Scene 



 

14 

Size Up,” a required curriculum component used in Emergency Medical Technician (EMT) 
training [19]. These units (both adaptive and non-adaptive) were presented to the subject 
population in order to assess the utility of markers to improve adaptive learning in emergency 
medical environments.  
 
The following variables of interest were implemented and observed in the study: 

 Instructional approach: The overall instructional approach of the learning environment. 
For this study, there were distinct instructional approaches:  

o Non-adaptive/traditional: An instructional unit that is presented in a fixed 
sequence to all learners. All learner responses receive the same sequence and 
remediation. 

o Adaptive based on performance (only): An instructional unit in which specific 
content presentations are constructed/chosen based on learner performance and 
subsequent estimates of learner knowledge and skill.  

o Adaptive based on performance and markers: An instructional unit that is 
dynamically constructed/chosen based on a combination of direct learner 
observation (as above) and behavior markers.  

 Markers: Patterns of observed behavior that are hypothesized to have a role in 
improving a learner model. 

 Knowledge gain: A measure of the post-test performance of subjects, relative to pre-test 
performance. 

This study was implemented as a between-subjects design, with "instructional approach" being 
the independent variable of interest. Instructional approach was manipulated at three levels (as 
discussed above): non-adaptive, adaptive based on performance (only) and adaptive based on 
performance and markers. 
 
The primary dependent variable was "knowledge gain", as measured by difference scores 
between pre- and post-tests 
given to participants. The 
pre- and post-tests 
consisted of 26 identical 
questions of equal weight. 
Questions were scored as 
correct or incorrect. 
Questions in which a 
subject indicated one 
choice when several 
choices were apt received 
partial credit for the answer 
based on the total number 
of correct choices. An 
example of a pre-/post-test 
question is illustrated as 
Figure 3.  

 
Figure 3. Screen shot of a pre-/post-test question in APACTS. 
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Additionally, behavioral markers derived from dynamic tracking of mouse movements, were 
used to predict learner needs and adapt the learning environment by presenting remediation 
targeted to actual responses. The combination of these variables enabled the study to address the 
primary hypotheses, as well as quantify the utility of the chosen adaptive learning models for 
improving learning in medical environments.  
 
A total of 67 subjects were recruited and 61 subjects completed the study successfully.1  The 
overall results of the study in terms of the differences in pre- and post-test scores are summarized 
in Table 3 and normalized knowledge gain [34] between pre- and post-test scores is computed in 
the right column from the scores. These data are illustrated in Figure 4, with the vertical axis 
representing the percentage score (out of 26) rather than the raw scores in the table. Error bars 
represent one standard deviation on either side of the mean. 
 

Table 3. High-level Summary of Primary Study Variables 

 Subjects Pre-test Avg. Post-test Avg. Knowledge Gain 
Non-adaptive 22 15.33 18.70 3.9% 
Adaptive  21 15.12 19.91 5.4% 
Adaptive with markers 18 15.69 20.56 5.7% 
Total 61 15.37 19.67  
 
A paired-sample t-test was completed to assess the difference in scores between pre and post-
data. Based on the analyses, there is evidence (t = 13.866, p < .001) that the tutoring intervention 
as a whole improves learning outcomes. This finding does not take into account differences 
between tutoring strategies implemented. However, it does suggest that the tutoring program as a 
whole was effective for 
helping novice learners grow 
in their knowledge of EMT 
practices, specifically scene 
size-up. Results from an 
ANOVA (next section) can 
indicate whether a particular 
method of tutoring was more 
effective. 
 
A one-way ANOVA with 
post-hoc (Tukey) test was 
completed to assess 
differences between 
conditions. This analysis was 
completed for both pre- and 
post-test scores, though the 
intention was to examine 

                                                
1 We gathered data on 62 subjects but one subject’s post-test data was either corrupted or not completed by the subject (post-test 
score = 0) and is not included in this summary data. 

 
Figure 4. Comparison of pre- and post-test average scores 

for the three experimental conditions in the study. 
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differences between post-test scores between conditions. No statistically significant difference 
was observed between pre-test conditions (as would be expected). Demographic data collected 
from subjects generally demonstrated little/no specific EMT knowledge. However, as the pre-test 
scores indicate, general knowledge of vehicle accidents and hazards allowed subjects to score 
more highly than we targeted/anticipated. 
 
For post-test scores, a significant difference is detected between groups (F(2, 60) = 3.63, p < .05, 
partial η2 = .11). A Tukey post-hoc test revealed a significant difference (p < .05) between scores 
in condition 1 (M = 15.34, SD = 2.52, 95% CI [14.22, 16.45]) and condition 3 (M = 15.70, SD = 
2.82, 95% CI[14.29, 17.10]). In particular, the mean difference between scores in these 
conditions was 1.86 (95% CI [.15, 3.57]), with participants scoring on average higher in 
condition 3.  
 
This result suggests that, for this study, the adaptive tutoring strategy based on both performance 
and behavioral markers (mouse movements) was more effective than not adapting tutoring at all. 
However, it is unclear if adapting tutoring based on performance alone was helpful (this finding 
was not significant). Aside from the indication of significance in difference between non-
adaptive and fully adaptive (based on performance + markers), the effect size was also medium 
in nature, giving some additional support for this finding. In general, the combination of higher 
than expected pre-test scores and fewer subjects generally resulted in less clear differences in the 
conditions than hypothesized, although the results we did obtain show a significant difference in 
outcomes obtained with adaption and behavioral markers in comparison to the 
traditional/standard computer-based training approach.  
 
The study suggested that the mouse-tracking-based markers piloted and developed aided 
adaptive selection of content targeted to the learner. The process models that generate the 
predictive markers were developed via analysis of general mouse tracking behavior, algorithm 
design and development based on this analysis, and initial piloting that helped define parameters 
needed for the models, such as an estimate of the time needed to read questions of particular 
length. The Task 3 description and Appendix C further describe the development of these 
models. Following data collection in the study, we sought to further understand the patterns of 
mouse tracking observed in the learning scenarios, as well as to identify opportunities to improve 
these models based on more substantive data collection than was feasible in the piloting. 
 
Data analysis of mouse tracking focused on two questions: 

1. Comparisons of aggregate and individual mousing behavior.  The process models 
developed prior to the study were based on general mouse behaviors. For example, we 
developed pilot questions of significantly different (character/word number) lengths in 
order to estimate the distribution of the length of time subjects might need to read a 
question before answering it. The aggregate analysis focuses on coming to a similar 
understanding for specific questions used in the study as well as suggesting techniques 
for identifying patterns of response based on user interaction with the questions. 

 
Figure 5 compares the performance of the population on two pre-test questions (4 and 6) 
and those same questions on the post-test. The mouse tracking behavior is divided into 
three categories of behavior: void (yellow; time before the mouse is placed over a 
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question response), hover (brown; time spent hovering over responses), and click-to-
response (purplish-blue; the time from the final click to submission of the answer). The 
charts plot a gamma distribution of all subject responses for the question for those three 
variables as well as the total time (light blue line) with the y-axis representing the 
percentage of users that would respond in the timeframe. (The gamma distribution was 
the best-fit distribution over all questions and subjects and the four categories of time 
tracked for the study.) The hover and click/submit distributions are linearly shifted based 
on the standard deviation of the previous step. These plots thus provide a gross summary 
of the behavior of all subjects on a question. 
 
Roughly, we expected that for many users, void time represents reading the question and 
some consideration of responses; hover time represents deliberate consideration of 
responses; and click-to-response is potentially a surrogate for confidence in an answer. 
(For now, we ignore multiple clicks on answers; see next for more discussion of that 
issue.) In the figure, we can observe that for both questions, void time is reduced between 
pre- and post-test (perhaps indicating some familiarity with the question), but total hover 
time and click-to-response are shifted further to the left (less time), suggesting that, on 
the whole, subjects required less time to evaluate choices and their choices were finalized 
more quickly and perhaps decisively.  
 
In particular, by comparing aggregate and individual performance on pre-test questions, 
in comparison to post-test questions, we can begin to estimate the relative difficulty of 
questions based on these patterns of responses. In the figure, pre-test question 4 was 
answered correctly by 30/62 subjects (48%) and performance was almost unchanged in 

  

  
Figure 5. Comparison of aggregate subject mousing behavior for questions 4(left) and 

6 (right) for pre-test (top) and post-test (below). 
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the post-test (35 correct; 56%). Comparing pre- and post-test mousing behavior in the 
charts, there is less void time but the distributions of the responses in hover and 
click/submit time are almost the same, suggesting the relatively similar performance on 
this question for the pre- and post-test. In contrast, Question 6, the pre-test performance is 
comparable (35 correct, 56%), but post-test performance increases significantly (59 
correct, 95%). The highly correct response rate is evident in the plot in comparison to 
both the pre-test performance on that same question and in comparison to the post-test 
question that was not as easy to answer. 
 

2. Identification of learner and question sub-patterns. We anticipated that subject data 
would enable us to identify additional features and patterns in mousing behavior. For 
example, we expected some users would have relatively large void times and little hover 
time (perhaps not moving the mouse at all during reading and thinking) while others 
would be more demonstrative mousers. If we can identify these patterns post-hoc, then 
we can, in future work, refine the process models that generate the markers based on 
more individualized patterns of observed mousing behavior.  
The mouse tracking 
data did show this 
specific pattern, 
among others. Figure 
6 shows an example 
from Pre-test Question 
11 where this different 
pattern is visible 
directly in the data. 
The chart plots the 
total time each user in 
the study spent on the 
question with the first 
movement to the 
mouse over a question 
as t=0. The light 
brown bars to the left 
of 0 seconds is then 
hover time, the dark 
brown is the aggregate time spent mousing over item responses, and the purple bars 
represent the time between the final click for a selected item until submission. Questions 
are listed from top to bottom in the descending order of the hover period. 
 
In this example, there are three clusters of responses. A little less than half the users spent 
most of the time reading (> 15s) with little mouse movement until a response was 
generated. About a fourth of the users spent 5-10 seconds reading the question and then 
hovering over responses, and then about a third spent very little time (< 5s) on the 
question before starting to mouse over responses. Not all responses in the data were so 
clearly visible, but clustering of the patterns of responses to questions bore out this trend 
generally over the pre-test and unit questions. (The post-test clustering was less 

 
Figure 6. Illustrative example of three distinct patterns of 

mouse movements. 
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consistent in part due to the significantly less time overall spent on post-test questions by 
the users.)  
 
Somewhat surprisingly, although we expected subjects in the “hover over responses as 
they read” would generally submit their questions well after subjects in the other two 
clusters. However, this turned out to not be the case, or was masked by another effect. 
Instead, the length of time spent between click and submission was more of a function of 
the individual subjects (some subjects consistently paused before submission in what we 
attribute to a “check your work” deliberateness) and the difficulty of the question. This 
pattern is suggested in Figure 7, which compares the void/hover/click-and-submit 
behavior of two users for pre- and post-test questions.  
 
Further analysis of the pattern of movement in hovering over answers also can provide 
insights that could be used to improve marker precision. Consider the four examples 
illustrated in Figure 8. Each of these charts shows the movement of the mouse over the 
time spent for each subject on Question 11 (note the absolute length of the x-axis changes 
for the different plots). Void time (mouse not on the question or a response) is 
represented at y=0 and any spent hovering over the questions (Q) is represented at the top 
of the plot. Each item response (in this case, 1-7) is represented as an integer on the y-
axis. 
 
The left column illustrates two users who did not move the mouse over a question item 
for a significant amount of time while the right column shows tow subjects who began 
mousing over responses almost immediately. These columns correspond to two of the 
groups discussed above. However, there are also apparent patterns in the rows of these 
examples as well. The subjects in the top row are mousing quickly over multiple item 

  

  
Figure 7. Comparing individual mousing behavior between pre-test and post-test. 
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responses (more quickly than the responses can be read). This pattern of movement is 
suggestive that the locus of their attention is on the item responses, but not any particular 
one. We term this pattern “indecisive” because there is no identifiable consideration of 
individual choices. In the second row, the movement of the mousing is (generally) more 
regular and systematic with a clear progression through the choices evident in the 
mousing. This pattern was much more common in the “hover immediately” subjects, but 
also present in the “read first” group as well. 
 
One of the advantages of this kind of pattern recognition in mousing would be to refine 
the confidence estimation that was used from the mouse tracking to improve the precision 
of the markers. For example, the “lucky guess” marker uses a ratio of time spent over 
“reasonable responses” in comparison to “non-reasonable” responses to attempt to 
estimate when a user may have guessed correctly. In the case of the user who mouses 
over all responses before making a choice, the way this marker is determined would be 
improved by taking into account the recognition of the particular user’s pattern of 
mousing over items.  

 
The complete study protocol is included as Appendix B. A conference paper summarizing 
motivations and study design [35] is included in the report as Appendix D. A more thorough 
presentation of the analysis of the outcomes from analysis of pre- and post-test results is 
presented in Appendix E. 
 
  

  

  
 
Figure 8. “Indecisive” (top) and “Systematic” (bottom) patterns of mouse movement 

between the “read first” (left) and “hover first” groups. 
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Task 3: Process Modeling 
 
Objectives and Results 
1. Assess modeling options and develop a framework of indicators. 

o This objective was met. We evaluated options and identified mouse tracking as the 
behavioral indicator of highest priority given study constraints. 

2. Define an algorithmic approach for assigning meaning to behavior indicators in the context 
of the learning environment and interactions among learning objectives. 
o This objective was met. Building from general frameworks for characterizing learning 

and misconceptions (e.g., Mind Bugs) and previous work reifying learning concepts in a 
practical software implementation, we created a method for assigning 
meaning/interpretation to patterns of mouse movements and mouse behaviors. 

3. Develop models for mouse tracking (primary modeling option). 
o This objective was met. Drawing from the results from the previous two objectives, we 

have implemented, tested, and verified computational models that perform the 
interpretation of mouse tracking, recognizing learner patterns and assigning them an 
interpretation in the context of the current learning situation. 

4. Integrate the models in the APACTS learning environment. 
o This objective was met. The models developed under the previous objective have been 

integrated within the APACTS software for use in APACTS learning environments. This 
integration included software testing and verification of software functionality of the 
models within units of learning content. In addition, after the initial proof-of-concept 
integration and verification was accomplished, the mouse-tracking capabilities were fully 
integrated into APACTS and can now be used by other researchers and application 
developers using APACTS. 

5. Refine and extend models. 
o This objective was not met. We conducted some piloting and model refinement based 

on piloting. However, because data collection extended to the end of the project for the 
main study, there is not sufficient time on the effort to refine the models. Several 
recommendations for further refinement based on data analysis are evident (and outlined 
below). 

 
Progress and Accomplishments with Discussion 
 
We reviewed and evaluated two existing approaches to behavior and error classification: Van 
Lehn’s learner-behavior classification scheme [22] and Rasmussen’s Skills, Rules and 
Knowledge [36]. After evaluation of each of these methods and reference to them in the design 
of the verification study, we determined to use Van Lehn’s Mind Bugs taxonomy for 
classification of errors. This taxonomy is more comprehensive than SRK and while it is also 
more descriptive than SRK (i.e., rather than generative), we did not identify any major stumbling 
blocks in encoding recognition rules from the taxonomy in the error recognition system. We 
have recently extended the framework to include the Knowledge-Learning-Instruction (KLI) [37] 
and the Interactive, Constructive, Active, and Passive (ICAP)  [38] frameworks. These 
frameworks take a more up-to-date and comprehensive view of learners and learning 
environments and have facilitated making more fine-grained distinctions in assessment and task 
contexts for modeling learner behaviors and errors. 
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For encoding recognizers or “markers” in 
the learning environment, we developed 
models that built on a prior constraint-based 
behavior modeling system [39] to encode 
non-symbolic behavior patterns. We focused 
primarily on mouse movements and 
mousing behavior generally as an indicator 
of both cognitive and affective state. 
Patterns of mouse movements have 
reasonable correlation with a learner’s 
affective state [40] and multiple studies 
suggest that learner mouse movements can 
be effective in identifying learner cognitive 
state [17, 18, 41].  
 
Figure 9 summarizes the mouse-tracking 
algorithm, which perform the first step in 
the recognition process. The learner has 
been asked to “annotate” the image in the 
APACTS frame, identifying any objects in 
the image that is a “hazard” as defined in the 
EMT curriculum. Positional information is 
captured, along with the velocity and 
acceleration of the mouse movement and 
mouse clicks (represented in the diagrams 
by the vertical, dashed lines). The velocity 
and acceleration graphs include examples of 
both raw (blue) and filtered (green) data. 
Filters help reduce some of the noise due to 
inadvertent mouse movements and mouse 
jitter.  
 
The positions of key objects in the scene are 
labeled as meta-data (labeled in the scenario 
development accomplished in Task 1; 
illustrated in Figure 10), enabling the 
mouse-tracking algorithm to relate mouse 
actions to learner activity. For example, in 
the first and second mouse click events (2nd 
and 3rd vertical lines in the figures), these 
areas are associated with the 
bystanders/potential patients in front of the 
cars. Although the behaviors appear quite 
different (compare the two velocity spikes), 
these are readily classified as comparable 
outcomes in the learning environment via 

 
(a) tracking learner mouse movements  

 
(b) (x,y) position of movement  

 
(c) velocity of mouse movement during tracking 

 
(d) acceleration of mouse movement  

 
Figure 9. Basic steps in tracking mouse 

movement. 
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the use of the labeled areas in the content illustrations. 
 
By application of Fitt’s Law [42] and the filtered data, the tracking algorithms are used to 
estimate the confidence of an individual decision. For example, in the latter part of the scenario, 
the mouse tracks to a few locations but the user does not make a mouse click. By comparison of 
velocities and accelerations of these different movement patterns, the algorithm attempts to 
assess the confidence of the learner’s decision.  
 
A more complete presentation of the mouse-tracking algorithms is summarized in a conference 
paper presented and published during this effort [43], included in this report as Appendix C.  
 

 
Figure 10. Translating Mouse Movement into Learner Assessment. 

 
Figure 10 summarizes the information flow that results in the mouse-tracking assessments. 
Following the low-level tracking illustrated in Figure 9 (summarized in the “track mouse 
movement” component in the figure above), the captured movements are mapped to task 
interpretations, such as moving to a labeled object (“track to box”), dwelling on a box, and a 
normalized traversal time. The mouse tracking feeds the primary model (blue component), which 
focuses on the interpretation and evaluation of the learner’s choices. In this example, the model 
is indicating which of the labeled areas were evaluated by the learner, which of those boxes the 
learner actually chose, and which boxes the learner did not appear to evaluate based on mouse 
movements.  
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These evaluations then feed to the content selection algorithm in APACTS, which determines 
what content the learner sees next. In the situation illustrated in Figure 10, the learner’s 
proficiency estimate for relevant learning objectives is low and the mouse tracking lets the 
system understand that the learner did not appear to evaluate hazards in the image. The lack of 
evaluation results in a bias toward one of the remediation options.  
 
Figure 11 contrasts the way the model impacts the final content selection decision in the 
APACTS system in comparison to non-adaptive content presentation and adaptation based solely 

 
(a) 

 
(b) Adaptation based solely on learner choicse 

 
(c) Adaptation based on choice and markers 

Figure 11. Non-adaptive (a) and adaptive content selection (b and c). In (c), markers 
derived from mouse-tracking enable a choice of alternative tailoring /remediation for the 

same learner answer. 
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on a learner’s choice. In this multiple-choice question example, the learner is asked to classify 
the mechanism of injury (MOI). In the non-adaptive case (a), the learner just receives general 
feedback about their response. In the simple adaptive case, the feedback that the learner receives 
is conditioned on the learner’s response. For example, if the learner chooses an answer that is 
“close” to the right answer, such as confusing the two patterns of MOIs common in head-on 
collisions, the feedback that is provided is highly specific to the head-on collision MOI. If the 
learner instead chooses a response that is not consistent with a head-on collision (like the first 
choice), a more general remediation is offered that is intended to remediate differences between 
learning objectives (e.g., side-impact collisions vs. head-on collisions).  
 
The assessment of mouse movements can enable different tailoring responses for the same 
learner choice. For example, if the learner spends a lot time evaluating all of the options 
(including item (b), which is a different category of response than the others), the system will 
choose to remediate MOIs vs. injuries even though the learner’s eventual response was the 
correct choice. In this case, the models provide additional context for interpreting learner activity 
and tailoring the presentation of content to the learner. 
 
At the implementation level, the learner choice influences both the skill estimates of the learner 
the presentation of specific remediation options. As discussed above, the costs of content 
development limited the individual content choices we could construct under this effort. As a 
consequence, the decision making component of APACTS, the Pedagogical Director [44] and its 
learner model [45] were adapted to support the additional information that the mouse-tracking 
algorithms and process models could provide.  
 
For remediation, the range of choice that the Pedagogical Director can make is limited to those 
choices called out in Figure 1. To summarize:  

 Next item (choose the subsequent item in the curriculum. Standard choice.) 
 Remediate current topic (more information/emphasis of learning points)  

o Example: More information about head-on collisions. 
 Remediate differences between current topic and related topic  

o Example: Distinguishing between head-on and side-impact collisions or 
Distinguishing between head-on and rear-end collisions. 

 Remediate conceptual and terminological issues  
o Example: Explain differences between mechanism of injury and injury 

 Repeat (present the same item again) 
 
For the study content, we ensured that every option was available for all choices, but we 
designed the software so that not every one of these options needs to available for each content-
selection decision that the Pedagogical Director makes. 
 
The learner model is built on TrueSkill©, a model designed by Microsoft originally for use in 
adaptive computer gaming. Soar Technology has adopted TrueSkill for adaptive learning 
systems and integrated it into APACTS to allow APACTS to develop estimates of the likelihood 
of particular learners, at particular points in time in their learning trajectory, answering specific 
questions correctly [45]. For the mouse-tracking models and study, we fixed the estimated 
difficulty of questions, with the result that the learner model is producing an estimate of 
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likelihood of correct answer for a given question as well as the variance of the estimate. (For the 
study, the same question could be presented multiple times to the same learner but we did not 
change the computed estimate based on re-presentation of the question.). The learner model 
estimation can be summarized by the following equation: 
 

El,o = T(observationsl,o) 
 
That is, the estimate E of the learner l’s likelihood of answering a given question about learning 
objective o, is a function T of the previous observations of the learner answering questions for 
that learning objective. The function T is simply the TrueSkill algorithm with a fixed question 
difficulty and reduces to Tn = T(observationn, Tn-1).  
 
The estimate and its variance range over (0…100%) and can vary continuously as the system 
gets more observations of the learner. However, for the purposes of a controlled study, we 
needed to limit the variation introduced by the continuous variable E, which would make 
comparison of experiences between various subjects more difficult. Instead, we discretized E 
into the following six categories:  

 Unlikely (low chance of correct answer; 0-33%)/low variance 
 Unlikely/high variance 
 Equivocal (34-67%)/low variance 
 Equivocal (34-67%)/high variance 
 Likely (> 67%)/low variance 
 Likely/high variance  

 
We use the likelihood of the estimate as a proxy for “skill level” and the inverse of the variance 
as a proxy for “confidence” in the decision making process. For example, E(shigh,clow) means that 
True Skill estimates the learner's ability to answer correctly to be > 67% for this question (likely 
to answer correctly) but we have “low” confidence in that assessment because the variance is 
large. Using this categorization, the Pedagogical Director chooses specific content to display 
following an incorrect (or very fast, correct response), based on the decision matrix summarized 
in Table 4. 
 
As summarized in the table, this approach allows the system to condition specific content 
presentation choices based on the learner’s responses and the estimates of skill and confidence in 
those estimates. As an example, a very fast response that is produced in about the time it takes to 
simply read the question (Checkout1), results in a repeat of the question for most learners. The 
exception is for learners whose skill for this learning objective is estimated to be to high and the 
system’s confidence in that estimate is also high. In that case, the system simply moves on to the 
next question. This decision reflects the choice that the learner might be able to process and 
answer faster than a less skilled learner (and also that the cost of repeating the question to the 
high skilled learner could be de-motivating).  
 
Even after the reduction of the estimates into distinct categories, the scope of the study limited 
(number of participants) limited options for making more nuanced mapping decisions because 
the number of observations for any specific mapping choice was likely to be very limited. For 
example, we considered various formulations of remediations for certain classes of error, which 
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would have allowed improved tailoring. A low skill learner might just be presented with basic 
remediation about the learning objective, a higher skill learner could be presented with more 
discriminating information related to the error. Varying the level of feedback for a specific 
question is surmountable from a content authoring perspective, via content generation algorithms 
[46]. However, even if the content authoring challenges could be resolved, for a study of only 
100 subjects, the number of observations for any cell in the table would be no more than 6 (100 
subjects / (3 study conditions * 5 LOs)) and in many cases might be only 1 or 0 for many LOs. 
This led us to limit the variation in the decisions across answer categories (rows in the table) in 
order to attempt to gather more consistent observations about each kind of error. 
 

Table 4. Mapping skill and confidence to remediation choices 

  E(low skill, low 
conf) 

E(slow, chigh) E(smed, clow) E(smed, chigh) E(shigh, clow) E(shigh, chigh) 

Checkout1 Repeat Repeat Repeat Repeat Repeat Next 
Checkout2 Repeat Repeat Repeat Repeat Repeat Repeat 
CloseCall1 Remediate 

current topic 
Remediate 
current topic 

Remediate 
current topic 

Remediate 
current topic 

Remediate 
current topic 

Remediate 
current topic 

Error of 
Omission 

Remediate 
differences 
(identified LO) 

Remediate 
differences 
(identified LO) 

Remediate 
differences 
(identified LO) 

Remediate 
differences 
(identified LO) 

Remediate 
differences 
(identified LO) 

Remediate 
differences 
(identified LO) 

Lucky 
Guess 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Next Next 

Mapping 
Error 

Remediate 
concepts 

Remediate 
concepts 

Remediate 
concepts 

Remediate 
concepts 

Remediate 
concepts 

Remediate 
concepts 

Wrong 
Choice 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

Remediate 
differences 
(identified LO) 
or Remediate 
concepts (no 
LO) 

 
Although limited in its application in the study, the overall result from this task is that we 
developed a set of algorithms and tools that allow a learning system to observe mouse 
movements from users and to recognize various patterns in those mouse movements (“markers”) 
that can be used to inform pedagogical decision-making. Although the implemented and 
integrated system focuses solely on mouse movements, we also explored the use of other sensors 
and markers derived from them, such as eye tracking and facial expressions. One of the 
advantages of the conceptual integration at the level of various markers indicative of learner state 
is that sensor fusion and downstream use of the markers could be modulated in the future by 
relative confidence in the markers. We chose mouse tracking because of its high reliability but, 
with multiple sensors providing inputs on the same set of markers, long-term the system could 
earn more confidence in its use of these markers, even when the reliability of any individual 
sensor might be low. 
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Regulatory Protocol and Activity Status 
(c) Human Use Regulatory Protocols 

 
TOTAL PROTOCOLS: 1 human subject research protocol was required to complete the Statement of 
Work. 
 
PROTOCOL(S):  
 
 

 
PROTOCOL (1 of 1 total): 
Protocol: A-19646 
Title: Assessing the Role of Behavioral Markers in Adaptive Learning 
Target required for clinical significance: N/A (72 for statistical significance in the study design) 
Target approved for clinical significance: N/A  
 
SUBMITTED TO AND APPROVED BY: 

 Submitted to Ethical & Independent Review Services (Soar Technology IRB). 
 Approved by Ethical & Independent Review Services, 19 July 2017. 
 Continuance by Ethical & Independent Review Services, 9 July 2018 

 
STATUS: 

We received approval from Ethical & Independent Review Services (Soar Technology’s 
IRB) and from HRPO (22 Nov 2017). Subject recruitment began in Apr 2018. The study 
enrolled 67 subjects. 
 
 
(i)  Number of subjects recruited/original planned target: 70/100  
     Number of subjects screened/original planned target: 67/100 
     Number of patients enrolled/original planned target: 67/100 
     Number of patients completed/original planned target:  62/100 
 
(ii) Report amendments submitted to the IRB and USAMRMC HRPO for review: 
Amendment 1A (modification to recruitment flyer required by HRPO) was approved by 
IRB on 11/9/2017. HRPO approval was based on Amendment 1A of the protocol. 
Continuance was approved by IRB on 9 Jul 2018; HRPO on 18 Aug 2018. 
 
(iii) Adverse event/unanticipated problems involving risks to subjects or others and 
actions or plans for mitigation: 

No unanticipated problems involving risks to subjects occurred during the course of the 
study. 

 

(b) Use of Human Cadavers for Research Development Test & Evaluation (RDT&E), 
Education or Training 

TOTAL PROTOCOLS: 1 
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TOTAL ACTIVITIES: “No RDT&E, education or training activities involving human 
cadavers was performed to complete the Statement of Work (SOW).” 

 
(c) Animal Use Regulatory Protocols 

TOTAL PROTOCOL(S): No animal use research was performed to complete the Statement of 
Work. 

 
4. IMPACT 

 
What was the impact on the development of the principal discipline(s) of the project?    
The largest potential impact of the specific outcomes of this work is its innovative use of 
verification analysis to support study design. A practical constraint in the design and 
development of algorithms and tools for personalized learning is the need to design, implement 
and integrate adaptive algorithms, oftentimes within complex software environments, without the 
benefit of a priori large-scale user testing. This constraint is particularly acute in complex 
training environments, such as those used in distributed simulation and virtual training where 
premature commitment to an approach may take several years and significant cost increases to 
correct.  
 
This effort contributed to a developing methodology that employs simulated students and 
software verification methods to attempt to understand the potential benefits of adaptive 
algorithms and the requirements they impose on students and instructors prior to full-scale 
development. The verification study results predicted two of the primary results of the study:  

1. Significant diversity in content is needed to observe statistically-significant 
differentiation in learning outcomes during a short learning session; and 

2. Tailoring of remediation will have a greater impact for low-skilled learners during short 
learning sessions due to ceiling and asymptotic effects on higher-skilled learners. 

 
While these observations could have been anticipated in advance, the verification study resulted 
in quantitative predictions and recommendations for the subsequent study. Enabling quantitative 
assessment of design choices prior to implementation offers a substantial benefit and resulting 
impact for the adaptive learning community. 
 
What was the impact on other disciplines?    
Nothing to Report. 
 
What was the impact on technology transfer?    
The Adaptive Perceptual and Cognitive Training System (APACTS) tool used on this effort is 
being used by other projects and groups within Soar Technology for learning sciences research 
and the development of adaptive training applications. For example, APACTS is currently being 
used to deliver training for small-unit leader in the US Marine Corps and for Navy cyber defense 
training. The computational process-models have been integrated with APACTS can be used in 
these and future applications of this software to training applications. By embedding the mouse-
tracking algorithms and process models within APACTS, the results of this effort will transfer to 
other training applications used by the government.  
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5. CHANGES/PROBLEMS 

 
Changes in approach and reasons for change  
There was one significant change in approach and one change that was minor in comparison to 
the first change but that had implications for the overall goals of the project. 
 
Shift in study population: We originally planned to focus on medical-community trainees, such 
as nursing students, for the primary study. The original effort had several consultants who had 
access to students in medical disciplines and we planned to conduct a study with one or more of 
these populations. However, this plan proved unworkable for both scientific and practical 
reasons. First, and most importantly, for a learning session of 60-120m, which is what we 
proposed and had obtained budget to support for the effort, the verification study showed that 
very little discrimination between learners would be obtained across study conditions for even 
moderately knowledgeable subjects. To have an opportunity to see learning effects, we needed a 
less knowledgeable subject population. Secondarily, engaging consultants to inform a study was 
useful but was not an apt relationship to conduct a study, given both IRB and HRPO 
requirements. As a consequence, we formally requested a change to the contract and engaged the 
University of Alabama as a subcontract partner for the effort. The team at the University of 
Alabama was then able to recruit from a general population of college students and directly 
conduct collection of subject data from this more general population. 
 
Balancing Content development and Research Goals: We had expected that scenario 
development (Task 1) would be a relatively small fraction of the effort, in comparison to the 
effort expended on Tasks 2 and 3. During the first six months of the effort, we attempted to find 
existing training content that could be imported into APACTS to support the study and reached 
out to multiple organizations to attempt to identify content without success. In the end, we built a 
new content unit ourselves. We leveraged existing instructional design and content 
recommendations for EMTs but the development of new content (along with at least three 
content options for every learner decision/pivotal opportunity) consumed much more of the 
effort’s resources than originally expected. The need for much greater content development both 
limited the scope of the study (one recommendation from the verification study was to extend the 
study to more units, but that was not cost-feasible) and the number of markers and sensors we 
could investigate under the effort.  
 
Actual or anticipated problems or delays and actions or plans to resolve them 
The only significant delay experienced during the effort was the time needed to obtain 
permission to modify the contract to add the subcontractor and then to execute that subcontract. 
We expected that to take 1-2 months and instead it took about 6 months. This delay negatively 
affected our ability to conduct the majority of the study during a typical university term and 
contributed to not meeting subject recruitment goals. 
 
Changes that had a significant impact on expenditures 
The effort was completed within budget. As above, in comparison to the original plan, 
significantly more effort was expended on content development than planned or preferred.  
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Significant changes in use or care of human subjects, vertebrate animals, biohazards, 
and/or select agents 
 

Significant changes in use or care of human subjects 
There were no significant changes. The protocol was executed as designed and no 
significant deviations from the protocol were necessary.  

 
Significant changes in use or care of vertebrate animals 
Not applicable. 

 
Significant changes in use of biohazards and/or select agents 
Not applicable. 

 
6. PRODUCTS: 

 
Publications:  
a. Manuscripts presented/published during the period covered by this report resulting from this 

project: 
 
Wray, R. E., & Stowers, K. (2017). Interactions between Learner Assessment and 
Content Requirements: A Verification Approach. Proceedings of the 8th 
International Conference on Applied Human Factors and Ergonomics (AHFE 2017) 
and the Affiliated Conferences, AHFE 2017, Los Angeles. 

 Included as Appendix A 
 
Wearne, A., & Wray, R. E. (2018). Exploration of Behavior Markers to Support 
Adaptive Learning Lecture Notes in Computer Science: Proceedings of the 2018 
Human Computer Interaction International (HCII) Conference. Las Vegas. 

 Included as Appendix C 
 
Stowers, K., Brady, L., Huh, Y., & Wray, R. E. (2018). Assessing the Role of 
Behavioral Markers in Adaptive Learning for Emergency Medical Services. Paper 
presented at the Proceedings of the 9th International Conference on Applied Human 
Factors and Ergonomics (AHFE 2018) and the Affiliated Conferences, AHFE 2018, 
Orlando. 

 Included as Appendix D 
 

b. Publications in preparation:  
 
Wray, R. E., Tanaka, A., Stowers, K., Brady, L., & Huh, Y. (2019). Using Mouse-
tracking in Adaptive Learning for Emergency Medical Services Lecture Notes in 
Computer Science: Proceedings of the 2019 Human Computer Interaction 
International (HCII) Conference. Orlando. 

 This paper will describe the hypotheses, study method, and results as 
summarized in Appendix E. 
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Technologies/Techniques 
The Adaptive Perceptual and Cognitive Training System (APACTS) tool used on this effort is 
being used by other projects and groups within Soar Technology for learning sciences research 
and the development of adaptive training applications. The computational process-models 
(described in Task 3) have been integrated with APACTS will be used in future applications of 
this software to training applications. 
 
Inventions, patent applications, and/or licenses 
Nothing to report. 
 
Other products 
The training materials developed for study undertaken in this study could be used to support 
EMT training in future computer-based training for EMTs. Additionally, the content-
development pipeline established on this project could be employed to speed future content 
development in similar domains. For example, the process by which captured images were 
enhanced with post-hoc accident victims and bystanders could be used in future training content 
to produce content more rapidly than animating images or scripting scenes. 
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7. PARTICIPANTS and COLLABORATING ORGANIZATIONS 

 
The following individuals worked at least a person-month on the effort: 

 

Soar Technology  
Name: 
Project Role 
Researcher Identifier 
Nearest person month worked 
Contribution to Project 
 

 
Robert Wray 
Principal Investigator 
1906504 (CITI) 
4 
Oversaw content development and testing. Implemented 
sample lessons. Oversaw piloting and algorithm refinements. 
 

Name: 
Project Role 
Nearest person month worked 
Contribution to Project 

Adam Wearne 
Software Engineer 
4 
Designed and implemented process models to support learner 
tracking and choice-confidence estimates. 
 

Name: 
Project Role 
Nearest person month worked 
Contribution to Project 

Nick Giranda 
Software Engineer 
2.5 
Supported development and refinement of APACTS, content 
adaptation, and mouse tracking to support piloting and 
finalization of software for the study. Supported deployment 
test and configuration/reconfiguration. 
 

Name: 
Project Role 
Nearest person month worked 
Contribution to Project 

Robin McNeil 
Content Tester/Data Analyst 
1.5 
Developed instructional design and learning content for the 
study. Supported data analysis. 
 

  
Name: 
Project Role 
Researcher Identifier 
Nearest person month worked 
Contribution to Project 

Alyssa Tanaka, PhD. 
Study coordinator/content developer 
28104663 (CITI) 
1 
Helped design and develop learning content. Led quality 
assurance and evaluation of content. Coordinated study 
execution with University of Alabama and maintained study 
records. 
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Name: 
Project Role 
Nearest person month worked 
Contribution to Project 

Ross Hoehn, PhD. 
Data scientist 
1 
Performed analysis on mouse tracking data and developed 
visualization animations that allow analysts to visualize mouse 
usage during specific questions. 
 

Name: 
Project Role 
Nearest person month worked 
Contribution to Project 

Alex Crowell 
Software Engineer 
1 
Assessed implementation and complexity of mouse-tracking 
algorithms for full integration into APACTS. Fully integrated 
mouse tracking algorithms into APACTS to enable future use 
in other applications of APACTS. 
 

University of Alabama 
Name: 
Project Role 
Researcher Identifier 
Nearest person month worked 
Contribution to Project 

 
Kim Stowers, PhD. 
Principal Investigator, University of Alabama 
2863606 (CITI) 
2 
Designed / completed human subjects study questionnaires 
and implementation; completed analyses and contributed to 
dissemination of information. 
 

Name: 
Project Role 
Researcher Identifier 
Nearest person month worked 
Contribution to Project 

Lisa Brady 
Experimenter 
5282480 (CITI) 
1 
Ran participants for human subjects study; contributed to 
analyses and dissemination of information. 
 

Name: 
Project Role 
Researcher Identifier 
Nearest person month worked 
Contribution to Project 

Youjeong Huh 
Experimenter 
24414679 (CITI) 
1 
Ran participants for human subjects study; contributed to 
analyses and dissemination of information. 
 

 
Has there been a change in the active other support of the PD/PI(s) or senior/key personnel 
since the last reporting period?  
Nothing to Report. 
 
What other organizations were involved as partners?    
 
Organization Name: University of Alabama 
Location of Organization: Tuscaloosa, Alabama 
Partner’s contribution to the project (identify one or more) 
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 The University of Alabama collaboration was led by Dr. Kim Stowers. The University of 
Alabama team was responsible for subject-data collection, including subject recruitment, 
subject data collection, and post-processing of the data to support overall data analysis. 
The university provided facilities, especially a dedicated space location to conduct the 
study and supported recruitment (e.g., distribution of the recruitment poster). Soar 
Technology and University of Alabama met frequently to coordinate execution of the 
study and Soar Technology staff trained the Alabama team on the use of the software, 
facilitating personnel exchanges between the staff of the two organizations comprising 
the team.  

 
 

8. SPECIAL REPORTING REQUIREMENTS 
None. 
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Abstract. A practical constraint in the design and development of algorithms 
and tools for personalized learning is the need to implement adaptive algo-
rithms, oftentimes within complex software environments, without the benefit 
of a priori large-scale user testing. The lack of such testing makes it difficult to 
ensure that lessons and guidance from design recommendations and prior stud-
ies in other domains has been effectively applied in the training application. 
This paper summarizes efforts toward a testbed to support verification of adap-
tive training designs. The testbed operationalizes evidence-based guidance from 
the research literature and simulated students to enable exploration of design 
space prior to large-scale implementation. The paper motivates the approach 
with a specific design question, which is to examine trade-offs between the use 
of behavioral markers to assess proficiency and the resulting training-content 
requirements to take advantage of the information that such markers provide. 
 
Keywords: training design, adaptive training 

1 Introduction 

A practical constraint in the design and development of algorithms and tools for per-
sonalized learning is the need to design, to implement and to integrate adaptive algo-
rithms, oftentimes within complex software environments, without the benefit of a 
priori large-scale user testing. User testing can provide evidence of what adaptive 
methods are more (and less) beneficial within a particular training setting. The most 
beneficial, specific methods will usually not be fully known in advance; many poten-
tial design options may be apt. Knowledge of the research literature and results can be 
helpful, but best practices for the design of adaptive training in most training contexts 
is ever-evolving [1, 2].  

This constraint is particularly acute in complex training environments, such as 
those used in distributed simulation and virtual training. The complexity of software 
integration and limited access to physical devices can result in commitment to a de-
sign that turns out to not offer many direct training benefits. Similarly, a chosen ap-
proach may offer a significant improvement in learning effectiveness but the target 
population cannot realize those benefits because their incoming knowledge and skill 
is not matched to those benefits provided by the system.  



When an algorithm or approach turns out to be poorly chosen, it may take several 
years to develop and implement an alternative approach. This delay has both immedi-
ate and longer-term impacts. The immediate cost is the lack of improvements in train-
ing that were anticipated by the training developers. A longer-term, more systemic 
cost is that these failures in execution can impose greater resistance and new barriers 
for the adoption of adaptive training generally, resulting in the perception that adap-
tive training methods are not sufficiently mature to deliver the learning benefits that 
have been observed in more controlled (and, oftentimes, contained) settings. 

As researchers interested in developing and fielding effective adaptive training so-
lutions, we have for several years been developing a methodology that employs simu-
lated students and software verification methods to attempt to understand the potential 
benefits of adaptive algorithms and the requirements they impose on students and 
instructors prior to full-scale development [3-5]. We introduce a testbed we are devel-
oping to enable exploration of design choices and, to illustrate how the testbed can 
inform specific design 
choices, summarize a verifi-
cation study conducted using 
the methodology. This study 
reflects the long-term goal to 
develop methodology and 
tools that will help designers 
understand what (adaptive) 
features are appropri-
ate/needed for their training 
needs and to estimate the 
costs/benefits of different 
design options. 

2 Testbed for Training Design 

Below we briefly introduce the elements of the verification testbed we are develop-
ing. The goal of the testbed is to provide a computational tool, with parameters con-
nected to the research literature, that allows a training designer to evaluate assump-
tions about a design. Fig. 1 illustrates the major components of the testbed and their 
relationships to one another.  

Testbed components are: 
1. Adaptive algorithms: The testbed typically uses the implementation of adap-

tive algorithms that would be used in the actual training environment. From a 
software engineering perspective, this approach allows evaluation and test (or 
verification) of the adaptive solutions within the testbed. 

2. Learning-system architecture: The learning-system architecture defines how 
training content will be delivered and the role of adaptive algorithms within the 
learning environment. We are developing a family of these models for use in the 

 
Fig. 1. Conceptual Architecture of Verification 

Testbed. 



testbed. The next section introduces the specific model we are using for this 
analysis (see Fig. 2). 

3. Training content: The testbed draws on a content repository to deliver training 
content within the testbed. In some cases, this training content may be the actual 
content that is to be used in the training application (especially apt when adding 
adaptive capabilities to an existing training application). In other cases, especial-
ly for a new training system being designed, the training content may be simu-
lated.  

4. Simulated students: The testbed employs simulations or models of students to 
interact with the training content. The use of simulated students to support train-
ing design is becoming more commonplace; some researchers have identified 
methods to synthesize functional students based on task analyses, cognitive ar-
chitectures, and machine learning [6, 7]. Analytic tools, such as power law 
equations, are often also used for modeling learning [8, 9]. The primary re-
quirement for a simulated student is that it provide a response to a learning situ-
ation at an appropriate level of abstraction for the simulation of the learning en-
vironment. 

5. Population Model: The population model varies parameters for individual sim-
ulated students as they are instantiated. Having a distinct population model (ra-
ther than a defined population of simulated students) allows the user of the 
testbed to explore potential interactions across population assumptions (e.g., 
students with generally high/low self-efficacy; students generally well-prepared 
or poorly prepared for the content to be delivered). 

Long-term, we envision a flexible and composable software environment that 
would allow designers to model potential learning designs and evaluate them in a 
decision analysis aid. Today, we are creating instances of the components illustrated 
in Fig. 1 to address specific design questions, as discussed next. 

3 Motivating Example 

As described above, the study 
we present uses a simulated 
students paradigm and a simu-
lation of the learning environ-
ment to provide quantitative 
estimates for functional system 
requirements. The benefit of 
this approach is that specific 
learning benefits and the effects 
of adaptation can be evaluated, 
at least tentatively, in advance 
of full-scale implementation. 
Here we discuss the learning environment being simulated, along with the specific 
domain we pull learning content from. 

Computer-based training (CBT) is actively used across many contexts, including 
military, medical, and general education. CBTs commonly include didactic instruction 

 
Fig. 2. Model of the learning environment. 



(text and images, audio, and video), opportunities for relatively simple practice, and 
periodic checks of knowledge. Most CBTs assume a fixed sequence of lessons and 
may require a student who fails a knowledge check to repeat a lesson. Implementing 
adaptive training in such a context may yield many benefits, most notably the benefit 
of accelerating or decelerating the pace at which students move forward in the lesson 
according to how quickly they are learning, including improved engagement. Adap-
tive techniques used in CBTs include variable starting points [10], enabling more/less 
practice [11], hinting and coaching [12, 13], and personalization of content delivery 
[14, 15]. 

We are designing and evaluating the role of adaptation in a CBT for Emergency 
Medical Technician (EMT) certification. EMT courses are offered across the United 
States, with various states enforcing slightly different requirements. Curriculum is 
standardized at the US federal level through the National Highway Traffic Safety 
Administration [16]. This makes EMT training both accessible and applicable. Addi-
tionally, EMT certification is a domain of training that can be applied in both national 
and international civilian and military contexts, making it a highly valuable area for 
the training improvement. Adaptive training may help streamline the EMT certifica-
tion process by accommodating learners who may need more or less practice to meet 
national standards. 

For the specific analysis of this paper, we examine a specific lesson in the standard 
curriculum for EMT training—scene size-up. Scene size-up involves steps taken by 
an EMT crew when arriving on the scene of an emergency. According to the standard 
curriculum, in order to develop training within this context, it is necessary to consider 
the “scene size-up” timeline and specific cognitive, affective, and psychomotor objec-
tives for this task (see table 1). The standard curriculum specifies 9 distinct learning 
objectives across these three different types of learning objectives.  

It would be useful in designing the training environment to have insights and 
quantitative estimates for the following three questions: 

1. What is the potential size of the learning gain that would be introduced by 
the use of adaptive methods? This question sets expectations for the design 
and helps the designer to understand the relative benefit of adaptive training 
in the context of the impacts of the full system. 

2. How much unique content is needed to realize the ideal (or at least compel-
ling) learning gains? Tailoring to the learner typically requires specialized 
content. If we assume that it is not possible to automate content creation (the 
typical case), then it would be beneficial to estimate the minimum content 
needed to realize a (meaningful) gain from adaptive tailoring across the tar-
get population. 

3. How accurate do assessment measures need to be to realize (compelling) 
learning gains? In order to make adaptive choices, some measurement of the 
state of the learner during the learning process is typically needed? How ac-
curate do measures need to be to realize the hypothesized gains from adap-
tive tailoring? 

 
 



Table 1. Key parameters for the marker/content verification analysis.  

Parameter Description Study 
Value(s) 

Citations 

Base  
Learning 
Rate 

The learning rate term in a 
standard power law learning 
curve (α) 

.25 
 

The specific α value is in the 
range of common values in learn-
ing models [8, 9] 

Learning  
Objectives  
Types 

Distinct categories of learn-
ing objectives. 

3 Cognitive, Affective, Psychomo-
tor from Standard EMT Curricu-
lum [16]. 

Number of  
Learning  
Objectives 

Objectives that must be met 
according to the topic and 
tasks being learned to com-
plete a scene size-up. 

9 9 distinct learning objectives are 
identified in the standard curricu-
lum [16] 

Z Score A normalized (-1..1) rela-
tive match between learner 
capability and material 
being presented.  

See text This Z-score is an operationaliza-
tion of the ZPD and is informed 
by [18] but is adapted to the 
anticipated training context. 

Delta 
Learning 
rate  
 

Modification of base learn-
ing rate with the assumption 
that high z-score improves 
learning rate and low z-
score diminishes learning 
rate. 

 +/- 25% This range is comparable to 
learning gains observed in a 
similar domain with tailored 
content matching [15]. 

Measure 
Accuracy  

The general accuracy of 
measures used to estimate 
skill/proficiency.  

See text Direct measures can have high 
accuracy. Indirect measures, such 
as markers, often can exhibit poor 
precision and recall. 

4. Verification Methodology 

To attempt to answer these questions, we developed a simulation of the EMT learning 
environment within the testbed and developed specific tests to gather data. A sum-
mary of the implementation for each testbed component is summarized below. Table 
1 lists specific values for some of the primary parameters used in the study. Testbed 
components: 
1. Adaptive algorithms: This test focuses on a single adaptive algorithm, which 

chooses the lesson content that is closest to the estimated proficiency of the 
learner across all learning objectives. We are interested in the use of other adap-
tive algorithms, including hinting and coaching. However, in this study, we fo-
cus only on lesson selection. 

2. Learning-system architecture: Modeled as displayed in Fig. 2. We did not 
distinguish explicit assessment and marker-based measurement, although ex-
plicit assessment is generally more accurate than marker-based techniques. 

3. Training content: We generated several collections of lessons, which are pri-
marily characterized by the target learner profile for the lessons (but not all les-
sons touch on all learning objectives). The control or baseline lesson condition 



is a “progressive” lesson design, which assumes an initial low student proficien-
cy vector and increases target proficiency values (more or less uniformly) across 
all learning objectives as instruction progresses. This choice is reasonable for 
most CBTs, although a part-task design is a contrasting option for future study. 

4. Simulated students: In this design, students were simulated using a power law 
model. We employed a form of the power law model which computes the im-
pact of a lesson solely from the current lesson and prior learning [17]. This form 
of the power law allows us to estimate the effect of each individual lesson and 
assume a heterogeneous collection of lessons. For the study, each “lesson” was 
estimated to be about 4 minutes of instruction, resulting in 15 distinct lessons 
(and 14 opportunities for intervention) within the learning design. 

The effect of adaption on learning is estimated by assessing how closely a 
chosen lesson matches the learner’s proficiency profile. The Z(PD)-score is 
computed as the average mismatch between the lesson (target profile) and stu-
dent/actual profile for all learning objectives addressed by the lesson. Normali-
zation is applied to the average error to bound to the range [-1...1], where a 1 
represents a perfect match and a -1 represents a (near-perfect) mismatch. How 
precise targeting needs to be is obviously of interest to the adaptive training 
community. We chose a conservative approach, assuming a functional relation-
ship in which the maximum Z-score rapidly decreases for relatively small tar-
geting errors. In other words, unless targeting is very good, its effect on the 
learning rate for that lesson will be small. 

5. Population Model: The primary population variable used in the study is the 
initial proficiency profile of students. An initial proficiency profile for each stu-
dent (100 students were generated per condition) was computed based on an ini-
tial bias (e.g., “very low”, “low”, “any”) and a sampling of the normal distribu-
tion across that bias. This approach does not yet account for students who may 
be more differentially prepared for the training (e.g., very low for some learning 
objectives, but high for others). 

5 Results 

We generated testbed simulations focused on the three questions introduced above. 
This section discusses a collection of tests, undertaken in the testbed, to explore each 
question. 

Fig. 3 summarizes one analysis of potential learning gains for Question 1. It illus-
trates hypothesized learning curves for two different populations. The “medium” ini-
tial proficiency populations (dotted lines) are assumed to have some prior 
knowledge/familiarity of the domain, resulting in an overall higher level of initial 
proficiency for the EMT Scene Size-up unit. For example, such students might al-
ready be able to recognize certain visual cues in a given scene such as broken glass or 
fuel spills and be familiar with relevant categorization terms (trauma victim) relative 
to scene size-up. The other population is assumed to have very low initial proficiency 
(dashed lines), meaning that they have little relative working knowledge of the EMT 
domain.  



The figure compares learning rates for a well-designed curriculum (purplish lines) 
to those obtained using targeted content selection (blue lines). In these examples, we 
assume tailoring to the learner is accurate and that content can be tailored to each 
learner (unlimited content options). These conditions provide a “best case” difference 
between a well designed CBT and an adaptive one. The results of the analysis suggest 
that the benefit from adaptive content selection is likely to be relatively modest in 
comparison to a well-designed, progressive CBT. We expected to see greater separa-
tion for the learners with low initial proficiency, but the relative gains between the 
two populations are similar. In general, these results suggest that a training effective-
ness/pilot study for this domain will be highly sensitive to the initial instructional 
design. Either more tailoring opportunities or more learning time may be needed to 
better separate adaptive and non-adapted learner populations. 

Fig. 4 summarizes exploration of trade offs between adaptive tailoring and the con-

tent available for adaptation. The figure contrasts projected learning outcomes under 
the same test conditions (other than available content) and uses the “very low” initial 
proficiency population as described for Fig. 3. The content options included in the 
figure are unlimited (content is available to match any proficiency profile) and a num-
ber of content choices: 2 choices (binary decision), 3-5 choices (small number of 
choices), and 10 choices (many choices). All choices were generated by sampling 
across the full spectrum of performance vectors. For example, for a 3 choice decision, 
one option would be generated for the “low”, “medium”, and “high” proficiency bias.  

The figure suggests adaptive content selection is not likely to have a significant 
positive impact on learning unless sufficient content is available. Even 3-5 choic-
es/decision were not sufficient to significantly improve learning. For continuing anal-
ysis, we plan to examine whether choices more localized to the typical learning pro-
gression (as reflected in the “progressive instructional design” in Fig. 3), could boost 

 
Fig. 3. Comparing Progressive (purple) & Tailored (blue) hypothesized learning trajectories 

for students with moderate a prior familiarity (dotted lines) and little familiarity (dashed). 



the performance of adaptive content selection without requiring a prohibitive number 
of content options. In general, the worst-case performance for adaptive selection 
should be that of the original instructional design, so these results are somewhat more 
pessimistic than would be the case in actual implementation.  

The final question was to attempt to quantify the accuracy of the underlying 
measures needed to enable adaptive tailoring. As shown in Fig. 2, we would like to 
use both explicit measures (e.g., a score from questions delivered after a lesson) as 
well as behavioral markers that provide (passive) indicators of learner state during 
learner activities in the CBT. Fig. 5 illustrates an initial assessment of the trade off 
inherent in using learner state measures to enable adaptive content selection. It pre-
sents learning curves obtained from a 95-70% range on measurement accuracy in 

 
Fig. 5. The potential effects of content availability on learning outcomes. 

 
Fig. 4. The potential effects of measure accuracy on learning outcomes. 



comparison to the learning curve obtained from perfect (100% accuracy) measures. 
Accuracy is computed as a normally distributed error around actual (ground-truth) 
levels of learner skill. It does not take into account compound errors across trials or 
reductions in measurement error with systematic, iterative measurement. 

In general, as the accuracy of the measure degrades, the system’s ability to narrow 
its tailoring to an individual learner’s ZPD degrades as well. As suggested by the 
figure, even a (relatively good) 80% accuracy results in a loss of much of the ad-
vantage of adaptive content selection. This result, combined with the analysis summa-
rized by Fig. 3, strongly suggests that adaptive content selection alone may not pro-
vide significant value for learning, given the limits of measurement accuracy, even if 
content requirement barriers could be mitigated (e.g., by some automatic content gen-
eration or content variation processes).  

6 Conclusions 

This paper illustrated an analytic approach to the design of adaptive training, enabling 
quantitative evaluation of design questions prior to commitments to implementation 
and pilot testing. In the illustrative example, analysis identified only marginal benefits 
of adaptive content selection in comparison to a well-designed learning environment. 
Further, realizing those small benefits requires unrealistic demands for accuracy in 
learner measurement and content creation. The results are somewhat discouraging 
from of the point of view of advancing adaptive training for this domain problem. 
However, more broadly, examples and tools supporting such analyses offer the poten-
tial to help researchers and practitioners set realistic expectations for learning system 
outcomes and to quantity component requirements within an adaptive training system 
to ensure minimum learning gains can be realized by an implemented system. 
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A. Introduction and Background 
Personalized learning, in which a learning environment adapts to the abilities, needs, and preferences of 
individual learners, has been identified as a "Grand Challenge" for 21st century research and engineering 
(National Academy of Engineering, 2008). The benefits of adaptive learning environments include more 
efficient learning (Woolf, 2008), improved attention and motivation (Craig et al., 2004), the development 
of less rigid and more flexible decision making (i.e., adaptive expertise, Hatano & Inagaki, 1986), and 
improved transfer of learning to settings in which learned knowledge is used and applied (Bransford & 
Schwartz, 1999; Coultas, Grossman, & Salas, 2012; Pan & Yang, 2010). Improved and personalized 
learning has particular application for more pervasive and less costly medical training, which often is 
delivered primarily by human instructors in classes with modest student-to-teacher ratios. Human 
instruction and mentoring is very valuable and desirable, but adaptive personalization methods offer an 
opportunity to deliver good, effective introductory and basic training, thus potentially enabling a single 
human instructor to train many more students by better preparing them for coaching and instruction from 
experts. 

Adaptation to a learner usually requires a model of the learner that is frequently updated as a learner 
progresses through a curriculum (Durlach & Spain, 2012). The targeting of adaptive techniques, such as 
scaffolding (Pea, 2004) and competency matching (Murray & Arroyo, 2002; Vygotsky, 1978), depends 
on the accuracy (and, to some degree, precision) of the learner model. When the model better reflects the 
learner's actual knowledge, skills, and attitudes at any point during the learning, the targeting of the 
adaptive method to the learner generally improves (Murray & Arroyo, 2002). 

Creating a complete and accurate learner model is difficult, however. In addition to estimating learner 
capability from formal and informal assessment within the environment (Anderson et al., 1995; 
Dillenbourg & Self, 1992; Durlach & Spain, 2012; Pardos et al., 2010), researchers have explored many 
behavioral, physiological, and even neurological indicators or "markers" that can provide additional 
context for estimating a learner's cognitive state and improving the dynamic assessment of the learner . 
For example, behavioral sensors (posture, eye trackers), physiological sensors (Galvanic skin response), 
and neurological sensors (EEG) have all been used to assess and track learner arousal/attention in learning 
environments (Cohn, Nicholson, & Schmorrow, 2008). Further, understanding the dynamic patterns of 
learner attention/arousal allows the identification of dynamic adaptation targeted to the identified arousal 
states (Cohn, Kruse, & Stripling, 2005). 

Such markers can be useful for improving a learner model, but most markers today require sensors that 
are not commonly available on the hardware available for typical computer-based learning: a laptop or a 
tablet. The primary goal of this study is to assess the role of behavioral markers that have the potential to 
improve learner modeling while also not requiring specialized hardware/sensors (i.e., using only hardware 
sensors found on typical computing devices). The study focuses specifically on behavioral markers that 
can be derived from 1) mouse movements and mouse selections (“clicks”) and 2) patterns of eye 
movements observable from a web camera (“passive eye tracking”).  

There is significant and growing scientific evidence that the temporal patterns of mouse movements 
during selection tasks can provide reliable insight into the cognitive state of subjects (Hehman, Stolier, & 
Freeman, 2015; Quétard et al., 2016). We anticipate, however, these markers to be noisier (less 
diagnostically precise) than neuro-cognitive markers associated with specialized sensors. Thus, this study 
focuses on evaluating the impact of the behavioral markers on the adaptive learning system to improve 
learning outcomes, given the noise and uncertainty of measure inherent in these unspecialized sources. 



Under this study, multiple hypotheses will be explored:  

• H1: There is a difference between conditions such that learning outcomes from the adaptive 
condition will exceed those from the non-adaptive condition. 

• H2: Mouse movements will be an indicator of learner focus on certain aspects of the learning 
environment. 

• H3: Eye movements will be an indicator of learner focus on certain aspects of the learning 
environment. 

• H4: Mouse and eye movements will be correlated. 

The proposed study is being funded by the United States Army Medical Research Acquisition Activity 
under the title Applied Cognitive Models of Behavior and Errors Patterns (Grant number W81XWH-16-
1-0460). 

B. Study Design 
In order to explore the hypotheses discussed in section A, a research study will be implemented which 
compares the results of learning between an adaptive medical learning unit to a unit presented in a non-
adaptive (fixed) sequence. Specifically, curriculum units will be developed for “Scene Size Up,” a 
required curriculum component used in Emergency Medical Technician (EMT) training (United States 
Department of Transportation & National Highway Traffic Safety Administration, 1996). These units 
(both adaptive and non-adaptive) will be presented to university subject population(s) in order to assess 
the utility of markers to improve adaptive learning in emergency medical environments. As discussed in 
section E, we will use multiple routes of recruitment, which will allow us to complete the study between 
July 1st, 2017 and January 31st, 2018. 

Specifically, the following variables of interest will be implemented and observed: 

• Instructional approach: The overall instructional approach of the learning environment. For this 
study, there are two distinct instructional approaches:  

o Non-adaptive/traditional: An instructional unit that is presented in a fixed sequence to 
all learners. 

o Adaptive based on performance (only): An instructional unit in which specific content 
presentations are constructed/chosen based on learner performance and subsequent 
estimates of learner knowledge and skill. 

o Adaptive based on performance and markers: An instructional unit that is 
dynamically constructed/chosen based on a combination of direct learner observation (as 
above) and behavior markers. 

• Markers: Patterns of observed behavior that are hypothesized to have a role in improving a 
learner model. 

• Knowledge gain: A measure of the post-test performance of subjects, relative to pre-test 
performance. 

This study will be implemented as a between-subjects design, with "instructional approach" being the 
independent variable of interest. Instructional approach will be manipulated at three levels (as discussed 
above): non-adaptive, adaptive based on performance (only) and adaptive based on performance and 
markers. To maintain the integrity of results, assignment will be randomized, with neither participants nor 
the experimenter being aware of assignment ahead of time. 



Primary Experimental Conditions 
Non-Adaptive (Standard Presentation) 
Adaptation (Performance) 
Adaptation (Performance and Markers) 

The primary dependent variable will be "knowledge gain", as measured by difference scores between pre- 
and post-tests given to participants. Additionally, the behavioral markers outlined in section A, derived 
from dynamic tracking of mouse movements and eye movements, will be used to predict learner needs 
and adapt the learning environment. The combination of these variables will enable the study to address 
the hypotheses above, as well as quantify the utility of the chosen adaptive learning models for improving 
learning in medical environments. 

C. Procedure 
The procedure implemented for participants in this study is expected to take between 45 and 75 minutes. 
Specific steps in the procedure are detailed chronologically below. 

1. Upon arrival, participants will read and sign the informed consent document. 
2. Once participants have indicated their consent, they will be randomly assigned one of the three 

experimental conditions. 
3. All participants will be given a standard demographics questionnaire (Appendix A) to assess their 

education level and familiarity (if any) with EMT training or medicine. 
4. All participants will receive a short 5-minute tutorial on how to use APACTS (see Appendix B). 
5. Passive eye tracking and mouse tracking mechanisms will be calibrated during the tutorial. 

Calibration includes the following standard practices:  
1. For eye tracking, adjustment of cameras and gaze calibration will be completed. This will 

require minimal activity from the participant, such as being asked to look around the 
screen (see Appendix B for example). 

2. For mouse tracking, calibration of the mouse will be completed. This will require 
minimal activity from the participant, such as being asked to move the mouse around the 
screen (see Appendix B for example). 

6. All participants will complete a pre-test, developed by the experimenters, which contains 
questions about the process of completing the scene size-up task as an EMT (see Appendix C). 

7. In their assigned condition, participants will learn how to complete a scene size-up, which will 
include the following standard practices for EMT training (see Appendix D for example content):  

1. Learning scene size-up terms and associated tasks. 
2. Viewing images of emergency scenes and reading text-based descriptions of the 

emergency scenes viewed. 
3. Viewing images of emergency scenes with opportunities to practice concepts learned, 

such as answering a question or labeling areas in a displayed image. 
8. During their completion of these conditions, passive eye tracking and mouse tracking will be 

engaged to collect participant data.  
1. In the adaptive conditions, results from passive eye tracking and mouse tracking will be 

used to change what content is presented to the learner, such as varying the difficulty of 
practice tasks, presenting feedback customized to a subject’s response, and/or repeating 
or amplifying previously presented information. 



2. In the non-adaptive condition, the content presentation will not differ; all subjects will 
receive the same information, with identical feedback and level of difficulty as all other 
subjects. 

9. During completion of conditions, participants will also receive questions tracking their sense of 
progress / self-efficacy in the domain.  

10. Participants will complete a post-test, which will be identical to the pre-test (Appendix C). 
11. Participants will be given an opportunity to give verbal feedback about the study before they 

leave. 

D. Inclusions / Exclusion Criteria 
The following inclusion/exclusion criterion will be adhered to and verified for each participant: 

• Must be 18+ years old  

The primary population of subjects will be college students, due to the source of recruitment (detailed in 
section E). College students represent a apt population for studying professional (in this case EMT) 
training, as they are pursuing professional endeavors that require similar training and learning practices. 
At the same time, the principle of distributive justice applies in this context, as college students represent 
a low risk population that can benefit from participation in research (through class credit or payment; see 
section E), and the study research is likewise low risk. 

E. Recruitment of Participants 
Primary Study Site: University of Alabama 

The primary source of participants is the University of Alabama. Participants will be recruited from the 
University of Alabama through 3 different methods: 

• Volunteers from University of Alabama's GBA300 classes, who are able to receive class credit 
for participation. 

• Volunteers from University of Alabama's research participant pools, including Psychology Sona 
and CCIS participant pool, which are used to grant class credits. 

• Paid participants recruited through flyers posted through University of Alabama's campus and on 
social media websites (see Appendix E). 

Recruitment will begin in August 2017, with flyers/announcements being posted in classes and listed in 
the participant pools (per above list). We will not be requesting a set number of participants from each 
source. Instead, participants will be recruited freely through the above methods until the required sample 
size is met (see section I). Recruitment will be performed by the sub-investigator on the project, who has 
CITI certification through completing the "Group 2: Social Behavioral and Education Research 
Investigators and Key Personnel" course. 

Secondary Study Site: Soar Technology, Inc. (Orlando Office) 

Some subjects, especially for initial system testing and pilot assessment, will be recruited from the 
University of Central Florida (UCF) and Research Park areas. These subjects will exclusively be paid 
participants recruited through flyers posted through UCF’s campus, Research Park (adjacent to UCF), as 



well as email and social media websites (see flyer in Appendix E). Recruitment will be coordinated by 
both the Principal Investigator (Wray) and the sub-investigator (Stowers). Both have CITI certification. 
Subjects recruited at UCF will complete the study at the Orlando offices of Soar Technology, which is 
located in Research Park. An office will be dedicated for data collection at Soar Technology. 

F. Consent Process and Timing 
Consent will be obtained upon participant arrival to the research site. Before beginning the study, 
participants will be given a copy of the informed consent to read (the consent form will be developed by 
E&I for this study and thus is not attached to this submission). The experimenter will also explain the 
consent to them verbally. Participants will be given as much time as they need to consider participation 
and will consent verbally, as well as through written signature, before proceeding with the study.  

The consent process will be performed the PI, the sub investigator and research assistants. All 
experimenters will have CITI "Group 2: Social Behavioral and Education Research Investigators and Key 
Personnel" certification. 

 G. Risks, Discomforts, and Benefits to Subjects 
Minimization of Risks 

Due to the nature of content used in the study, participants may find some of the images in the study 
disturbing (accident victims). These risks will be minimized through the use of images that minimize the 
visible presentation of injuries. 

Maximization of Benefits 

Participants will learn how to assess a medical emergency, and may find that learning process intrinsically 
rewarding. Benefits will be maximized through the use of practice rounds, as well as pre-tests and post-
tests, where participants will be able to demonstrate their success in learning the content presented. 

Provisions to protect the privacy of participants: 

Privacy of Participants and Confidentiality of Data 

Participant information will only be identified through assigned identification numbers. Through the use 
of the identification numbers, the data will be fully anonymous. Information connecting identification 
numbers with any personally identifiable information will be held in a separate location from other data 
collected and stored on a password protected computer. Only those involved in the study will have access 
to any information or data linked to the study. 

Data Storage 

Data will be stored for 5 years, according to guidelines by CITI. Data will be stored on a password-
protected computer at all times and only the principal investigator and sub-investigator will have access to 
individual data. 



H. Financial Considerations 
Participants will be compensated $15 for participation via a credit-card gift card. Compensation will be 
provided at the end of the experimental session. Participants are not expected to incur any costs to 
themselves as a result of participation. If any research related injuries are discovered, the principal 
investigator and IRB will be notified immediately, as well as the University of Alabama's counseling and 
medical centers. Participants will have direct access to health care and counseling as needed. 

I. Data Analysis and Statistical Analysis 
As this study involves a single independent variable with just three levels, the primary analysis will be an 
F test comparing the difference scores of pre- and post-tests in each condition. Additionally, correlations 
will be calculated in order to gain an understanding of the relationship between behavioral markers and 
performance outcomes. A power analysis was run (using GPower 3.1) based on the following criteria: 

• F test (one-way ANOVA) 
• Effect size (f): 0.4 
• Error probability (alpha): 0.05 
• Power (1 - beta error probability): 0.85 
• Number of groups: 3 

According to the parameters entered and calculations made using GPower, we will need to analyze data 
from 72 participants to achieve optimal power. In order to account for participant withdrawal, as well as 
any issues encountered with eye tracking or mouse tracking that may cause data to be unusable (e.g., an 
adaptive condition in which mouse tracking did not function), we will collect data from up to 100 
participants. 

Analyses of participant data will be broken up into the following steps, the final step marking the 
endpoint of the study: 

1. Coding and cleaning mouse-tracking and eye-tracking data 
2. Calculating difference scores for pre- and post-tests 
3. Calculating t-test and correlations 
4. Reporting results through technical reports and publications 

Our expectation is that all primary data analysis will be concluded by April 30, 2018. However, as data 
will be kept up to 5 years past the end of collection (see section G), we expect to also analyze 
depersonalized data on an ongoing basis. In particular, we will data captured from eye tracking and mouse 
tracking to inform further development and refinement of the markers tested in this study. For example, 
we are focusing a single mouse-tracking algorithm for use in the study. After the study is completed, we 
can perform post-hoc analysis with participant mouse tracking data to evaluate alternative mouse tracking 
algorithms and possible pattern-based selection of algorithms for future studies. Thus, the data resulting 
from this experiment will support subsequent research and improvement of adaptive learning methods 
and tools.  
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Appendix A 

Demographics Questionnaire 

1. How old are you? 

 __ (Fill in the blank) 

2. Are you male or female? 

 male 

 female 

 other 

3. What is your education level? 

 Graduated high school 

 Completed some college coursework 

 Completed Associate's degree 

 Completed Bachelor's degree 

 Completed Master's degree 

 Completed Doctoral degree 

 Other (please explain)  
o __ (fill in blank) 

4. What is your major of study? 

 __ (Fill in the blank) 

5. Do you have any training or experience as an emergency medical technician or related service? 

 Yes 

 No 

6. Do you have any formal training in first-aid procedures (such as a CPR course or training as a 
lifeguard)? 

 Yes 

 No 

7. If yes to Question 5 or 6, please sketch some details (what training, when, etc.). 

 __ (Fill in the blank) 

  

  

  



Appendix	B	

Environment	Tutorial	&	Calibra7on	

Standard	tutorial	introduc7on	to	the	instruc7onal	content	delivery	system	(APACTS)		



APACTS	supports	embedded	videos	

The	“Coach”	is	used	to	provide	direc7ons,	amplifying	informa7on,	addi7onal	explana7on,	etc.	



Introducing	a	“choice	frame”	(mul7ple	choice	ques7ons)	

Introducing	annota7on	frames	(tag	loca7ons	within	an	image)	



Choice	frames	can	include	images	and	text.	

An	alterna7ve	annota7on	frame	



The	tutorial	will	include	simple	calibra7on	paIerns	for	eye	and	mouse	movements	
(This	image	shows	the	underlying	calibra7on	paIern.)	

The	actual	calibra7on	task	will	be	1)	to	fixate	on	a	series	of	screen	loca7ons	based	on	paIern,	…	



And	2)	to	move	the	mouse	to	a	subsequence	series	of	screen	loca7ons.	



Appendix C. Pre-Test/Post-Test Example Questions 
Subjects will complete a pre-test and post-test as part of the study. The pre-test and post-test will both be 
administered within the computer-based learning environment in which learning content is delivered (see 
Appendix D for specific examples of how questions are delivered within the system). 

The pre-test and post-test will be identical and will not include any adaptive choices (the specific 
questions and their order will be fixed for all subjects/experimental conditions).  

Below, we provide examples of the pre-/post-test questions for the study. 

Basic Conceptual Knowledge 

1. Which of the following best expresses the definition of mechanism of injury (MOI)? 
(a) The types of injuries observed for particular kinds of accidents 
(b) The immediate cause(s) of an injury that results from an accident 
(c) Mechanical failures in a vehicle (e.g., a blow out) that result in accident and injury 
(d) Action(s) that lead to accident and injury (failure to yield) 
(e) Both (c) and (d) 

 
2. Which option best describes when scene size-up should be undertaken? 

(a) As soon as possible after arrival, but after immediate patient triage 
(b) During transit to the accident location, as provided by emergency personnel on scene via radio (or 

similar) 
(c) Immediately on arrival 
(d) After hazards have been assessed and bystanders moved away from hazards 
(e) Both (a) and (d) 

 
3. What patterns of injuries are associated with side-impact collisions? 

(a) Head and neck injuries 
(b) Knee, hip, and leg injuries 
(c) Direct, blunt trauma 
(d) Broken arms and ribs 
(e) Both (a) and (b) 
(f) Both (a) and (c) 
(g) (a), (b) and (c) 

 
4. What pattern(s) of injury are most associated with the “Down and Under” mechanism of injury? 

(a) Head and neck injuries 
(b) Knee, hip, and leg injuries 
(c) Direct, blunt trauma 
(d) Broken arms and ribs 
(e) Both (a) and (b) 
(f) Both (a) and (c) 

 
4. What pattern(s) of injury are most associated with a roll over mechanism of injury? 

(a) Head and neck injuries 
(b) Knee, hip, and leg injuries 
(c) Direct, blunt trauma 



(d) Broken arms and ribs 
(e) Both (a) and (b) 
(f) Both (a) and (c) 
(g) All of the above 

 
In addition to general knowledge questions, the pre- and post-test will include questions that present an 
image of an accident and ask the subject to evaluate the situation (size up the scene) in accordance with 
materials presented in the learning unit. These questions will be similar to the assessment and feedback 
questions that are used within the learning environment (i.e., as summarized in Appendix D).  
 
Examples: 
 
Application to a specific situation (multiple choice) 

 
 
 
Application to a specific situation (labeling/annotation) 
 

 
 
 



Appendix	D	

Example	Content	from	the		
Learning	Environment	

Introductory	instruc<onal	material	



Objec<ves	of	the	unit	of	study.	Clicking	on	the	“coach”	will	bring	up	amplifying	or	summary	
statements.	

More	detailed	lesson	material.	



Opportunity	to	an<cipate	and	consider	more	detailed	explana<on.	



“Check	your	knowledge”	ques<ons.	Responses	to	these	ques<ons	are	used	to	update	the	
learner	model	and	influence	subsequent	content	choices.	

Simulated	user	response…	



User	receives	feedback	based	on	their	response	(both	traffic	and	
debris	are	hazards	in	the	image).	

Examples	of	more	detailed/technical	knowledge	introduced	in	the	study.	



Another	“check	your	knowledge”	ques<on.	



This	is	an	example	of	a	more	challenging	
ques<on	for	a	similar	instruc<onal	context.		



Adapta<on	can	also	include	the	choice	of	images	with	more/less	challenging	perceptual	
content.	The	dog	(poten<al	hazard)	is	easier	to	perceive	in	this	image	than	the	following	one.	



Subjects	can	also	be	asked	to	iden<fy	specific	areas	on	an	image	corresponding	to	an	
instruc<onal	concept	(in	this	case,	iden<fying	hazards).	





Appendix	E	
Recruitment	Flyer	
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Abstract. In designing and developing adaptive learning systems, it is desirable to 
incorporate as much information about the learner as possible to better tailor in 
instructional experience. Behavioral markers exhibited by the learner offer a source 
of information with the potential to shape instructional content. In the case of 
computer-based training environments, this source of information may include 
behaviors ranging from mouse cursor movement, key stroke dynamics, or eye 
tracking. We present methods for analyzing the mouse behavior of a learner using 
kinematic data in situations where knowledge of areas of interest on the screen are 
not known by the system a priori, as well as in multiple-choice scenarios to analyze 
the amount of attention spent by the user on various response items. The outcome of 
this work is to help inform and to influence future studies in adaptive learning which 
may seek to incorporate such sources of learner information. 

Keywords: mouse tracking, adaptive training 

1  Introduction 

Incorporation of behavioral data has become an increasingly active area of study across a 
wide variety of domains. Search engines and online retailers have a great deal of interest 
in understanding how users interact with their web pages [1, 2]; keyboard dynamics and 
typing patterns have been used as an additional mechanism for account security [3]; and 
research results in eye-tracking have found applications in brick-and-mortar retailers in an 
attempt to improve overall customer experience [4]. Inclusion of behavioral data into the 
domain of student learning may have the potential to improve tailoring of pedagogical 
content [5]. 

 
The ultimate goal of this work is to understand and to respond effectively to end-user 
behavior in such a way that training content is more optimally tailored to that student’s 
needs. Increasingly, training scenarios tailor content based on student responses to 
situations and their performance on trials and tasks. A potential improvement to this 
paradigm is to include alternate sources of information to aid in the tailoring process. For 



instance, understanding where a student’s attention is focused may help us to understand 
possible sources of student confusion, and allow us to better tailor instructional content to 
remediate specific learning objectives or increase the training difficulty. Some potential 
vectors for behavioral markers include eye-movement, keystroke dynamics, and mouse 
cursor movement. This paper focuses on mouse-cursor dynamics and their influence on 
student learning.  

  
We provide a brief review of recent work in this field with a particular focus on mouse-
cursor tracking and the attempts that have been made to do trajectory and target 
prediction, as well as post hoc analysis of cursor activity. Much of the work in the 
predictive domain focuses on applying Kalman filtering techniques [6], neural networks 
[7], and kinematic models to raw mouse trajectory data [8]. Post hoc analyses tend to 
emphasize the aggregate statistical properties of user behavior. We then present a novel 
methodology for analyzing and classifying a user’s mouse activity according to a set of 
behavioral heuristics suited for computer-based training. Results display data gathered on 
raw kinematic information for target recognition and sequence tracking which are aimed 
at identifying user velocity and acceleration information. Additionally, we examine user 
responses on a simple multiple-choice quiz to investigate dwell times and elapsed time 
between target identification and initial click. 

 
Building upon this work, future goals are then to apply this framework to a student study 
in which participants are presented with training material on a specific topic and 
remediated based on both their raw response data as well as mouse tracking information. 
Further extensions may include eye tracking via either webcam or specialized devices, as 
well as real-time analysis of keystroke dynamics. 

2  Mouse Tracking as a Behavioral Marker 

Predictive mouse tracking is an active area of research with myriad applications. Gaining 
a deeper understanding of how users interact with devices, and how they interact with 
elements on computer screens is crucial to developing systems with an improved user 
experience. 
 
Biswas and Langdon [7] developed a neural-network based method for determining user 
intent in an attempt to improve the user experience for individuals with severe motor 
impairment. The network separates a single mouse movement into two main phases. First, 
a “homing” phase denotes the period during which the user is deciding upon an intended 
target. After the homing phase is identified, the system then predicts regarding the user’s 
intended target. The network takes as input the velocity and acceleration of the mouse 
cursor, as well as the bearing angle with respect to all target locations on the screen. The 
network is trained such that it can recognize the “homing” phase of a mouse cursor 



trajectory. When the network predicts that the mouse cursor is within the homing phase, 
the system identifies the intended target by examining which screen elements are closest 
to the position of the mouse cursor, and which are also in line with the bearing angle of 
the cursor trajectory. The identified screen element is then enlarged and highlighted in an 
attempt to assist the user in more easily selecting the desired target. This approach is a 
successful effort in the reduction of pointing times, and has found particular use in 
assisting those users with motor-impairments interact with their devices more easily. 
However, this approach requires knowledge of screen elements which the user may 
interact with for the purposes of calculating the bearing angles and other kinematic 
information required to make predictions using their neural network architecture. 
 
Pasqual and Wobbrock [9] explored a template matching approach based on kinematic 
data to estimate the endpoint of a mouse stroke gesture. In this work, a repository of 
historic trajectories was created and used as a basis for comparison on new stroke gestures 
previously unobserved by the system. Using the elements of this repository as templates, 
one then computes the closest matching template motion based on a scoring heuristic to 
match the new data sample to the most similar template. Using the total distance travelled 
by the selected template, the end point of the incoming gesture is estimated to be the same 
pixel distance away from the starting point in the direction of motion of the gesture. This 
work is novel in the sense that it provides a means for endpoint prediction in a “target-
agnostic” sense, in contrast to methods which require knowledge of screen elements and 
their locations relative to the cursor. 
 

3 Kinematic Analysis 

One of the common ways in which analytics is done on cursor activity is via analysis of 
cursor kinematics. To investigate this approach, a sample task was created in which users 
are prompted to click on certain screen elements – occasionally in a specific order. From 
this sample task, we can then track the user’s cursor across the screen as it moves between 
various elements of interest and attempt to understand, at some level, the user’s intended 
target based on raw kinematic information.  

 
To extract useful information from the raw data, we base our method on Fitts’ Law [10]. 
That is, as the user’s cursor approaches its intended target, the velocity of movement will 
begin to decrease. With this model in mind, efforts focus on estimating the local maxima 
of cursor velocity. We can capture this information then by processing the raw input data 
of screen coordinates to understand the time at which the user has ‘locked on’ to a given 
target. The raw input data consists of time stamps and screen coordinates. Given this, it is 
trivial to calculate velocity components, as well as the overall magnitude of velocity. 
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However, due to the granularity of the data, this estimate is very noisy. To address this 
concern, we employed a two-stage smoothing method. The first stage consists of a simple 
moving average of the velocity data. This is done as a first pass at removing some of the 
short-term fluctuations of the velocity data associated with micro-adjustments of the 
cursor position. To further smooth the data, we then apply a low-pass filter on the moving 
average data to improve the signal-to-noise ratio of the velocity data. The filter removes 
high-frequency artifacts such as mouse “jiggle” that can occur during mouse movements. 
 
Figure 1 illustrates the behavior of a user on a sample task in which they are asked to click 
on various screen locations. Note while the user is directed to certain locations, the 
underlying system has no knowledge of the actual spatial layout of screen elements of 
interest. The blue/green curves indicate the position of the cursor over time, and the black 
dashed vertical lines indicate the times at which the user moved on to the next question. 
The periodicity observed in this time series is a result of the fact that the user must click in 
a specific region of the screen to advance to the next task. The corresponding cursor 
velocities are displayed in the lower portion of Figure 1. By identifying the peaks of the 
velocities, we are essentially identifying the moment at which the user’s cursor begins to 
decelerate and hone in on the target location. 
 

As a concrete example, consider a particular task in which the user is asked to interact 
with screen elements in a particular sequence, as illustrated in Figure 2. What is 
noteworthy about this specific task is that the most intuitive cursor path to accomplish this 
would have the user pass through elements of interest, which are meant to be interacted 
with later in the sequence. More elementary methods which only detect intent based on 
bounding boxes surrounding elements of interest would then fail by 1) over-counting the 
number of intended actions of the user and 2) misrepresenting the temporal order of user 
intentions. The raw cursor trajectory of a user on this task is displayed in Figure 2. 
Temporal ordering of cursor location is represented by a color gradient ranging from 
yellow (start of the task) to red (end of the task). 
 

 



 

 

Figure 1: Screen coordinates for each activity in sample task (top). Magnitude of cursor velocity for 
each frame (bottom). Vertical dashed lines denote individual frames of sample task. 

 



 

Figure 2: Raw cursor screen information for a given sample task. 

 

Taking in the raw kinematic data from this particular task, we must first smooth the data 
perform attempting to identify the velocity peaks. This is a necessary step to avoid finding 
many local maxima in the raw data, which would result in many timestamps being 
erroneously identified as a peak. This is done by application of a Savitsky-Golay filter 
[11], a low-pass filtering method to improve the signal to noise ratio. After smoothing the 
data, we then can then detect the peaks of the system using standard numerical software 
packages. The results of such a procedure as applied to the raw cursor movement data 
represented in Figure 2 are displayed in Figure 3. Using estimations of the local gradient 
to find local optima, a total of six peaks were identified. Four of these peaks correspond to 
the locations of interest that are relevant to the task. The additional points are artifacts of 
the user selecting the green arrow on the right-hand side to advance to the next frame. 



 

Figure 3: Filtered velocity curves with identified peaks. 

 
Using the timestamps of these identified peaks, we can then filter the original raw 
trajectory data and visualize the locations and times at which the user’s intent was 
recognized under this system, as illustrated in Figure 4. There are several features of this 
result worth noting. First is the fact that the system is able to identify all the intended 
elements of interest on this trial task without having any knowledge of their location. Such 
an ability may facilitate the design process of research projects and studies by helping to 
alleviate (at least at some level) the encoding of bounding boxes for elements of interest 
on the screen. Further, we can see the system is able to identify the correct temporal 
ordering of intended actions of the user as demonstrated by the color gradient of the 
scatter plot markers. Combining this with additional domain specific information may 
then allow for prediction of user intent. 



 

Figure 4: Identified locations of user attention based on filtered velocity data. 

4  Multiple-Choice Domain 

In addition to examining user behavior on more open-ended tasks like those mentioned in 
the previous section, we also investigated mouse cursor information in domains in which 
the user’s expected range of motion is much more limited: multiple-choice quizzes. In 
contrast with the above, the objective is slightly different. Instead of attempting to make 
potentially predictive statements regarding the user’s intent, we perform post-hoc analysis 
of user behavior across a series of multiple-choice questions. The goal is to identify what 
choice(s) the user considered, and to estimate user confidence when responding to a given 
question. Such information could then be used in concert with a dynamically-tailored 
instructional component to potentially improve the quality of training a user receives by 
remediating the learning process specific to the user’s individual needs. 

 
For the purposes of categorizing user behavior in the multiple-choice domain, analysis 
focused on behavioral markers related to the user’s interaction with screen elements: 
1)total time spent on a given question, 2) amount of time the user’s cursor spent hovering 
over each multiple-choice option, and 3) time elapsed between the cursor hovering over 
an option and clicking. Using this behavioral information in addition to score data 
associated with each multiple-choice response, we have developed a heuristic framework 
that classifies the user’s behavior on a given question as falling into one of several 
categories. A brief description of each of these categories is listed in Table 1. 



Table 1. Behavioral categories and descriptions. 

Category Description 

1 Checkout Type I Learner makes a rapid, high confidence choice before there is sufficient 
time to interpret the content of the questions. 

2 Checkout Type II Learner chooses a "checkout" option from the question options. 

3 Mapping Error Student makes a selection that indicates a misunderstanding of the problem 
(categorization error) 

4 Error of Omission For combo questions, learner chooses a response that leaves out one of the 
correct choices. 

5 Error of Commission The user chooses an incorrect response from a multiple-choice question. 

6 Close Call User weighs several options including the correct one, but ends up making a 
wrong choice. 

7 Lucky Guess The user chooses a correct answer but appears to have little confidence in 
that answer. 

 
After the user has been presented with a given multiple-choice question and responded, 
their actions on that question are analyzed in the following way. For each available choice 
on a given question, let 𝑚! ∈ {𝑚!,  𝑚!,… ,𝑚!} denote the set of responses where K 
denotes the total number of responses. The amount of time spent on this frame denoted as 
T. We can then construct a list of the user’s behavior on a given question by creating a 
series of tuples corresponding to the actions taken by the user with respect to each 
response. This series of tuples takes the form: 
 

!!
!!
𝑐!

,… ,
!!
!!
𝑐!

   

 
Where N is the total number of unique visits to any of the response choices, 𝑎! is the 
response visited on the i-th step, 𝑡!is the amount of time the user’s cursor was hovering 
over a given choice, and 𝑐!is the time elapsed between hovering over the response and 
clicking on it.  Note that when specified in this way, the system is subject to the constraint 
that 𝑡!!

!!!  ≤ 𝑇. 
 
Given this series of observations, we can then construct a measure of consideration for 
each choice based on the amount of time spent hovering over a given response, and how 
many times the user may have selected that response. We calculate the partial attention 
score for each response by taking the total non-trivial amount of time spent on each 
response. That is, for choice 𝑚!, 
 

Partial Attention(𝑚!) = max(𝑡!  - α, 0) δ(𝑚! , 𝑎!)
!

 



Here, 𝛼 is a parameter that controls for what dwell times are considered non-trivial. Here, 
we also introduce a kronecker delta to ensure that we are only taking the sum over the 
relevant tuples within our series of observations. 
 
To estimate the total amount of attention spent by a user on each response choice, we also 
incorporate the information from the click deltas. In a similar manner, we can augment the 
partial attention score by an additional term proportional to the total amount of elapsed 
time between hovering and clicking a given response. This has the effect giving heavier 
weight to responses that were selected by the user. Such a weighting scheme also makes 
intuitive sense because clicking on a particular response provides a much stronger signal 
of user attention that hovering does on its own. The total consideration score (TCS) 
afforded to each response choice is then given by 
 

TCS(𝑚!) = 
1
𝑇

( Partial Attention(𝑚!) + max(𝑐!  - γ, 0)δ(𝑚! , 𝑎!))
!

 

Where the model parameter 𝛾 controls for non-trivial click delta times. The final score is 
then normalized according with respect to the total amount of time spent on that question. 
 
Given the vector of TCSs that have been awarded to each response for the question, the 
vector is then reordered according to the magnitude of each element’s TCS. To determine 
if the user paid a similar amount of attention to multiple responses, we then take the 
percent difference in TCS between neighboring elements of the reordered TCS vector. If 
the magnitude of this percent difference is below some threshold, then we regard the two 
choices as having been considered a near equal amount by the user.  
 
Using this information, we can then discriminate between the potential user behavior 
categories as defined in Table 1. In the simplest case of Checkout Type I, the amount of 
time the user spent on a given question is compared with the median amount of time spent 
as measured by some sample users. If the user spends much less time on a given question 
compared to this median value, then the system indicates that the user has not spent a 
sufficient amount of time on the question to consider or interpret the material presented to 
them. For more nuanced categories like the Close Call, we consider if the percent 
differences as calculated by the associated TCS vector indicate if the correct response was 
considered even if the response the user ultimately selected was incorrect. This is in 
contrast to behaviors typified by Mapping Errors in which the user may not have 
considered the correct response, and instead weighed several incorrect options. In the case 
of Close Calls, the system has some confidence in the user’s understanding of the material 
given that the correct choice has a comparable TCS relative to the selected one. In the 
case of Mapping Errors, the user has not sufficiently demonstrated this understanding and 
may require additional instruction. One can see then, by capturing these behavioral 
markers that are often overlook, one may be able to more finely tune instructional 



remediation to better fit the specific needs of 
the learner, whether it be a quick reminder 
about instructional content, or a more 
substantial review of the material under 
study.  
 

To estimate the free parameters of our 
model, we examined the behavior of several 
participants on a simple multiple-choice 
quiz. Using behavioral information gathered 
on a mock quiz, we can then create an initial 
anchoring for the values of the model 
parameters. The results of this small-scale 
study are displayed in Figure 5. 

5 Conclusion 

In this paper we outlined procedures for 
analyzing mouse cursor behavior from the 
perspective of both raw kinematic data, as 
well as from more stylized data formats 
more apropos to what one might expect to 
see on a multiple-choice test. The kinematic 
analysis described here provides a simple 
yet effective method of uncovering the 
user’s attention through a process of filtering 
velocity information and peak detection. 
Such a method may assist researchers in 
understanding a user’s intent even in cases 
where the computer-based training system 
does not have access to information 
regarding the location of individual screen 
elements. The framework laid out for behavioral recognition of user actions in multiple-
choice scenarios is also noteworthy in that it provides an inclusive framework for 
interpreting and discriminating between several categories of user actions with minimal 
need for historic data. 
 
Our future plans include incorporating this framework into a study regarding the impact 
that behavioral markers may have when they are including as part of the instructional 

 

 

 

Figure 5: Distributions of model parameters 
gathered from trial study. 



tailoring process. Further work includes large-scale analysis of user behavior to classify 
user behavior from a data-driven approach. While the heuristic method described in this 
article presents a first attempt at the problem of understanding behavioral cues of users, 
we would like the ability to employ machine learning classification techniques to better 
understand how users are responding. Larger scale studies will provide data to support 
development of more data driven solutions (such as classifiers derived from machine 
learning). These new solutions can then be used in subsequent studies to refine mouse-
based behavioral markers for adaptive learning systems. 
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Abstract. Tools for adaptive learning are on the rise, resulting in the creation 
and implementation of increasingly intelligent tutoring systems. These systems 
can be applied in a variety of contexts, including civilian, military, and emer-
gency operations. Such systems may also include the capability to adapt to 
learner needs based on performance or behavioral input. However, the use of 
such adaptation may vary in its success depending on the domain it is applied 
to. This paper examines the potential utility of adaptive tutoring for educating 
Emergency Medical Service (EMS) workers. We examine two complementary 
approaches that can be used to drive adaptation: performance-based and behav-
ior-based adaptive learning models in intelligent tutoring. We then discuss im-
plications of implementing such learning models for intelligent tutoring in 
EMS. Next, we outline ongoing research as a use case for the validation of dif-
ferent adaptive learning models. Finally, we discuss expected impacts of this 
line of research, including the expansion of adaptive tutoring to other domains 
related to EMS. 
 
Keywords: Intelligent tutoring · Training Design · Adaptive Training  

1 Introduction 

The world of work is changing. A 2016 Pew Research Center [1] survey found that 
54% of workers believe it will be essential for them to develop new job skills 
throughout their work life to keep up with changes in the workplace. Such beliefs are 
well-founded, as many are forecasting that the rapid proliferation and advancement of 
technology will cause many changes in the employment landscape across a broad 
range of occupations and industries, (e.g., [2]).  Certain fields, such as emergency 
medicine, are increasingly faced with a number of changes related to advanced tech-
nology and equipment, modified regulations, and updated safety procedures. Because 
the field is always changing, emergency personnel must constantly be re-educated to 
not only learn the changes but also implement them into their routines. 

Although having students receive individualized instructor assistance during any 
learning process is ideal, the reality is that these resources rarely exist. One solution, 
however, is the development and utilization of intelligent tutors (i.e., computer-based 
artificial agents [3]). Intelligent tutors may not only approach the effectiveness of 



human teachers, but also be able to customize and personalize instruction to achieve 
efficient and effective learning outcomes for all students. The purpose of this paper is 
to examine the utility of intelligent tutoring for Emergency Medical Services (EMS). 
We begin by reviewing the state of the science of adaptive learning—including per-
formance-based and behavioral-based adaptive learning models—as well as their 
propensity for use in intelligent tutoring for EMS. We then present ongoing research 
as a case for the validation of related adaptive learning models. Finally, we discuss the 
impacts that can be expected as a result of designing and implementing adaptive tu-
tors for EMS and across a variety of occupations. 

2 Adaptive Learning for Emergency Medical Services 

Adaptive learning, in which a learning environment adapts to the abilities, needs, and 
preferences of individual learners, has been identified as a "Grand Challenge" for 21st 
century research and engineering [4]. The benefits of adaptive learning environments 
include more efficient learning [3], improved attention and motivation [5], the devel-
opment of less rigid and more flexible decision making (i.e., adaptive expertise, [6]), 
and improved transfer of learning to settings in which learned knowledge is used and 
applied [7-9]. Adaptive learning has application for more pervasive and less costly 
training, as opposed to training that has traditionally been delivered by human instruc-
tors in classes with modest student-to-teacher ratios. Human instruction is very valua-
ble and—in some cases—can be adapted to individual learners in a meaningful way. 
However, technological adaptive methods offer an opportunity to deliver effective 
training tailored to a greater degree and available to a greater number of students. 
This, in turn, can enable a single human instructor to train many more students with a 
greater degree of individualization. 

In the context of EMS training, adaptive learning may lead to greater training and 
performance outcomes, especially if the tutor in question utilizes scenario-based 
learning methods (e.g., [10]) wherein the content to be learned is presented in the 
context of the real-world environment [11,12]. Indeed, research has shown that EMS 
workers’ performance in a simulated field environment matches their success in com-
pleting standardized EMS tests [13]. Additionally, results from a prior study assessing 
the utility of a serious game for training EMS nurses suggested that adaptation of 
training to varying levels of expertise might be an improvement over a static (i.e., 
non-adaptive) virtual training environment [14]. What remains unknown, however, is 
how best to apply adaptive methods to an EMS training environment. 

2.1 Approaches to Adaptive Learning  

Adaptation to a learner usually requires a model of the learner that is frequently up-
dated as a learner progresses through a curriculum [15]. The targeting of adaptive 
techniques, such as scaffolding [16] and competency matching [17,18] depends on the 
accuracy (and, to some degree, precision) of the learner model. When the model better 
reflects the learner's actual knowledge, skills, and attitudes at any point during the 
learning, the targeting of the adaptive method to the learner generally improves [18]. 



Creating a complete and accurate learner model is difficult, however, and several 
approaches exist. Traditionally, adaptive learner models were created from formal and 
informal assessments within the learning environment [15, 19-21]. Over time, adap-
tive learning methods have evolved to include other triggers for adaptation, including 
“markers” of human behavior and biology related to cognitive states in the learner. 
Next, we discuss these two approaches for creating adaptive learning systems. Specif-
ically, we look at the utility of performance markers and behavioral markers for 
adapting EMS training to individual learner needs.  

Performance Markers. Performance-based adaptation focuses on altering learning 
content according to the learner’s performance over time. This may include giving 
immediate feedback to the learner (e.g., [19]), redirecting the learner to content that 
should be reviewed to improve or maximize performance (e.g., [22]), or choosing 
what content is most appropriate to present next as learning progresses [23]. Addi-
tionally, the learner may be able to repeat or review content as desired. Regardless of 
the particular approach, to maintain ongoing adaptiveness, the tutor should track 
learner performance over time. Thus, several performance markers have been identi-
fied to aid in this process. 

Performance markers can be thought of broadly as markers that represent the 
knowledge, skills, abilities, and other relevant characteristics (KSAOs) of the learner 
[24]. By linking KSAOs to learning or training objectives, it becomes possible to 
identify domain-specific performance markers. For example, what KSAOs should the 
learner demonstrate throughout training to indicate s/he is meeting a particular learn-
ing objective?  

Linking performance markers to learning objectives provides ample opportunity to 
create an adaptive tutor that tracks performance effectively in EMS training. In the 
domain of EMS, learning objectives vary according to the specific position of interest. 
For example, the National Standard Curriculum for Emergency Medical Technician 
(EMT) training divides learning objectives into three categories--cognitive, affective, 
and psychomotor--and three levels--knowledge, application, and problem-solving 
[25]. Identifying performance markers that represent some or all of these categories 
and levels may prove useful to the adaptation of the training. However, for computer-
based training of real-world skills (such as patient triage), it is often difficult to devel-
op accurate performance-based markers that represent true operational knowledge. 
Additionally, the method of assessment can be confounding as well. As a simple ex-
ample, when a learner is asked to answer a multiple-choice question, a correct answer 
could be indicative of actual knowledge and ability, or it could be due to other factors 
(lucky guess, lack of time pressure, access to other resources, etc.) Rather than use 
performance-based markers alone, these limitations suggest the need for complemen-
tary functions that can mitigate some of these limitations. 

Behavioral Markers. In addition to estimating learner capability from formal and 
informal assessment within the environment, researchers have explored many behav-
ioral, physiological, and even neurological indicators or "markers" that can provide 
additional context for improving the dynamic assessment of the learner. The purpose 



of such markers is to identify learners’ cognitive states and select learning strategies 
based on that information [26]. 

Learner states of interest may include arousal, attention, and other cognitive states 
or processes that impact learning behaviors [27-28]. In particular, understanding the 
dynamic patterns of learner arousal allows the identification of dynamic adaptation 
targeted to the identified arousal states [29]. To that end, markers that have been used 
to track learner arousal/attention in learning environments include behavioral sensors 
(e.g., posture, expressions, mouse movements), physiological sensors (e.g., galvanic 
skin response [GSR]), and neurological sensors (e.g., electroencephalography [EEG]; 
and see [30]). 

Tracking learner states may be particularly useful for guiding learner participation 
in EMS training. Indeed, since a training program is only as successful as its ability to 
engage learners [31], implementing a system that can track cognitive states and re-
spond to those states in a way that increases engagement and learning is well-advised. 
Prior research examining attitudes of EMS students toward computer-based training 
showed that preferences for such training were moderate at best, suggesting that lack 
of engagement might dampen the students’ attitudes [32]. Additionally, because some 
aspects of successful EMS performance includes the ability to handle pressure and 
stress, a learning environment that could appropriately raise learner arousal (while not 
overwhelming the learner) would be beneficial for deeper learning. As such, adapta-
tion that uses behavioral markers to facilitate engagement and personalization beyond 
a traditional learning environment may be warranted. 

2.2 Selecting Markers for EMS Training 

In the domain of EMS training, a combination of both performance and behavioral 
markers may be most promising for creating an adaptive learning system that is both 
accurate and practical. As stated above, the selection of performance markers should 
be linked to the objectives in question. A straightforward performance marker may 
simply be the “correctness” of the learner’s response. However, the marker should be 
further contextualized according to the materials being learned. For example, contex-
tualizing a marker to fit the National Standard Curriculum for EMT [25] would in-
volve marking the response according to the category (i.e., cognitive, affective, psy-
chomotor) and level (i.e., knowledge, application, problem-solving) of questions an-
swered. This would then allow the learning model to take into account whether the 
learner is doing better in certain categories than others. Similar approaches can be 
taken for other EMS curricula.  

EMS training can be further personalized through the implementation of meaning-
ful behavioral markers. However, most behavioral markers today require sensors that 
are not commonly available on the hardware available for typical computer-based 
learning: a laptop or a tablet. This can make the implementation of behavioral markers 
quite costly. In addition to the expense of developing tutors that implement various 
behavioral markers, supplying the hardware necessary--especially in learning envi-
ronments that may not otherwise have them--may be infeasible or unrealistic.  

Thus, it is important to consider ways in which behavioral markers can be imple-
mented at a low cost and with low intrusion to available learning environments. One 
such marker that can be readily implemented in a computer-based environment for a 



fairly low cost with little disruption is mouse-tracking. The utility of mouse-tracking 
lies in its ability to infer learner focus during a decision-making process. For example, 
in the case of a learner viewing a multiple-choice question, mouse-tracking can pro-
vide real-time evolution of the decision making process the learner is engaging in, 
including which responses s/he is considering most heavily [33]. For EMS, there may 
be further use in tracking mouse movement as learners view specific images in which 
they are asked to identify emergency-related factors. 

To that end, combining mouse-tracking with contextualized performance tracking 
can provide insight to the learner’s evolution of knowledge and skills during a learn-
ing session, as well as the process underlying that evolution. Furthermore, combining 
these approaches can both contextualize their use as well as provide further validation 
for their utility in adaptive learning. 

3 Ongoing and Future Work 

To explore recommendations discussed throughout this paper, we have developed 
an adaptive learning system for EMS which has the capability to exploit both perfor-
mance markers and behavioral markers. The basic learning environment has been 
used to present computer-based learning and scenario-based practice in a web-
delivered system [34, 35]. We have extended the environment to perform adaptation 
based on markers derived from mouse-tracking [36] to complement the adaptive per-
formance based markers built into the tool [34]. 

A previously developed analysis provided insight to the role and impact of markers 
for a well-designed curriculum for EMS [37]. Curriculum units have since been de-
veloped for “Scene Size-Up,” a required curriculum component used in Emergency 
Medical Technician (EMT) training [25]. Scene size-up regards the initial assessment 
of the scene by the EMT on arrival and spans all of the learning goals outlined for the 
curriculum above. Using these units, a study has been designed to identify the impacts 
of performance-based adaptation on learning and whether (and to what extent) there is 
benefit for using behavioral markers in addition to performance markers in this adap-
tive EMT training.  

The study, currently underway, compares the results of learning in a scene size-up 
presented in three different ways: two adaptive units, and a unit presented in a non-
adaptive or fixed sequence. The three variations in the adaptive tutor being tested can 
be described as such: 

• Condition 1: Non-adaptive. The instructional unit is presented in a fixed se-
quence. Learners receive generalized feedback to every response (both cor-
rect and incorrect responses). 

• Condition 2: Adaptive based on performance (only). The instructional unit is 
presented in a fixed sequence that includes immediate, adaptive feedback in 
response to learner questions. Learners receive feedback specific to their re-
sponse (correct, incorrect) and targeted to the specific choices the learner 
made. Highly specific feedback and remediation is provided for “close” re-
sponses; more general, conceptual feedback is given for responses that are 
(conceptually) far away from the target response. Such feedback design is 
consistent with guidance for the design of feedback delivery in learning sys-



tems [38]. Learner knowledge and skill is estimated and updated as learning 
progresses. 

• Condition 3: Adaptive based on performance and markers. The instructional 
unit is presented in a variable sequence. The sequence and feedback are dy-
namically constructed/chosen based on a combination of direct learner ob-
servation (as above) and behavioral markers—specifically indicators cap-
tured via mouse-tracking. Only two types of sequence variation are intro-
duced in this study: repeating a prior question and skipping a question. 

The primary performance marker tracked in this study is response selection (i.e., 
correctness of selected response) which is mapped to the learner model. As stated 
above, mouse-tracking is the behavioral input. We have developed the following 
markers for this study based on the mouse tracking input [36]: 

• Confidence: An assessment of the learner’s confidence in a selection or 
choice. The marker is derived from a combination of movement patterns and 
dwell times on screen items.  

• Secondary choice: An evaluation of learner choices that attempts to identify 
if the learner considered another choice (or subset of all choices) more heavi-
ly than the other choices.  

• Likely target: For item selection tasks, this marker predicts a learner’s likely 
mouse target in advance of reaching that target, reducing the chance that 
mouse overs that occur during movement to a target are treated as targets. 

These markers are used to make adaptive selections of content, feedback, and re-
mediation in condition 3. For example, a learner that selects the correct choice with 
low estimated confidence may be given some feedback and remediation following 
that choice while a high confidence learner is allowed to proceed immediately to the 
next item. Similarly, a learner that selects a “far target” choice with high confidence is 
immediately asked to try again without any feedback under the assumption that this 
choice may be due to lack of engagement than lack of knowledge. 

The primary outcome that will be assessed in this study is knowledge gain, quanti-
fied as difference scores between pre- and post-tests given to participants. The study 
will be conducted with university participant population(s), which will allow for a 
sufficient sample to assess the utility of each tutoring approach. This will provide a 
strong foundation for future studies to pursue further validation with incoming EMT 
and other EMS worker populations to indicate their success with its use.  

4 Expected Impacts 

Although the primary focus of the present chapter is examining the utility of adaptive 
tutoring for educating EMS workers, furthering research in this area can be expected 
to have broader impacts than those discussed thus far. Specifically, these impacts 
include: 1) improving the state of the science on adaptive tutoring; 2) providing opti-
mal and affordable EMS training; and 3) extending the use of adaptive training from 
EMS to other occupations. 



4.1 Improving the State of the Science on Adaptive Tutoring 

As discussed prior, adaptive learning has been identified as a "Grand Challenge" 
for 21st century research and engineering [4]. Improved adaptive learning has applica-
tions for more pervasive and less costly training in a wide variety of domains, from 
classroom education to on-the-job training. For example, research has been conducted 
in the context of training soldiers in the U.S. Army using an adaptive tutor to make 
one-to-one tutoring possible (e.g., [26]). However, challenges still remain regarding 
the cost of authoring effective adaptive tutors, as well as discovering adaptive tutoring 
technologies that can more accurately perceive a learner’s state and progress [26]. To 
that end, testing the utility of various behavioral markers in combination with perfor-
mance markers can aid in designing more precise learner models for adaptive tutoring 
systems. 

4.2 Providing Optimal and Affordable EMS Training  

One of the challenges EMS practitioners are currently facing is a number of chang-
es on the horizon in emergency medicine, such as modified regulations and proce-
dures. The constantly changing nature of EMS protocols requires all staff in various 
levels to be continuously re-educated. One of the most effective solutions to this need 
is to design adaptive tutors that move beyond simply identifying individual errors and 
advance toward understanding the process and needs involved in knowledge acquisi-
tion. Adaptive tutors can provide fine-tuned, individualized training, making it easier 
to educate people with varying levels of expertise. In addition, from a practical stand-
point, utilizing low-cost, low-intrusion behavioral markers will allow EMS personnel 
to receive a unique, adaptive training that is less costly and more convenient than 
neuro-cognitive markers. 

4.3 Extending the Use of Adaptive Tutoring to Other Occupations 

Although EMS personnel receive training that is specific to their role, there are a 
number of occupations in which professionals (e.g., police officers, fitness trainers, 
and lifeguards) are required to learn similar skills—such as those related to CPR and 
First Aid. Designing adaptive tutors for EMS can thus aid in designing specialized 
learner models for occupations across a variety of industries. Although additional 
research is needed to validate the use of markers and learning models that are relevant 
to on-the-job training in other domains, the implementation of adaptive tutoring with-
in training contexts is likely to increase dramatically in the near future. Due to immi-
nent changes within the workforce, employees within a variety of industries will need 
to acquire additional knowledge, skills, and abilities. Thus, designing specific adap-
tive tutoring platforms that respond to the training needs within each industry could 
provide a solution to this widespread need. 



5 Conclusion 

The workplace continues to evolve rapidly as a result of technological, societal, and 
political changes, making our discussion on the development of intelligent tutors 
timely and essential. Although current and future employees acknowledge the need to 
constantly learn and apply new skills to perform well in their role, a lack of time and 
resources makes this process difficult, if not impossible. With the increasing use of 
mainstream adaptive learning tools, however, intelligent tutoring may provide a solu-
tion. In this paper, we evaluated the science of performance-based and behavioral-
based markers used for adaptive learning, discussed the utility of creating an adaptive 
intelligent tutor that incorporates meaningful behavioral and performance markers of 
learning to train EMS personnel, and provided an example of ongoing research within 
the specific domain of EMT. Our examination of strategies involved in creating adap-
tive tutors provides an example of these tutors can be used within a specialized and 
high-risk occupation. However, as the evolving world of work begins to generate 
related changes within training environments across a variety of industries, the use of 
adaptive tutors may be not only helpful, but necessary. 
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APPENDIX E: Aggregate Results from Assessment of the Role of 
Behavioral Markers in Adaptive Learning 

 
The following summarizes the statistical analysis of pre- and post-test scores obtained from the 
study. The analysis was conducted using SPSS version 24. 
 
The following analyses were conducted: 

 A paired-sample t-test to assess the general difference in scores between pre and post-
data 

 A one-way ANOVA with post-hoc (Tukey) test to assess differences between conditions 

Assumptions 
Assumptions required for each test, as well as the outcomes, are detailed below. 
 
T-test Assumptions 
Dependent variable is continuous 

 Yes, all measurement was based on test scores, which are recorded on a continuous scale 

Independence of observations 
 Independence can be reasonably assumed, as the data collection process was random 

Normal distribution of DV 
 Since the sample size was larger than 50, the Kolmogorov-Smirnov test was used to 

assess normality. Output shows a p value of less than .05 for data in condition 2 post-test, 
suggesting abnormality in the distribution of data (see below). 

 Examination of pre-test scores 
o Further inspection of the data shows relative normality for pre-test scores. 

 Examination of post-test scores 
o Further inspection of the data shows issues with normality for the post-test scores, 

specifically in condition 2 (Histogram & Q-Q plot copied below for convenience) 

 
Tests of Normality 

 
Condition 

Kolmogorov-Smirnova Shapiro-Wilk 
 Statistic df Sig. Statistic df Sig. 

Raw PreTest 1 .111 22 .200* .958 22 .451 

2 .133 22 .200* .961 22 .511 

3 .135 18 .200* .931 18 .202 

Raw PostTest 1 .197 22 .026 .948 22 .286 

2 .309 22 .000 .658 22 .000 

3 .137 18 .200* .950 18 .431 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 
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Lack of significant outliers 

 Examination of a box-and-whisker plot suggests there may be one outlier (case #25). This 
case had an unusually low pre-test score of 9 (next lowest score was 10.8). At this point, 
judgment to remove the data point was withheld, pending further inspection of the data. 

 Examination of box-and-whisker plot suggests two outliers, a minor one (case #11) and a 
major one (case #25). Case #11 had an unusually low score of 13, with the next lowest 
score above that being 15. We chose not to eliminate this data point, as no additional 
evidence exists for it being problematic (no evidence of participant lack of participation 
or other pollution of data). In contrast, case #25 had a post-test score of 0, which is 
reasonably assumed to be indicative of participant non-participation or experiment 
session failure. We decided to remove this data point. 

ANOVA Assumptions 
The following assumptions are covered above: 

 Continuous measurement (interval or ratio) 
 Independence of observations 
 Lack of significant outliers 
 Normal distribution 

IV must be 2 or more independent groups 
 3 conditions were implemented in this study (between-subjects), resulting in 3 groups 

Homogeneity of variance 
 Completion of Levene’s test for homogeneity of variance showed no significance, thus 

homogeneity is assumed (see table below) 

Test of Homogeneity of Variances 
 Levene Statistic df1 df2 Sig. 

Raw PreTest 1.250 2 58 .294 

Raw PostTest .350 2 58 .706 
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Results 
All output from SPSS analyses are documented in a logfile (“OuputAug2018”) that was 
generated during data analysis and can be retrieved for further reference. As above, prior to 
analysis, we removed case #25 (post-test score was 0).  
 
T-test Results 
A paired-sample t-test was completed to assess the difference in scores between pre and post-
data. Based on the analyses, there is evidence (t = 13.866, p < .001) that the tutoring intervention 
as a whole improves learning outcomes. This finding does not take into account differences 
between tutoring strategies implemented. However, it does suggest that the tutoring program as a 
whole was effective for helping novice learners grow in their knowledge of EMT practices, 
specifically scene size-up. Results from an ANOVA (next section) can indicate whether a 
particular method of tutoring was more effective. 
 
SPSS-generated results are included below for reference. 
 
Paired Samples Statistics 
 Mean N Std. Deviation Std. Error Mean 

Pair 1 Raw PostTest 19.668 61 2.332 .298 

Raw PreTest 15.371 61 2.452 .314 

 
Paired Samples Correlations 
 N Correlation Sig. 

Pair 1 Raw PostTest & Raw PreTest 61 .489 .000 

 
Paired Samples Test 

 

Paired Differences 

t df 

Sig. (2-

tailed) Mean 

Std. 

Deviation 

Std. 

Error 

Mean 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Pair 

1 

Raw PostTest - 

Raw PreTest 

4.296 2.420 .309 3.676 4.916 13.866 60 .000 

 
ANOVA Results 
A one-way ANOVA with post-hoc (Tukey) test was completed to assess differences between 
conditions. This analysis was completed on both pre- and post-test scores, though the intention 
was to examine differences between post-test scores between conditions. The analysis included a 
calculation of partial η2, an acceptable effect sized measurement for univariate / one-way 
analyses of variance. 
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There was a significant difference detected between groups for post-test scores (F(2, 60) = 3.63, 
p < .05, partial η2 = .11). A Tukey post-hoc test revealed a significant difference (p < .05) 
between scores in condition 1 (M = 15.34, SD = 2.52, 95% CI [14.22, 16.45]) and condition 3 
(M = 15.70, SD = 2.82, 95% CI[14.29, 17.10]). In particular, the mean difference between scores 
in these conditions was 1.86 (95% CI [.15, 3.57]), with participants scoring on average higher in 
condition 3. This suggests that, for our study, adapting tutoring strategy based on both 
performance and behavioral markers (mouse movements) was more effective than not adapting 
tutoring at all. However, it is unclear if adapting tutoring based on performance alone was 
helpful (this condition was not significantly different from other conditions). Aside from the 
indication of significance in difference between non-adaptive and fully adaptive (based on 
performance + markers), the effect size was also medium in nature, giving some additional 
support for this finding. 
 
SPSS-generated results are copied below for convenience. 
 

Descriptives 

 N Mean 

Std. 

Deviation Std. Error 

95% Confidence 

Interval for Mean 

Minimum Maximum 

Lower 

Bound 

Upper 

Bound 

Raw 

PreTest 

1 22 15.337 2.516 .536 14.221 16.452 10.833 20.666 

2 21 15.126 2.117 .462 14.162 16.091 10.833 20.000 

3 18 15.699 2.818 .664 14.297 17.100 12.250 22.000 

Total 61 15.371 2.452 .314 14.743 15.999 10.833 22.000 

Raw 

PostTest 

1 22 18.700 1.960 .418 17.831 19.570 15.00 23.000 

2 21 19.912 2.443 .533 18.800 21.024 13.00 24.000 

3 18 20.564 2.300 .542 19.420 21.708 15.25 24.000 

Total 61 19.668 2.332 .298 19.070 20.265 13.000 24.000 
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ANOVA 

 
Sum of 

Squares df Mean Square F Sig. 

Raw PreTest Between Groups 3.213 2 1.607 .260 .772 

Within Groups 357.753 58 6.168   
Total 360.966 60    

Raw PostTest Between Groups 36.317 2 18.158 3.631 .033 

Within Groups 290.037 58 5.001   
Total 326.354 60    

 

 
Multiple Comparisons 

Tukey HSD   

Dependent 

Variable 

(I) 

Condition 

(J) 

Condition 

Mean 

Difference 

(I-J) Std. Error Sig. 

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

Raw PreTest 1 2 .210 .757 .959 -1.612 2.032 

3 -.361 .789 .891 -2.260 1.536 

2 1 -.210 .757 .959 -2.032 1.612 

3 -.572 .797 .754 -2.490 1.346 

3 1 .3619 .789 .891 -1.536 2.260 

2 .572 .797 .754 -1.346 2.490 

Raw PostTest 1 2 -1.211 .682 .186 -2.852 .429 

3 -1.864* .710 .030 -3.573 -.154 

2 1 1.211 .682 .186 -.429 2.85 

3 -.652 .718 .638 -2.379 1.075 

3 1 1.864* .710 .030 .154 3.573 

2 .652 .718 .638 -1.075 2.379 

*. The mean difference is significant at the 0.05 level. 
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