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1. INTRODUCTION

2. KEYWORDS

The focus of our research is the role of compromised blood brain barrier (BBB) on the evolution of blast neuropathology 

after a single blast. We expanded our studies to incorporate inquiry into the mechanisms triggered by leaky BBB. First, 

we investigated the faith of the dislodged tight junction proteins (TJPs): occludin and claudin-5, and we established there 

exist complementary temporal trends. The expression of these proteins decreases in the brain tissue homogenates, which 

is accompanied by elevation of their levels in the blood serum. Additionally, we observed the leakage of S100β protein 

into the blood stream and concluded that the opening of the BBB has a temporary character. The concentration of this 

biomarker returned to baseline after 24 hours after reaching the maximum at 4 hours post blast exposure.  Furthermore, 

we examined the mechanisms responsible for BBB permeability following moderate blast exposure (180 kPa). Several 

studies implicate oxidative stress resulting from the activation of the family of NADPH oxidases (NOX), responsible for 

superoxide production, as a mechanism for BBB disruption in various TBI models [1-3] and non-TBI neurological 

conditions [4-6]. We, therefore, examined the effect of apocynin that inhibits the assembly of different NOX subunits 

and renders NOX inactive, on BBB permeability following moderate blast exposure. First, we investigated the protein 

expression of NOX1 in vascular endothelial cells and found that NOX expression significantly increased 4h post injury. 

We next examined the effect of NOX inhibitor apocynin on superoxide production, tight junction protein (TJP) 

expression, EB extravasation and translocation of astrocytic protein GFAP from the brain to blood as well as 

albumin/CSF ratio as measures of BBB disruption. We found that apocynin significantly attenuated alterations in the 

above factors. We investigated the neuroinflammatory consequences of the blast exposure and identified the temporal 

pattern of the microglia activation. We hypothesized that microglia respond to the exogeneous material transported to 

the brain parenchyma via compromised BBB, and the activation is reversible once all exogeneous debris is cleared. Thus, 

we examined the temporal profiles of pro-inflammatory cytokines TNF-α and IL-1β in brain homogenates from 

hippocampus and thalamus in rats exposed to moderate blast injury (180 kPa). We found that both TNF-α and IL-1β 

displayed temporal changes in the expression.

We performed optimization and refinement of our numerical models and processing routines. Among three different 

models of the shock tube and its surroundings, it appears that a model of the shock tube with properly adjusted material 

constrains results in quality simulations. This is an important stem to optimize the computational efficiency in these 

studies. An unbiased mesh was used as the added fidelity did not result in an unacceptable increase in simulation time. 

A refinement of the brain model of the rat was performed, and additional mesh refinement was conducted to verify that 

simulation results were not artifacts of the mesh. Substantial revisions were made to the rat head and shock tube finite 

element models. A comprehensive convergence study and extensive model refinement resulted in a model which 

reproduced spatial and temporal maps of the pressure, stress, and strain within the rat brain at three blast overpressures 

(100, 130, and 190 kPa).

The control over shock wave profile characteristics is one of the many recent advances from our laboratory. This level 

of control over shock wave characteristics, to our knowledge, is yet to be demonstrated in the existing literature in the 

blast TBI research field. We have also established a set of dose-response curves correlating the mortality rates with peak 

overpressure and impulse of the incident shock wave, where extended impulse values were used. Resulting mortality 

rates indicate a shift towards lower peak overpressure at higher impulse values. We performed biomechanical loading 

evaluation on rats implanted with three sensors: two in the brain and a single sensor in the carotid artery. The 

measurements were performed at three nominal BOPs: 130, 180 and 230 kPa with variable impulse values and 

experimental results indicate intracranial pressures follow the incident shock wave pressure. The heads of rats were 

imaged using a micro-CT scanner to establish the precise location of the cannulas where pressure sensors were implanted. 

This information is then used in the development of the validated refined numerical model of the rat’s head under shock 

wave loading conditions.

Blast Induced Neurotrauma, Blast TBI, Primary blast brain injury, Blast overpressure, Impulse, 

Intracranial Pressure, Pressure measurement, Blood-brain barrier, Neuroinflammation, Oxidative 

stress, Finite element numerical models.
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3. ACCOMPLISHMENTS

Major Goals of the Project (Statement of Work with Timeline):

In the three years of the project, we have completed all the tasks included in the experimental 

design of years 1 and 2 (tasks 1 to 7) and majority of year 3 plan (work on task 9 is still ongoing).

The major accomplishments in the current year are listed below:

1. Developed a dose-response master curves, which indicate mortality rates are higher for the 

larger impulse values at the same peak overpressure. This means that measuring only 

overpressure may not be enough to predict neurological outcome.

2. This report presents the most comprehensive map of the temporal evolution of pressure, 

stress, and strain within a rodent model of the brain when subjected to shock loading.

3. Extravasation of fluorescent markers identified biphasic temporal response of BBB 

damage

4. Extravasation indicated the regional vulnerability of the BBB

5. Demonstrated the role of oxidative stress and MMPs in the BBB damage

6. Demonstrated the depletion of tight junction proteins in the brain tissue and their increase 

in the blood

7. Comprehensive characterization of inflammatory response to a single blast

8. Demonstrated the efficacy of apocynin as a therapeutic to counter blood-brain barrier 

permeability following blast injury

9. Demonstrated for the first time the control over shock wave pressure characteristics: 

constant peak overpressure with variable impulse

10. Demonstrated for the first time the effects elicited by static electricity on the shock wave 

profile: the impulse values are diminished by 30%-50% for unprotected sensor operating 

conditions

11. This work is the first to consider validation of the numerical model by using precise sensor 

locations based on micro-CT scans of animal heads

12. Our numerical modeling validation is performed at more than a single blast overpressure

using two intracranial pressure measurements

13. This work is the first rat numerical model to consider the exact experimental measurement 

locations in data reporting.

In the first two years of the grant, some of the key accomplishment achieved are added for the sake 

of completion.
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We have made significant advances in the development and operation of shock tubes to 

replicate live-fire exposure from very low to extremely high blast loading conditions. 

Reproducing right shock pulse is the first step in understanding blast injury mechanisms. Many 

research groups do not adhere to this important step. Our design is the gold standard, now used 

in many government laboratories and universities. 

▪ With the right field-validated blast loading, for the FIRST TIME, we developed and 

published load-response curve for rat models delineating none, mild, moderate, severe and 

lethal TBI based on blast overpressure and impulse (Nature-Sci. Rep., 6:26992, 2016). 

This work is a product of task 1 which significantly enhanced the quality of our earlier 

observations and has been cited 33 times. 

▪ We also outlined how to achieve the right pulse by comparing live-fire measurements with 

shock tube data (Mil. Med., 2018. 182, 105-113). The data showed that a shock tube can 

produce the exact profile observed on a surrogate headform under a field shock.

▪ We further enhanced how to achieve the right conditions by using end plates and animal 

placements (PLoS ONE, doi: 10.1371/jounal.pone.0161597, 2016)

▪ Through many invited talks, poster presentations, DOD conferences we have now firmly 

established how to conduct shock tube testing for animal models.

▪ To understand the mechanisms of BINT (blast induced neurotrauma) in rats and in humans

we need measure how external shock causes tissue-level loading. This tissue-level loading 

is the basis for “scale-up from rats to humans” that the MOMRP is interested in. For the 

FIRST TIME, we measured ICP (intracranial pressure) and carotid pressure in rats during 

blast loading at a very wide range of BOP. As shown in Figure 8 of the 2016 Annual Report, 

the measurements indicated that the ICP is similar to the applied profile. Such 

measurements in other species will help in the validation of computational models of rats. 

Currently, there are no FEM that are validated based on actual ICP measurements of rats 

under a variety of different blast conditions. Hence this is an important contribution for 

FEM validation and inter-species scaling.

▪ The work reported in the 2018 Annual Report will represent the most robustly validated 

numerical model of blast-induced TBI in a rodent. It is the first to be validated with multiple 

blast overpressures and offers a unique platform to investigate blast injury mechanisms. A 

manuscript based upon this work from Tasks 3 and 10 is currently under review.

▪ We showed unequivocally that blast pathology is very different from blunt or ballistic 

injuries. When blast attacks the head/brain, the shock wave traverses the brain and produces 

pathological changes from proximal to distal brain structures (i.e., prefrontal cortex to 

cerebellum, J. Neurotrauma, 35:1-14, 2018). Moreover, we for the first-time reported 

cell-specific responses in oxidative stress responsive factors in different brain regions 

following blast injury (Task 5) (see above manuscript).

▪ The results obtained on blood brain barrier permeability (Task 5) is a comprehensive piece 

of work, where we established, for the first time, a low threshold of BOP (35 kPa or 5 psi) 

wherein blood brain barrier permeability changes do not occur. These observations have 

never been reported before and has a significant bearing in understanding the relationship 
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between BOP and injury pathology. This work was published in Nature-Sci. Rep., 8(1), 

8681, (2018).

▪ Our work in shows that blast injury is affected not only by blast overpressure but also 

impulse. We demonstrated for the first time the control over the impulse at arbitrarily 

chosen fixed peak overpressure. . This is an important finding, as only peak overpressure 

is reported in the field and laboratories. However, that is insufficient to determine the 

degree of injury severity to the soldiers. This work will be reported this year, and we are 

preparing a manuscript based on the data. In the scientific literature the impulse effects are 

neglected, and only in a small fraction of studies (10% out of 100 screened papers, Front. 

Neurol. doi: 10.3389/fneur.2018.00052) impulse values are reported.

▪ We identified piezoelectric pressure sensors are susceptible to electrostatic interference. 

These sensors (e.g. PCB 134A24) are widely used in the shock tube testing to measure the 

pressure experienced by animal models, and when exposed to electrostatic charges inherent 

to shock wave report erroneous pressure values. Manufacturers of these sensors were 

unaware of this effect in spite of decades of development and their own shock tube testing. 

These findings are summarized in Front. Neurol. (See above), which also serves as a 

guideline how to avoid pitfalls in pressure measurements while conducting shock tube 

testing, to guide other research groups.

▪ The follow up manuscript is in preparation, which will demonstrate quantitative effects 

associated with electrostatic interference on accuracy of reported pressure. In a nutshell, 

while peak pressures are mostly unaffected, the duration and impulse in extreme cases were 

decreased by 50%. We noted blast gauges used to monitor low-level blast exposure in 

training are susceptible to similar artifacts resulting in underreporting of peak overpressure 

and impulse values by the algorithm embedded in the blast gauge software. We shared our 

expertise in this area with the team of Dr. Kamimori (WRAIR), which helped improve the 

quality of the data collected in their studies on human subjects.
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Task 3: Numerical Simulation of Brain Injury (completed)

Previous work conducted which used a numerical model to simulate the local stress and strain 

fields within the rat brain resulted in noisy signals which required filtering to result in an accurate 

intracranial pressure field [7]. This prompted a refinement of the numerical simulation. Substantial 

revisions were made to the rat head and shock tube finite element models. Details of the findings 

of these revisions were presented in two posters at the Institute for Brain and Neuroscience 

Research E-Poster Day and in an oral presentation at the Institute of Nuclear Medicine & Allied 

Sciences, the abstracts of which are included in the appendices. A comprehensive convergence 

study and extensive model refinement resulted in a model which reproduced spatial and temporal 

maps of the pressure, stress, and strain within the rat brain at three blast overpressures (100, 130, 

and 190 kPa).

Rat Lagrangian Model

A geometrical model of a ten-week old Sprague Dawley rat was generated by combining a 

magnetic resonance image (MRI) of a rat head, a micro-computed tomography (micro-CT) scan 

of the rat skull, and a geometrical representation of the rat body. The micro-CT scan of the rat 

skull was taken at a resolution of 35.6 μm (SkyScan 1275, Bruker microCT, Kontich Belgium) 

and was segmented into a solid mask (Simpleware ScanIP, Synopsys, Exeter, United Kingdom). 

The segmented mask was then imported with the MRI DICOM and co-registered. As different 

specimens were used, three-dimensional scaling was conducted to ensure accurate co-registration. 

The MRI images facilitated the segmentation of the soft tissues, which include the skin, brain, and 

the dura mater. A geometrical model representing the average dimensions of a 50th percentile rat 

body was combined with the segmented masks[8]. For simplicity, the geometrical model of the rat 

body was simulated as a skin material and did not have internal segmentation. The model is shown 

in Figure 1.

The model was meshed using a 10-node modified tetrahedral biased mesh, with an average 

minimum edge length of 0.75 mm and average maximum edge length of 1.25 mm at the regions 

of interest (Simpleware FE, Synopsys, Exeter, United Kingdom). This mesh density was selected 

based on the results of a convergence study, which highlighted that increasing the mesh density 

did not result in a substantial improvement in pressure predictions (defined to be a 5% change). 

Material properties used to approximate the mechanical response of the rat head tissues are 

included in Table 1.

Figure 1 The internal segmentation of the rat Lagrangian model as observed with a mid-sagittal cut. The skin is 

depicted in blue, the skull in grey, the dura mater in red, and the brain in beige.
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Shock Tube Eulerian Model

A three-dimensional geometrical model was generated of the nine-inch shock tube, simulating a 

portion of the test region that was 3.3 m in length. The shock tube was modeled as an 8-node

hexahedral Eulerian mesh with reduced integration and hourglass control with a minimum average 

mesh seed length of 6 mm at the region of interest (Abaqus/CAE, Dassault Systems, Vélizy-

Villacoublay, France). The region of interest was 0.6 m in length which, when assembled, 

contained the full extent of the Lagrangian rat model. The air within the shock tube model was 

simulated as an equation of state at with ambient conditions (an air density of 1.225 kg/m3 at 291 

K) using the parameters in Table 1.

Table 1 Material properties used in the numerical simulation of shock.

Linear Elastic

Elastic Modulus Poisson’s Ratio

Skull[9, 10] 9500 MPa 0.3

Soft Tissue[11] 16.7 MPa 0.42

Dura[9] 20.0 MPa 0.45

Linear Viscoelastic

Long-Term 

Bulk Modulus

Poisson’s Ratio Shear Modulus Relaxation 

Time Constant

Brain[12] 2.19 GPa 0.4999 1.05 MPa 0.02 s

Ideal Gas Equation of State

Gas Constant Specific Heat

Air 287 J kg-1 K-1 1010 J kg-1 K-1

Shock Simulation

The Lagrangian rat head was positioned within the Eulerian shock tube mesh so that it was in the 

center of the shock tube at the test section in a prone position. The entire body of the rat model 

was fixed in all rotational and translational degrees of freedom, to mirror the experimental methods 

of strapping down the rat body. The two domains were allowed to interact using Eulerian-

Lagrangian contact. The Eulerian volume fraction was used to assign the elements which were 

filled with air, partially filled with air, or void of Eulerian material. This initial condition was based 

upon the surface generated at the interface between the Lagrangian part and the Eulerian material, 

as defined using an enhanced immersion boundary method. An initial step of 25 ms was conducted 

Input 

Pressure 

Wave

Ambient 

Pressure

Figure 2 A lateral depiction of the input conditions used to simulate shock loading on the Lagrangian rat head. The 

shock tube Eulerian mesh is shown in grey. Pink arrows show the pressure loading locations. The left face, the 

opening of the shock tube model, is loaded with the pressure profiles shown in Figure 3. The right face is loaded with 

a constant pressure equivalent to the ambient pressure conditions. The orange and blue arrows indicate that a face is 

constrained in all degrees of freedom. This boundary condition was applied to the rat body, as shown in the above 

enlarged depiction of the Lagrangian model, and the walls of the Eulerian instance.
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to initialize the system and to resolve this boundary condition, allowing the system to reach 

homeostasis (Abaqus/Explicit). During this step, the shock tube walls and the shock tube opening 

were constrained against all translational degrees of freedom. The exit of the shock tube 

experienced a distributed pressure load equal to ambient pressure (102.3 kPa). 

At the end of this step, an explicit dynamic analysis was conducted to simulate the shock. These 

boundary conditions are summarized in Figure 2. The shock tube opening was subjected to a time-

varying pressure load. This pressure load was calculated from the experimental pressure 

measurements taken at the location of the simulated shock tube opening. Eight pressure 

measurements were taken for each overpressure (four animals and two blasts per animal). The 

signals were normalized for arrival time, and the mean profile was taken. To ensure that the 

simulation was not affected by experimental variability, experimental consistency was examined. 

The average input pressure profiles used are depicted in Figure 3 with one standard deviation. As 

in the previous step, the translational degrees of freedom of the shock tube walls were constrained,

and the exit of the shock tube was subjected to a pressure load equal to ambient pressure.

Field variables were sampled from the solution at a variable sampling rate. This was done to ensure 

that adequate resolution was obtained in the solutions. The sampling rates are described in Table 

2. From these points, it was found that the shock wave hit the rat head at 0.818, 0.807, and 0.780 

ms, for the 100, 130, and 190 kPa blasts, respectively.

Table 2 The time points from which the simulation output was sampled.

Step: Start Time (Step) End Time (Step) Start Time (Total) End Time (Total) Sampling Rate

Initialization 0 ms 25 ms 0 ms 25 ms 800 Hz

Shock 0 ms 0.78 ms 25 ms 25.78 ms 5 kHz

0.78 ms 0.98 ms 25.78 ms 25.98 ms 1 MHz

0.98 ms 5 ms 25.98 ms 30 ms 100 kHz

5 ms 88.25 ms 30 ms 113.25 ms 10 kHz

Pressure Maps

The pressure within the rat brain was mapped temporally in Figures 4-6. To give perspective on 

the magnitude of the observed intracranial pressures these values are reported as a multiplicative 

Figure 3 Input pressure profiles used in the simulation of the shock wave. The mean pressures are depicted in black 

and the standard deviation is included in grey.
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factor to the blast overpressure. For the lowest blast overpressure simulated, 100 kPa, the 

maximum pressures observed were on the order of three times higher than the blast overpressure 

(a maximum pressure of 300 kPa, Figure 4). The pressure begins to develop in the anterior region 

of the brain, beginning in the olfactory bulb, 64 μs, 51 μs, and 54 μs after the wave begins 

interacting with the headform for the 100, 130, and 190 kPa blast. This generates a pressure wave 

which traverses the brain which is of a lower magnitude, closer to the value of the incident 

waveform, indicated by a multiplier value of 1. This waveform traverses the brain very uniformly, 

followed by an underpressure in the anterior brain. The locations which see the highest intracranial 

pressures occurred in the brainstem in all blast overpressures. These high pressures are observed, 

in each case, over 1 ms after the shock wave has passed over the specimen. This location of interest, 

posterior to the cerebellum in the brain stem, is the location in which the brainstem passes through 

the foramen magnum. It was found that the pressure is transmitted through the skull and loads the 

brainstem with an additional pressure wave. Additionally, it can be observed that the pressure wave 

results in an oscillatory pressure. The pressure wave develops shortly after the shock wave interacts 

with the specimen, can be observed to decay approximately around 3-4 ms after the shock wave 

interacts with the specimen, and then increase again after 12.5 ms. 

Figure 4 A temporal pressure map, reported as a multiple of the incident overpressure, of the mid-sagittal cut of a 

rat brain over the course of a 100 kPa shock wave. The earliest time point is in the upper left corner and time 

progresses at the time step Δt, moving left to right from the top to the bottom.
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Figure 5 A temporal pressure map, reported as a multiple of the incident overpressure, of the mid-sagittal cut of a 

rat brain over the course of a 130 kPa shock wave. The earliest time point is in the upper left corner and time 

progresses at the time step Δt, moving left to right from the top to the bottom.

Figure 6 A temporal pressure map, reported as a multiple of the incident overpressure, of the mid-sagittal cut of a 

rat brain over the course of a 190 kPa shock wave. The earliest time point is in the upper left corner and time 

progresses at the time step Δt, moving left to right from the top to the bottom.
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Stress Distribution

Figures 7-9 detail the temporal evolution of the von Mises stress in the mid-sagittal plane of a rat 

head for a 100, 130, and 190 kPa shock wave, respectively. The von Mises stress is reported in 

values of kPa. When comparing the spatial variation of the von Mises stress with the pressure 

waves in Figures 4-6, it is apparent that the von Mises stress is more diffuse and is of a lower 

magnitude than that of the pressure wave. The initial pressure wave does not appear to significantly 

induce a von Mises stress and peak von Mises stresses are not observed until the time point in 

which the pressure wave passes through the skull and loads the brainstem through the foramen 

magnum. Additionally, the von Mises stresses develop more at the periphery of the brain, 

converging toward the center of the brain. This supports the hypothesis that the skull is loading 

the brain with additional pressures and stresses. The development of the von Mises stresses in the 

brain appears to occur around the same time point as the pressure decay. However, this does not 

appear to have any correlation with the secondary increase in pressure observed in Figures 4-6. 

The magnitudes of the maximum von Mises stresses were not found to scale linearly with blast 

overpressure. When normalized with respect to the incident pressure wave, the maximum von 

Mises stresses for a 100, 130, and 190 kPa overpressure are 1.20, 1.46, and 1.58, respectively. 

These peak von Mises stresses appears to be greater on the ventral side of the brainstem.

Figure 7 A temporal von Mises stress map, given in kPa, of the mid-sagittal cut of a rat brain over the course of a 

100 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time step Δt, 

moving left to right from the top to the bottom.
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Figure 8 A temporal von Mises stress map, given in kPa, of the mid-sagittal cut of a rat brain over the course of a 

130 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time step Δt, 

moving left to right from the top to the bottom.

Figure 9 A temporal von Mises stress map, given in kPa, of the mid-sagittal cut of a rat brain over the course of a 

190 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time step Δt, 

moving left to right from the top to the bottom.
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Strain Distribution

The temporal evolution of the maximum principal logarithmic strain in the mid-sagittal section of 

the rat brain is reported in Figures 10-12 for a 100, 130, and 190 kPa blast overpressure. When 

comparing the appearance of the strain maps with the pressure wave maps and the von Mises stress 

maps, it is apparent that the strain map more closely matches the diffuse nature of the von Mises 

stress. The pressure wave causes no notable strains to develop and the maximum strains were also 

observed at the posterior brainstem. It can be observed that the strains appear to be more 

pronounced on the ventral side of the brainstem, as seen in Figures 7-9 with the von Mises stresses. 

Additionally, the pattern of strain development closely follows that observed with the von Mises 

stresses. The strain pattern does not appear to be influenced by the passing of the initial pressure 

wave. The initial development of strains within the brain appear to occur shortly after the pressure 

wave begins to decay, but no apparent correlation is observed with the secondary pressure increase. 

The magnitude of the maximum logarithmic strain was found to increase with increased blast 

overpressure.

Figure 10 A temporal maximum principal logarithmic strain map of the mid-sagittal cut of a rat brain over the 

course of a 100 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time 

step Δt, moving left to right from the top to the bottom.
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Figure 11 A temporal maximum principal logarithmic strain map of the mid-sagittal cut of a rat brain over the 

course of a 130 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time 

step Δt, moving left to right from the top to the bottom.

Figure 12 A temporal maximum principal logarithmic strain map of the mid-sagittal cut of a rat brain over the 

course of a 190 kPa shock wave. The earliest time point is in the upper left corner and time progresses at the time 

step Δt, moving left to right from the top to the bottom.
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Reconstruction of Sensor Locations

To support model validation efforts, the locations of the ICP sensors were ascertained using micro-

CT. After shock exposure and sacrifice, the test subjects were preserved in 4% paraformaldehyde 

for later imaging. The scans were taken with an image pixel size of 32.5 μm (SkyScan 1275, Bruker 

microCT), reconstructed (NRecon Reconstruction, Brucker microCT), and segmented into a solid 

mask (Simpleware ScanIP, Synopsys). These locations were scaled with respect to size of the 

cranial cavity and compared between the nine specimens. This highlighted the reproducibility of 

the experimental protocol. These locations were then selected to be the regions of interest from the 

simulation results when examining the local intracranial pressures, von Mises stresses, and the 

maximum principal logarithmic strains. The scaled sensor locations for the left, anterior and right, 

posterior sensors are included in Figure 13. It was observed that consistent spacing was maintained 

between the left, anterior and right, posterior sensors for all test subjects. The reconstructed images 

are included in Figures 14-22.

Figure 13 The sensor locations taken from micro-CT scans of the rat head. The field of view and the sensor 

locations are normalized to the dimensions the average skull size. Values of x-, y-, and z- distance are in mm.
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Figure 14 A depiction of the sensor location within test specimen 1 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 2.

Figure 15 A depiction of the sensor location within test specimen 2 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 2.

Figure 16 A depiction of the sensor location within test specimen 3 with a cranial, lateral, and isometric view. 

The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 2.
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Figure 17 A depiction of the sensor location within test specimen 4 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 2.

Figure 18 A depiction of the sensor location within test specimen 5 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 8.

Figure 19 A depiction of the sensor location within test specimen 6 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 8.
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Figure 20 A depiction of the sensor location within test specimen 7 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 8.

Figure 21 A depiction of the sensor location within test specimen 8 with a cranial, lateral, and isometric view. 

The skull is shown in blue and the cannulas are shown in red. This specimen was used in Task 8.

Figure 22 A depiction of the sensor location within test specimen 9 with a cranial, lateral, and isometric 

view. The skull is shown in blue and the cannulas are shown in red. This specimen was used in numerical 

simulations planned in the Task 8.
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Temporal Relationship Between Mechanical Injury Markers

To compare the temporal evolution of the press, stress, and strain patterns in the rat brain, the 

normalized pressure, stress, and strain profiles were compared for the 190 kPa blast. Two locations 

were selected to compare, which correspond with the experimental ICP sensor locations. These 

locations, A and B, were selected to be the nodes which are closest to the sensor locations identified 

from micro-CT reconstruction of the rat skull/cannula complex. Location A was the sensor in the 

anterior left hemisphere and location B was the sensor in the posterior right hemisphere. The field 

variable outputs were plotted together, transformed to begin at zero when the shock loading step 

begins (t = 25 ms) and normalized with respect to the maximum value. This comparison is shown 

in Figure 23. It can be observed that the von Mises stress and the maximum principal logarithmic 

strain develop in the more anterior location earlier. Additionally, the increase of the von Mises 

stress and the logarithmic strain appears to coincide with the decrease of the intracranial pressure.

Figure 23 The transformed and normalized intracranial pressure, von Mises stress, and the maximum principal 

logarithmic strains at the left, anterior sensor location (A) and the right, posterior sensor location (B).
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Task 5: Asses Extent of Oxidative/Nitrosative Stress, BBB Damage and Neuroinflammation

(completed)

Changes in the protein expression of matrix metalloproteinases that contribute to BBB 

permeability changes in bTBI 

A continuation of work on the spatial and temporal changes in the BBB permeability in rats 

subjected to different blast over pressures (70, 180, 240 kPa) examined changes in the matrix 

metalloproteinases (MMPs). MMPs, also called matrixins, comprise a family of enzymes that 

cleave protein substrates based on a conserved mechanism involving activation of a site-bound 

water molecule by a Zn2+ ion, and their activation may contribute to BBB permeability. There are 

several MMPs present in brain among which MMP-3 and MMP-9 are the most dominant. MMPs 

have been linked to BBB disruption since these proteases once released into the extracellular 

matrix degrade tight junction proteins which act as anchor between the two capillary endothelial 

cells to prevent the leakage of the barrier 

between blood and brain.

Protein levels of MMP9 significantly 

increase in moderate blast as a function 

of time and such increase correlate with 

the reduction in tight junction proteins

Quantitative measurements by Western 

blots of MMP9 in homogenates prepared 

from cerebral hemispheres from rats 

subjected to moderate blast at 180 kPa 

showed a progressive increase in its 

expression. Immediately following blast 

(t0) there was no change in the expression 

of MMP9, whereas 4h post injury there 

was a significant increase, which 

Figure 24 Western blots of MMP 9 (right panel) and tight junction proteins Occludin and Claudin-5 and respective 

quantitations. Proteins taken from control and blast (180 kPa BOP) cerebral brain homogenates fifteen minutes, 

four, and 24 four hours post-exposure and compared with levels of β-actin housekeeping protein. [*] indicates a 

difference in intensity. compared with control with a statistical significance of p < 0.05, [**] indicates p < 0.01.

Figure 25 ELISA results for whole brain lysates for MMP-3 

and MMP-9 (n=4). Statistically significant increases in blast 

groups were seen compared to controls (p = 0.045 and 0.015, 

respectively). 
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persisted up to 24 h (Figure 24). Noteworthy that the increase in MMP 9 expression inversely 

correlated with the reduction in the protein levels of tight junction proteins claudin 5 and occludin 

(Figure 24), suggesting that the degradation of tight junction proteins following blast may be 

mediated by MMP9, which could ultimately result in the BBB permeability. We conducted 

ELISAs for both MMP-9 and MMP-3 (figure 25), which have been implicated in the breakdown 

of the BBB and are present on neurovascular endothelial cells for control, injured, and injured 

groups treated with apocynin. It is important to note that in the case of both MMPs studied, 

apocynin treated groups did not show statistically significant differences from blast groups (p > 

0.05), although it does seem as though there is a tendency towards decrease. This may indicate 

that upregulation of MMPs is not mediated by NOX (oxidative stress), but it is a response to some 

other mechanism, or a process disturbing the homeostasis in the brain parenchyma like influx of 

exogenous proteins after the BBB damage.

Oxidative stress resulting from NADPH oxidase (NOX) activation contributes to BBB permeability 

Figure 26 Fluorescent images of Evans blue extravasation. Images show 10x macro-shots as well as zoomed in

40x images in representative regions in the frontal cortex (A), striatum (B), somatosensory barrel-field cortex

(C), hippocampus (D), thalamus (E) and cerebellum (F), 15 minutes following 180 kPa blast exposure. Control

images were dramatically enhanced, yet still show limited visibility, due to the absence of extravasated dye.

Frontal cortex was taken as a representative control image (G). Quantitation of extravasation is shown using a

semilog plot to capture the differences (H). Absorption spectrophotometry results of Evans blue in control and 

injured rats (n = 5) (I). *Indicates a difference in intensity compared with control with a statistical significance 

of p < 0.05, **Indicates p < 0.01. Scale bar = 1 mm in coronal sections and 50 μm in 40x images.
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We have identified that blast 

injury results in oxidative stress 

mainly via the activation of 

NADPH oxidase (NOX), a 

superoxide producing enzymes 

in different brain regions (figure 

26). Oxidative stress has been 

implicated as a secondary 

mechanism in BBB disruption in 

various blunt TBI as well as in 

other neurological disorders 

including stroke, meningitis and 

HIV infections. We examined 

the efficacy of apocynin, an 

antioxidant as well as agent that 

inhibits the activation of NOX on 

the extravasation of Evan’s blue 

(EB) as measures of BBB 

permeability. Rats subjected to 

moderate blast resulted in BBB disruption as indicated by extensive extravasation of EB (Figure 

27) across different brain regions. Interesting that frontal cortex displayed maximum extravasation 

compared to other brain regions. Treatment of rats with apocynin 30 µM (i.p. injection) 30 min 

before blast injury showed a significant reduction in EB extravasation 4 h post-injury across all 

the brain regions. These results strongly 

suggest that oxidative stress likely 

resulting by the activation of NOX 

contributes to BBB disruption. ELISA 

analysis of S100β, an astrocytic calcium-

binding protein, on blood serum samples 

for animals exposed to moderate blast 

(180 kPa) at 4 and 24 hours post injury 

(figure 27) corroborate these findings. 

Immunohistochemistry was also done to 

determine the presence of monocytes in 

brain parenchyma in the frontal cortex, 

four hours after blast. Fluorescent co-

stain for RECA-1 (endothelial cell 

marker) and CCR-2 (monocyte marker) 

was conducted for control and blast 

groups, qualitatively demonstrating 

increased presence of monocytes in the 

brain (fig. 28). These results clearly 

demonstrate a multiple mode of 

increased permeability of the BBB.

Figure 27 Quantification of effect of apocynin on EB fluorescence in 

different brain regions 4 hours post injury. 

Figure 28 ELISA results for S100β in blood serum (n = 3). 

Statistically significant increase from control was seen in the 

blast groups four hours post injury (p=0.037), before 

returning to control values in 24 hours (p > 0.05). 
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Finally, to confirm our hypothesis that the tight junction proteins were indeed dislodged following 

the blast, an analysis via ELISA was conducted on brain lysates and serum samples for two tight-

junction proteins, 

occludin and claudin-

5. These results 

corroborate our early 

hypothesis; after the 

tight junctions are 

dislodged from their 

complexes on 

endothelial cells, they 

are taken up by 

circulation. However, 

by 24 hours, all the 

tight junction proteins 

that were taken up by 

the serum were 

excreted or otherwise 

removed from 

circulation.

Activation of 

microglia following 

blast TBI

The microglial 

activation is a frequent 

Figure 29 Immunohistochemistry in frontal cortex for endothelial cell marker (RECA-1) and monocyte marker 

(CCR2) at four hours post-exposure for control (A) and moderate (180 kPa BOP) blast (B). Scale bar equals 

50μm.

Figure 30 ELISA results for tight junction proteins occludin and claudin-5, 

respectively in brain (A & B) and blood serum (C & D). Assay conducted for blast 

(180 kPa BOP) samples fifteen minutes, four, and twenty-four hours post-exposure 

and compared with controls. [*] indicates a difference in intensity compared with 

control with a statistical significance of p < 0.05, [**] indicates p < 0.01.
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sequela in animals exposed to 

blast. We found that in control 

animals (fig. 31A), microglia 

appear to be in their resting state 

(fully ramified) with their 

processes probing their 

microenvironment. Under 

normal physiological conditions 

these cells are evenly distributed 

throughout the brain. However, 

4 hours following blast 

exposure microglia begin to 

migrate towards the blood 

vessel and activate, with 

apparent changes in 

morphology (amoeboid shape). 

This response is likely due to 

components of the blood 

entering the brain 

parenchyma through the 

compromised BBB. Once 

detected by the microglia, 

the cells activate and 

begin clearing the foreign 

material by phagocytosis. 

In figures 31B-D one can 

observe that microglia 

respond to blood vessels 

of all sizes indicating that 

BBB of arteries, 

arterioles and capillaries 

are all compromised. At 7 

days following blast, 

microglia remain in their 

active state surrounding 

the blood vessels. The 

number of activated 

microglia surrounding 

each blood vessel 

decreased compared to 

the 4-hour time point.

This may be due to the 

sealing of the BBB, 

which prevents additional

foreign material from 

entering the brain 

Figure 31 Fluorescent images of Iba (microglia) and RECA (rat 

endothelial cells) expression in the frontal cortex in control (A) and 4 

hours of moderate blast in small (B) medium (C) and large (D) blood 

vessels. Note the change in microglia morphology surrounding the 

vessels of the blast group.

Figure 32 Colocalization of NOX-1 (red) and RECA-1 (green) in vascular 

endothelial cells in the frontal cortex. Control: little NOX-1 in vascular 

endothelial cells with an increase in colocalization fifteen minutes following blast. 

At four hours, there is a significant upregulation of NOX-1 in endothelial cells:

yellow is indicating an overlap of NOX-1 and RECA-1. D. NOX-1 upregulation 

across the length of the vessel lumen (arrows). Quantitation of the colocalization 

shows a significant increase in blast groups, p < 0.05.
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parenchyma. At this later time point, all the microglia surrounding large vessels return to their 

resting ramified state. This was not observed for small and medium vessels where microglia 

remained in their activated 

NOX1 is upregulated in neurovascular endothelial cells 

Previous studies in this laboratory identified increased levels of NOX1 and NOX2 in neurons, 

astrocytes, and microglia following moderate blast injury (180 kPa) across the cerebral hemisphere 

and cerebellum. In the present study, we examined the levels of NOX1 in brain endothelial cells 

in the frontal cortex in vascular endothelial cells. The double immunofluorescence for NOX1 and

RECA-1 (endothelial cell marker) showed a significant increase in amount of colocalization 

following moderate blast (Fig. 32). Fifteen minutes post-exposure, a statistically insignificant 

increase in colocalized NOX1 compared to controls was observed. Four hours after blast, which 

previous work from this group has shown as the peak time for BBB permeability following blast 

injury, we observed a robust increase (ten-fold) in NOX1 concentration in vascular endothelial 

cells.

Apocynin significantly reduces superoxide production following blast injury

Several groups have demonstrated that activation of NOX results in increased superoxide 

production. After demonstrating the increase in NOX1 concentration in neurovasculature in the 

frontal cortex, we sought to determine if this results in an increase of superoxide production. In-

vivo levels of superoxide were measured using DHE and we observed a clear increase in 

superoxide produced in the frontal cortex, which corroborated well with the upregulation of NOX1 

(Fig. 33). Differences between control and 

blast groups and blast and treatment groups 

were found to be statistically significant. 

Apocynin significantly reduces tight junction 

degradation following blast injury

To determine the degree of BBB breakdown 

following blast injury, ELISA was conducted 

for tight junction proteins occludin and 

claudin-5 for control, blast, and blast + 

apocynin groups (Fig. 34). Occludin 

decreased by 20.31% four hours post-blast 

compared to controls but barely changed in 

animals treated with apocynin. The 

difference between the blast group and the 

treatment group was also significant. 

Claudin-5 decreased by 12.40% four hours 

post-blast compared to controls, but like 

occludin, displayed only a negligible 

decrease in the treatment group. The 

difference between blast and treatment 

groups was statistically significant.

Figure 33 DHE stain to observe superoxide concentration in 

the frontal cortex: A control (basal level of superoxide). B 

superoxide increase 4 hours following blast exposure, C. 

return to basal levels with pretreatment of apocynin. D 

quantitation of DHE fluorescence intensity for the three 

groups. [**] p < 0.01. 
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Apocynin significantly decreases 

blood-brain barrier permeability 

following blast injury

The extent of extravasation was 

evaluated in the frontal cortex at 

both fifteen minutes and four hours 

post-blast injury (Fig. 35). Our 

group previously displayed that 

extravasation of Evans blue was 

significant at both times post-

moderate blast injury and our 

current results support that. 

Significant extravasation was 

observed in both injured and 

treatment groups at the acute stage, 

with no statistically significant 

difference between them. EB 

presence in the brain parenchyma 

increased by 1300-fold four hours following moderate blast over the control in the frontal cortex 

and over the blast + apocynin group (75-fold, p < 0.01). There was no statistically significant 

difference between the control group and the treated group. Four animals were used per group in 

this phase of the study.

Moderate blast induces translocation of glial fibrillary acidic protein into the blood stream

Figure 34 ELISA results for matrix metalloproteinases. A & B show 

results for MMP-3 and 9, respectively, in control and blast groups. 

Levels of MMPs were taken four and 24 hours after exposure and 

compared against controls. C & D show results for MMP-3&9, 

respectively, in control, blast, and treatment groups. [*] indicates a 

difference in intensity with a statistical significance of p < 0.05, [**] 

indicates p < 0.01.

Figure 35 Fluorescent images of Evans blue extravasation. Images show frontal cortex from control animal, with 

almost no observable extravasation of leakage, Sections from 180kPa BOP, acutely (15 minutes) show significant 

leakage, apocynin treatment completely blocked EB extravasation. 4 h post-exposure showed greater leakage than 

15m post injury A, B, C show zoomed in, 20x images from images. Quantitation of extravasation intensity shows 

a statistical significance of p < 0.01.
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Concentration of GFAP, an astrocyte 

specific protein in brain (which is not 

present in blood under normal conditions) 

in the blood plasma was determined via 

ELISA (Fig. 36). Statistically significant 

increase in GFAP concentration was seen 

compared to controls in both blast and 

treatment groups 15 minutes after injury, 

but no difference between blast and 

treatment group. At four hours post-blast, 

there is a further increase in GFAP 

concentration in blood plasma, but with 

apocynin, the values drop back to control 

levels. Intergroup comparison reveals a 

statistically significant difference 

between blast and treatment groups four 

hours after injury.

CSF-Plasma ratio of albumin increases following moderate blast injury

To determine the ratio of albumin in the CSF (which should be negligible in normal conditions) 

and blood plasma, another ELISA was conducted on both samples (Fig. 6). While an increase in 

the CSF-Plasma albumin ratio was 

observed acutely (fifteen minutes 

post-blast) for both blast and 

treatment groups, statistical 

significance was not achieved in 

either. Four hours following blast, a 

statistically significant increase over 

control was observed in the injured 

group. Comparison between blast and 

treatment group at this point also 

revealed statistically significant 

difference. These studies together 

strongly suggest that NOX-derived 

oxidative stress plays a major role in 

BBB disruption following moderate 

blast injury.

Moderate blast increases the production of proinflammatory cytokines

In the previous progress report, we reported that microglial activation occurred in animals exposed 

to moderate blast (180 kPa). One event associated with microglial activation is increased 

production of proinflammatory cytokines. Here we examined the temporal profiles of two 

proinflammatory cytokines TNF-α and IL-1β in homogenates from hippocampus and thalamus 

brain regions found to me more vulnerable to blast injury. Levels of IL-1β moderately increased 

4h post injury and declined to control levels by 24h, however showed a progressive increase at 7-

and 15-days post-injury (Figure 38) in hippocampus. Thalamus showed much robust increase in 

Figure 36 ELISA results for GFAP concentration in blood 

plasma. A compares control levels with levels 15 minutes and 4 

hours following blast and B compares control levels with levels 4 

hours following blast with and without apocynin pretreatment. [*] 

indicates a difference in intensity with a statistical significance of 

p < 0.05, [**] indicates p < 0.01.

Figure 37 ELISA results for albumin concentration in CSF and blood 

plasma, as presented as a ratio between the two. A compares control 

levels with levels 15 minutes and 4 hours following blast and B 

compares control levels with levels 4 hours following blast with and 

without apocynin pretreatment. [*] indicates a difference in intensity 

with a statistical significance of p < 0.05.
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IL-1β production compared to 

hippocampus but showed a similar 

time course of increase as that of 

hippocampus. Like IL-1β, levels of 

TNF-α also showed a biphasic 

response of increase in both 

hippocampus and thalamus (Fig. 38).

These results indicate that moderate 

blast increases the production of 

proinflammatory cytokines and such 

increase is likely mediated by 

activation of microglia.

Task 6. Examine plasma membrane 

permeability using fluorescent 

tracers (completed)

We evaluated alterations in cell 

plasmalemmal permeability 

following blast exposure using a shock tube at two peak overpressures (180 kPa and 240 kPa) and 

a single time point post-injury (30 min). Animals were sacrificed using transcardial perfusion, 

brains extracted and sectioned on a vibratome into 50 micrometer thick slices. We assessed the 

patterns of neural cells acutely permeabilized due to blast based on neuroanatomical locale, 

phenotype, and extent of damage. We hypothesized that blast shockwave directly elicits 

biophysical plasmalemmal disruptions in specific neural cellular populations that are dependent 

on brain region. We found that blast exposure caused immediate increases in cell membrane 

permeability predominantly in the cortical region. However, large numbers of Lucifer Yellow 

positive (LY+) cells in were present in both contralateral and ipsilateral regions with respect to 

injection site (fig. 39), and quantification of cell numbers lead to the conclusion this method is not 

sensitive to discriminate between controls and injury groups. As an alternative, we performed 

characterization of blood serum samples from the same cohort of animals probing for proteins 

associated with neuronal cells. Blood serum samples from control and 24h, 3days and 7 days after 

Figure 39 Lucifer Yellow positive cells in the frontal cortex of brain in rats exposed to a single blast with 180 kPa 

peak overpressure (left, middle) versus control (right).

Figure 38 ELISA results for IL-1β and TNF-α in hippocampus and 

thalamus lysates in animals exposed to moderate blast (180 kPa).
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moderate blast injury (180 kPa) 

were immunoblotted for 

neuron-specific enolase (NSE), 

a specific marker of neurons 

that appears in blood circulation 

only after neuronal membrane 

damage. Results showed that 

NSE levels in serum did not 

change significantly suggesting 

that neuronal plasma membrane 

damage did not occur in 

animals exposed to blast injury 

(Figure 40).

Task 8: Establish Master 

Impulse Dose-Response Curve 

at Three Blast Overpressures

(completed)

The effect of the electrostatic 

charges on the pressure profile

and impulse

We performed a set of experiments 

where incident pressure was 

measured and pressure sensors 

(PCB 134A24) were used in 

protected and unprotected 

configuration. Tests were

performed at a single nominal 

shock wave intensity (130 kPa), and 

the effect of the static electricity 

along the shock tube was evaluated.

Measurements were repeated four 

times and shock wave evolution 

was monitored using six pressure 

sensors (fig. 41, for details of the 

experimental setup see figures 1 in 

references [13] and [14]). The 

quantification of the BOP and

impulse was performed to capture 

the effect of static electricity on the 

signal quality in the unprotected 

mode. It turns out that pressure 

profiles recorded using unprotected 

sensors result in impulse values 

with values lower by 30-50% (figure 42).

Calibration of the shock tube to control the impulse at three blast overpressures

Figure 40 Levels of Neuron Specific Enolase (NSE), a marker of neuronal 

plasma membrane integrity in serum samples obtained from animals of 

control, 3 and 7days post blast injury (180 kPa). 

Figure 41 The effect of the baseline drift on the quality of the recorded 

shock wave profiles. The same set of sensors was tested in the 

unprotected (A) and protected (B) configurations. The comparison of 

individual pressure-time traces for sensors B1 (C) and T4 (D) is 

presented. It is evident there is severe signal degradation which will 

results in underestimation of the duration and impulse values.
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The control over shock wave profile 

characteristics is one of the many recent 

advances from our laboratory, a feature

which, to our knowledge, was not

demonstrated in any other published 

work to date. Considering the 

deleterious effects of the static electricity 

on the impulse we had to perform a set 

of experiments to re-calibrate the 

operational parameters of the 9-inch 

shock tube and establish a set of 

experimental conditions to select the 

location in the shock tube where the 

shock wave profile has the same peak 

overpressure and increasing duration 

(impulse). We used helium and nitrogen 

as driver gases, three operational breech configurations and four membrane thicknesses and 

Figure 43 The BOP-impulse calibration. A. Two calibration curves for helium and nitrogen used as a basis for 

the development of the master impulse dose-response curves and BOP-impulse selection for biochemical and 

biomechanical evaluation. Representative curves illustrating controlled variable impulse at three nominal BOPs: 

B. 130 kPa, C. 180 kPa and D. 230 kPa.

Figure 42 The effect of static electricity on the peak 

overpressure (A) and impulse (B). Tests were performed at a 

nominal blast intensity of 130 kPa. The peak overpressure is 

unaffected, while pressure histories recorded using unprotected 

pressure sensors result in diminished impulse values.
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repeated four times, for a total of 96 tests (2 x 3 x 4 x 4 = 96). Shock wave profile evolution was 

monitored by 6 pressure sensors distributed along the shock tube, and total of 576 profiles were 

generated (96 x 6 = 576). The data analysis consisted of quantification of four characteristics of 

the shock wave: 1) peak overpressure, 2) rise time, 3) duration and 4) impulse. The evaluation of 

time domain parameters (rise time and duration) included reading: 1) the time at 10% and 90% of 

the pressure increase of the shock front (for the rise time) and 2) onset of the pressure increase and 

intersection of the pressure decay with neutral (baseline) pressure (for the duration). The data 

points were fitted with two polynomial functions to establish low impulse and high impulse curves 

(figure 43) with the following six nominal BOP-impulse combinations selected for further tests: 

1) 130 kPa-220 Pa·s, 2) 130 kPa-440 Pa·s, 3) 180 kPa-330 Pa·s, 4) 180 kPa-720 Pa·s, 5) 230 kPa-

450 Pa·s, and 6) 230 kPa-1100 Pa·s.

Master impulse dose-response curves

The final step in the process of dose-response curves generation was the exposure of 150 animals 

to a single shock wave with precisely known peak overpressure and impulse values obtained from 

shock tube calibration experiments. The results are presented in figure 44. It is obvious that 

Figure 44 The two dose-response curves developed for short (A) and long (B) duration impulse using a cohort of 

150 animals. Rats were exposed to a single shock wave with predefined characteristics, based on the two 

calibration curves (see fig. 43), and 24-hour survival was evaluated (0-alive, 1-dead). The data were fitted using 

binary logistic regression for BOP and impulse as mortality predictors. For long duration impulse (B) the shift 

towards lower BOPs is apparent.
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mortality rates for long duration impulse are shifted towards lower peak overpressures (figure 

44B): the 10%-90% predicted mortality rate (PMR) function are in the 230-400 kPa (figure 44A) 

and 190-260 kPa (figure 44B) peak overpressure for short and long impulse, respectively.

Task 9: Examine the changes in protein expression due to changes in blast impulse 24 hours 

after primary blast exposure (20% complete)

In this ongoing study as part of Specific 

Aim 3 we performed biomarker 

identification and examined by ELISA 

the levels of glial fibrillary acidic protein 

(GFAP), an astrocyte marker that is 

released into blood stream after astrocyte 

end feet damage. Blood samples were 

collected from control and animals 

exposed to moderate blast (180 kPa, 

immediately and 4 hours after injury) and 

levels of GFAP were examined by 

quantitative ELISA. Blast injury caused 

significant increase in plasma levels of 

GFAP immediately following blast and 

continued to show elevation until 4 hours

after blast injury (Figure 45). These 

results not only indicate evidence of 

blood brain barrier breakdown following 

blast, but also that astrocytes undergo 

cellular (plasma membrane) damage following blast injury.

As part of proteomic analysis to identify different protein biomarkers following changes in blast 

impulse, we performed studies initially screening the levels of neuronal synaptic vesicle markers 

Figure 45 Levels of glial fibrillary acidic protein (GFAP) a 

marker of astrocytes in plasma samples obtained from animals of 

control, immediately and 4 hours after blast injury (180 kPa).

Figure 46 Levels of synaptophysin and PSD-95, markers of pre-and-post synaptic vesicles as a function of different 

BOPs. Note that there is an inverse correlation of changes between synaptophysin and PSD-95 24 hours post injury 

at 180 and 240 kPa. 
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synaptophysin and post-synaptic density protein of 95 kDa (PSD-95), markers of pre-and-post 

synapses in hippocampus of animals exposed to 2 BOPs (180 kPa and 240 kPa) and 24 hours after 

injury. Accordingly, lysates from hippocampus were used to determine the protein levels of 

synaptophysin (marker of presynaptic vesicles) and PSD95 (marker of post-synaptic vesicles) by 

immunoblot analysis. Results show differential changes in synaptophysin and PSD-95 as a 

function of different blast overpressures, in that synaptophysin protein levels showed strong 

tendency of increase at 24h post injury at both BOPs (180 and 240 kPa). However, PSD-95 protein 

levels show an increase as early as 4 h post injury, but their levels significantly reduced 24 hours

after blast (Figure 46). These data strongly suggest: 1) blast injury causes post-synaptic vesicle 

protein changes earlier than pre-synaptic vesicle proteins and that while there appears to be an 

inverse correlation between pre-and-post synaptic vesicle protein changes 24 hours post-injury. 

Further studies are being carried out investigating proteomic analysis of synaptic vesicle changes 

following changes in blast impulse.

Task 10: Determine Alterations of Loading in the Rat Brain Caused by Changes in Impulse

(completed)

We performed biomechanical loading evaluation on rats implanted with three sensors: two in the 

brain and a single sensor in the carotid artery (Figure 47). The measurements were performed at 

three nominal BOPs: 130, 180 and 230 kPa with variable shock wave impulse (Figure 48). The 

heads of rats were imaged using micro-CT scanner to establish precise location of the cannulas 

where pressure sensors were implanted. This information will be used in the development of the 

refined numerical model of the rat’s head under shock wave loading conditions. The parametric 

studies of the material properties were completed, and manuscript submitted to AMBE journal

(currently under review). With the conclusion of Task 3 and Task 8, work has begun to apply the 

computational model and analysis techniques used to examine the effect of changing impulse. Six 

simulations are underway for this task, simulating low impulse blasts at overpressures of 130, 180, 

230 kPa at low and high impulse values. The simulations have been constructed in an identical 

Figure 47 A. The specimen with cannulas inserted into the left and right hemispheres. B. The specimen secured 

in the cotton wrap within the shock tube in the prone position. C. Three-dimensional reconstruction of the µCT 

of the rat skull, showing the positions of the cannulas within the cranial cavity.



36

manner as those reported in Task 3. The waveforms which are being used for these simulations 

are included in Figure 48D and E. Precluding unforeseen numerical solution instabilities or 

simulation artifacts resulting from the higher energy waveforms, results are anticipated to be 

completed for the Q1 Quarterly Report for Year 4. 

Figure 48 The biomechanical loading evaluation – the impulse effect. Double ICP and carotid artery pressure 

sensors were used to measure the pressures of rats exposed to the “low impulse” (with nominal BOP of: A. 130, 

B. 180, and C. 230 kPa) or “high impulse” (nominal BOP: D. 130 kPa, and E. 180 kPa). The durations in each 

group are illustrated.
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What opportunities for training and professional development has the project provided? 

How were the results disseminated to communities of interest?   

Similarly, to previous years, a group of undergraduate students participated in projects developed as 

sub-sections of the project. Undergraduate students worked in the capacity of 20 hours per week under 

the supervision of graduate students, laboratory technicians, and senior researchers. Students gained 

practical knowledge of the techniques used in the characterization of blast TBI: 1) biochemistry: brain 

sectioning, immunostaining, and Western blot, 2) pressure measurements and 3) computer simulations: 

development of 3D models and hands on experience with FEM software, as well as analytical techniques 

used in these research areas. Results were presented during poster session on July 27, 2018, as a part 

of 11th International Undergraduate Summer Symposium organized by NJIT. The following students 

participated in the Undergraduate Summer Experience: Swathi Pavuluri, Sushni Mukkamalla, Waleed 

Mujib, Ajay Gandhi, Sainithin Kuntakukkala, Aayush Verma, Rahul Shah, Kaylah Ruiz, Dhruv Patel, 

Shahbaz Choudry, and Osama Mahgob

• Manuscripts:

1. KV Rama Rao, S. Iring, D. Younger, M. Kuriakose, M. Skotak, E. Alay, R. K. Gupta, and N. 

Chandra. "A Single Primary Blast-Induced Traumatic Brain Injury in a Rodent Model Causes 

Cell-Type Dependent Increase in Nicotinamide Adenine Dinucleotide Phosphate Oxidase 

Isoforms in Vulnerable Brain Regions." Journal of neurotrauma 35, (2018) 2077-2090.

2. M. Skotak, E. Alay, and N. Chandra. "On the accurate Determination of shock Wave Time-

Pressure Profile in the experimental Models of Blast-induced neurotrauma." Frontiers in 

neurology 9 (2018) 52.

3. M. Kuriakose, KV. Rama Rao, D. Younger, and N. Chandra. "Temporal and Spatial Effects of 

Blast Overpressure on Blood-Brain Barrier Permeability in Traumatic Brain Injury." Scientific 

reports 8, 1 (2018) 8681.

4. G. Ordek, A.S. Asan, E. Cetinkaya, M. Skotak, V. R. Kakulavarapu, N. Chandra, and M. Sahin. 

"Electrophysiological Correlates of Blast-Wave Induced Cerebellar Injury." Scientific Reports 

8, (2018) 13633.

5. Daniel Younger, M. Murugan, KV Ramarao, L.-J. Wu, and N. Chandra, “Microglia Receptors 

in Traumatic Brain Injury”, Molecular Neurobiology, accepted.

• Conference presentations; see section 6. Products.
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What do you plan to do during the next reporting period to accomplish the goals?  

In the year 4 of the project, we are planning to complete the examination of the protein changes 

related to the effect of impulse. We collected brain samples, and the results of the analysis will 

be reported in the following quarterly reports.

The focus of the research effort for year 4 deliverables is the development of the interspecies 

scaling laws. We have established the foundation for the numerical simulations (rat and human 

3D models, ICP measurements for the rat), and will supplement these with the experimental 

data using post-mortem human specimen (PMHS). We will conduct blast exposure using PMHS 

heads mounted on Hybrid III mechanical necks. The intracranial space of PMHS heads will be 

backfilled with ballistic gel, which is a validated surrogate material for human brain considering 

similarities in acoustic properties of the brain and ballistic gel. Brain surrogate is needed to replace 

the brain tissue damaged because of autolysis progressing post-mortem rapidly. 

The PMHS specimens will be instrumented to measure surface reflected pressure, surface 

deformation using strain gauges, and ICP. Each specimen will be exposed at least three times (n=3) 

at a single specified incident peak overpressure, and for a given condition at least three different 

pressures will be used.
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4. IMPACT

What was the impact on the development of the principal discipline(s) of the project?   

What was the impact on technology transfer?

What was the impact on other disciplines?

1. Computational models of bTBI require a robust definition of the constitutive material models of biological 

tissues, which are difficult to characterize, leading to a range of values reported in literature that span multiple 

orders of magnitude. We systematically evaluated the sensitivity of the intracranial pressure (ICP) and 

maximum principal strain to variations in the material model of the brain through a combined computational 

and experimental approach. A FEM model of a rat was created to simulate an experimental shock wave 

exposure. The time-independent and time-dependent properties of the brain were parametrically varied. An 

effective long-term bulk modulus values of 80 MPa exhibited the best match with experimental measurements 

of ICP. This work will establish a validated set of material properties and aid the development of numerical 

models where experimental validation is not available and serve as a basis for the development of interspecies 

scaling laws.

2. We identified piezoelectric pressure sensors are susceptible to electrostatic interference. These piezoelectric 

sensors (e.g. PCB 134A24) are widely used in the field and shock tube testing to measure the pressure 

experienced by animal models, and when exposed to electrostatic charges inherent to shock wave report 

erroneous pressure values. Manufacturers of these sensors were unaware of this effect in spite of decades of 

development and their own shock tube testing. These findings are summarized in the paper published in 

Frontiers of Neurology (M. Skotak, E. Alay, N. Chandra, Front. Neurol. 9:52. (2018), doi: 

10.3389/fneur.2018.00052), which also serves as a guideline how to avoid pitfalls in pressure measurements 

while conducting shock tube testing. The follow up manuscript is in preparation, which will demonstrate 

quantitative effects associated with electrostatic interference on accuracy of reported pressure. In a nutshell, 

while peak pressures are mostly unaffected, the duration and impulse are decreased by a factor of 30% to 50%.

3. The effect of impulse on survival and brain pathology. We demonstrated for the first time the control over the 

impulse at arbitrarily chosen fixed peak overpressure (year 3 contribution). We performed a series of 

calibration tests which permit generation of shock waves with Friedlander waveform at fixed BOP and various 

impulse. Our data indicate that at 180 kPa and 230 kPa BOP at high impulse results in 20% and 80% mortality 

rate, respectively, while mortality rates are nearly 0% at these BOPs and low impulse. The impulse is an 

important parameter of the etiology of bTBI, and it is nearly neglected by research community, i.e. there are

no reports investigating effects associated with impulse in the recent literature. More importantly, impulse 

values are only rarely reported. We have screened a pool of 100 papers selected from existing literature on 

animal and in vitro models of bTBI covering the last 20 years of research to identify reporting standards 

regarding shock wave parameters. This survey gives an overview and revealed the following trends: in most 

of the published work (97%), peak overpressure is reported as the most important parameter (see Table S1 in 

Supplementary Material in M. Skotak, E. Alay, N. Chandra, Front. Neurol. 9:52. (2018), doi: 

10.3389/fneur.2018.00052). Interestingly, little attention is devoted to other characteristics of the shock wave 

waveform: the duration (51%), impulse (18%), the sampling frequency (46%).

We noted blast gauges used to monitor low-level blast exposure in training are susceptible to similar artifacts like 

commercially available pressure sensors. Those artifacts result in underreporting of peak overpressure and impulse 

values by the quantification algorithm embedded in the blast gauge software. We shared our expertise in this area 

with the team WRAIR team lead by Dr. Kamimori (personal communication and white paper), which helped 

improve the quality of the data collected in their studies.

Nothing to report.
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What was the impact on society beyond science and technology?

Nothing to report.
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5. CHANGES/PROBLEMS

The Project Director/Principal Investigator (PD/PI) is reminded that the recipient organization is 

required to obtain prior written approval from the awarding agency Grants Officer whenever 

there are significant changes in the project or its direction.  If not previously reported in writing, 

provide the following additional information or state, “Nothing to Report,” if applicable:

Changes in approach and reasons for change 

Actual or anticipated problems or delays and actions or plans to resolve them

Describe problems or delays encountered during the reporting period and actions or plans to 

resolve them.

Changes that had a significant impact on expenditures

Describe changes during the reporting period that may have had a significant impact on 

expenditures, for example, delays in hiring staff or favorable developments that enable meeting 

objectives at less cost than anticipated.

Significant changes in use or care of human subjects, vertebrate animals, biohazards, 

and/or select agents

Describe significant deviations, unexpected outcomes, or changes in approved protocols for the 

use or care of human subjects, vertebrate animals, biohazards, and/or select agents during the 

reporting period.  If required, were these changes approved by the applicable institution 

committee (or equivalent) and reported to the agency?  Also specify the applicable Institutional 

Review Board/Institutional Animal Care and Use Committee approval dates.

Significant changes in use or care of human subjects

Nothing to Report.

None. 

A modification to year 4 use of human skull instead of PMHS was requested for 

increasing the total number of experiments and better scientific correlation with 

animal data. The request was denied.

None.
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Significant changes in use or care of vertebrate animals.

Significant changes in use of biohazards and/or select agents

None.

None.
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6. PRODUCTS

List any products resulting from the project during the reporting period.  If there is nothing to 

report under a particular item, state “Nothing to Report.”

• Publications, conference papers, and presentations   

Report only the major publication(s) resulting from the work under this award.  

Journal publications (all published):

Books or other non-periodical, one-time publications.

1. KV Rama Rao, S. Iring, D. Younger, M. Kuriakose, M. Skotak, E. Alay, R. K. Gupta, and 

N. Chandra. "A Single Primary Blast-Induced Traumatic Brain Injury in a Rodent Model 

Causes Cell-Type Dependent Increase in Nicotinamide Adenine Dinucleotide Phosphate 

Oxidase Isoforms in Vulnerable Brain Regions." Journal of neurotrauma 35, (2018) 2077-

2090.

2. M. Skotak, E. Alay, and N. Chandra. "On the accurate Determination of shock Wave 

Time-Pressure Profile in the experimental Models of Blast-induced neurotrauma." 

Frontiers in neurology 9 (2018) 52.

3. M. Kuriakose, KV. Rama Rao, D. Younger, and N. Chandra. "Temporal and Spatial 

Effects of Blast Overpressure on Blood-Brain Barrier Permeability in Traumatic Brain 

Injury." Scientific reports 8, 1 (2018) 8681.

4. G. Ordek, A.S. Asan, E. Cetinkaya, M. Skotak, V. R. Kakulavarapu, N. Chandra, and M.

Sahin. "Electrophysiological Correlates of Blast-Wave Induced Cerebellar Injury." 

Scientific Reports 8, (2018) 13633.

5. Daniel Younger, M. Murugan, KV Ramarao, L.-J. Wu, and N. Chandra, “Microglia 

Receptors in Traumatic Brain Injury”, Molecular Neurobiology, accepted.

Nothing to Report.
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Other publications, conference papers, and presentations.

Conference presentations:
1. Neuroscience 2017, the Society for Neuroscience Annual Meeting, Washington D.C, November 11-15, 2017:

a. Namas Chandra, KV RamaRao, Stephanie Iring, Daniel Younger, Aswati Aravind, Bryan Pfister, 

Matthew Kuriakose, Maciej Skotak, “Blast-Induced Traumatic Brain Injury Displays a Unique Pattern 

of Spatial Neuropathology” Session 392: 07102-1982.

b. Aswati Aravind, Pfister BJ, Kakulavarapu V. Rama Rao, Mathew Long, Namas Chandra, 

“Characterization of Combined Model of Blast and Blunt” Session 141: 141.01-CC1.

2. 5th National Symposium on Shockwaves, Chandigarh, India, February 26-28, 2018

a. Poonam Rana, Rama Rao V. Kakulavarapu, Matthew Kuriakose, Subash Khushu2 Richa Trivedi, Raj 

Gupta, Namas Chandra “Experimental Model of Blast Shows Whole-brain and Regional Variations in 

Histopathology and Metabolomics profile”.

b. Richa Trivedi, Priyanka Sharma, Maria M D’souza, Namas Chandra, Subash Khushu, Raj K Gupta, 

Ajay K Singh “Altered Diffusion Indices of the Rat Brain Parenchyma after Mild Blast Induced 

Traumatic Neurotrauma (BINT)”.

c. Molly Townsend, Priyanka Sharma, Maciej Skotak, Ajay Kumar Singh, Maria D’Souza Subhash 

Khushu, Raj Gupta and Namas Chandra “Validation of a compressed-gas driven shocktube against free-

field shocks and a computational model”.

d. Maria M D’Souza, Richa Trivedi, Amit Bagchi, Namas Chandra, Raj Gupta, Subhash 

Khushu, and Ajay Kumar Singh “Role of Advanced Imaging Methods in Mild Traumatic Brain Injury”.

e. Namas Chandra, Ajay K Singh, Subash Khushu and Raj Gupta. “Blast Induced Neurotrauma-

Current state of clinical and experimental progress”.

3. Military Health Sciences Research Symposium, Kissimmee, FL, August 20-23, 2018: 

a. Daniel Younger, Rama Rao V. Kakulavarapu, Arunreddy Ravula, Namas Chandra “Microglia 

Interaction with Blood Brain Barrier following Blast TBI: Role of Inflammasome”.

b. Matthew Kuriakose, Rama Rao V. Kakulavarapu, Namas Chandra “Synergistic Role of Oxidative Stress 

and Blood Brain Barrier Permeability as Potential as Potential Mechanisms in Blast-induced 

Neurotrauma”.

c. Molly Townsend, Maciej Skotak, Namas Chandra, “Computational and Experimental Methods to 

Understand Traumatic Brain Injury Mechanisms”.

4. Institute of Brain and Neuroscience Research, Graduate Student/Post-Doctoral Showcase, NJIT Newark, March 

29, 2018:

a. Debrina Roy, Molly Townsend, Maciej Skotak, Namas Chandra, “Development, Convergence, and 

Validation of a Rat Finite Element Model Applicable to the Investigation of Blast-Induced Traumatic 

Brain Injury”.

b. Molly Townsend, Namas Chandra, “The limitations of a modeling shockwave development in a 

shocktube using commercially available finite element tools”.

c. Madhuvika Murugan, Vijayalakshimi Santhakumar, Namas Chandra “Mechanisms underlying 

epileptogenisis following blast induced traumatic brain injury in rat model”.

5. The 3rd Annual Rutgers Brain Health Institute Symposium, Raritan Valley College, Branchburg, NJ, December 

1, 2017:

a. Madhuvika Murugan, Bogumila Swietek, Vijayalakshmi Santhakumar, Namas Chandra “Mechanisms 

underlying epileptogenesis following blast induced traumatic brain injury in rat model”.

b. Madhuvika Murugan, Daniel Younger, Maciej Skotak, Rama Rao, Bryan Pfister, Namas

Chandra “Blast and brain injury research at the Center for Injury Biomechanics materials and medicine 

at NJIT”.

6. Mid Atlantic Brain Symposium, Piscataway, NJ, April 17, 2018: 

a. Madhuvika Murugan, Maciej Skotak, K.V. Rama Rao, Molly Townsend, Bryan Pfister, Namas Chandra 

“Multidisciplinary Approach to Understand the Pathology of Blast induced Traumatic Brain Injury”.

7. Biomedical Engineering Society Annual Meeting, Phoenix, AZ, October 11-14, 2017:

a. N. Chandra, K.V. Rama Rao, S. Iring, D. Younger, A. Aravind, B. Pfister, M. Skotak, “Blast-induced 

Traumatic Brain Injury Displays a Unique Pattern of Spatial Resolution of Brain NADPH oxidase”.

b. A. Asan, G. Ordek, E. Cetinkaya, V. Kakulavarapu, M. Skotak, N. Chandra, M. Sahin, „Assessment of 

Cerebellar Injury in Rats Using Evoked Potentials and a Behavioral Task”.

8. 2017 International State of the Science Meeting, Arlington, VA, March 12-14, 2018:

a. Namas Chandra, Rama Rao V. Kakulavarapu, Maciej Skotak, and Matthew Kuriakose, “Blood-brain 

barrier permeability is a sensitive neurological marker for single and repeated occupational low-level 

blast exposures in a rodent model”.
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• Website(s) or other Internet site(s)

List the URL for any Internet site(s) that disseminates the results of the research 

activities.  A short description of each site should be provided.  It is not necessary to 

include the publications already specified above in this section.

• Technologies or techniques

Identify technologies or techniques that resulted from the research activities. In addition 

to a description of the technologies or techniques, describe how they will be shared.

• Inventions, patent applications, and/or licenses

Identify inventions, patent applications with date, and/or licenses that have resulted from 

the research.  State whether an application is provisional or non-provisional and indicate 

the application number.  Submission of this information as part of an interim research 

performance progress report is not a substitute for any other invention reporting 

required under the terms and conditions of an award.

Nothing to Report.

Nothing to Report.
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• Other Products  

What individuals have worked on the project?

Provide the following information for: (1) PDs/PIs; and (2) each person who has worked at least 

one-person month per year on the project during the reporting period, regardless of the source 

of compensation (a person month equals approximately 160 hours of effort). If information is 

unchanged from a previous submission, provide the name only and indicate “no change.”

Name: Namas Chandra

Project Role: PI/PD

Researcher Identifier:

Nearest person month worked: 2

Contribution to Project: Design of the research, data interpretation

Name: Maciej Skotak

Project Role: Research Scientist

Researcher Identifier: 0000-0003-2584-7294

Nearest person month worked: 6

Contribution to Project: Exposure of animals, supervision of students & staff, data analysis,

proteomics, manuscript and report preparation

Name: RamaRao Venkata Kakulavarapu

Project Role: Research Scientist

Researcher Identifier:

Nearest person month worked: 6

Contribution to Project: Overseeing of biochemistry analysis, supervision of students and 

staff, manuscript and report preparation

Name: Molly Townsend

Project Role: Research Scientist

Researcher Identifier:

Nearest person month worked: 6

Contribution to Project: Development of the rat model, shock tube numerical simulations, 

data analysis, supervision of students

Nothing to Report.

Nothing to Report.
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Name: Eren Alay

Project Role: Laboratory technician 

Researcher Identifier:

Nearest person month worked: 6

Contribution to Project: Assistance with exposure of animals, shock wave experimentation, 

data analysis and quantification

Name: Sudeepto Kahali

Project Role: Graduate student

Researcher Identifier:

Nearest person month worked: 3

Contribution to Project: Development of the rat model, shock tube numerical simulations

Name: Ravula Arun Reddy

Project Role: Graduate student

Researcher Identifier:

Nearest person month worked: 4

Contribution to Project: Biochemical analysis, staining of brain sections

Name: Matthew Kuriakose

Project Role: Graduate Student

Researcher Identifier:

Nearest person month worked: 6

Contribution to Project: Assistance with shock wave experimentation, exposure of animals, 

biochemistry work, data analysis, manuscript preparation

Name: Daniel Younger

Project Role: Graduate Student

Researcher Identifier:

Nearest person month worked: 6

Contribution to Project: Assistance with shock wave experimentation, exposure of animals, 

biochemistry work, data analysis, manuscript preparation

Name: Smit Shah

Project Role: Graduate student

Researcher Identifier:

Nearest person month worked: 3

Contribution to Project: Western blot, immunohistochemistry, ELISA, sectioning of brain 

sections, data quantification

Name: Sainithin Kuntakukkala

Project Role: Graduate student

Researcher Identifier:

Nearest person month worked: 4
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Contribution to Project: Western blot, immunohistochemistry, sectioning of brain sections, 

data quantification

Name: Ryan Rattazzi

Project Role: Undergraduate student 

Researcher Identifier:

Nearest person month worked: 2

Contribution to Project: Assistance with shock tube experiments, data analysis

Name: George Fahmy

Project Role: Undergraduate student 

Researcher Identifier:

Nearest person month worked: 1

Contribution to Project: Assistance with shock tube experiments, data analysis

Name: Rahul Shah

Project Role: Undergraduate student

Researcher Identifier:

Nearest person month worked: 2

Contribution to Project: Development of the rat model, shock tube numerical simulations

Has there been a change in the active other support of the PD/PI(s) or senior/key personnel 

since the last reporting period?

If there is nothing significant to report during this reporting period, state “Nothing to Report.”

If the active support has changed for the PD/PI(s) or senior/key personnel, then describe what 

the change has been.  Changes may occur, for example, if a previously active grant has closed 

and/or if a previously pending grant is now active.  Annotate this information so it is clear what 

has changed from the previous submission.  Submission of other support information is not 

necessary for pending changes or for changes in the level of effort for active support reported 

previously.  The awarding agency may require prior written approval if a change in active other 

support significantly impacts the effort on the project that is the subject of the project report.

What other organizations were involved as partners?   

No.

Nothing to Report.
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7. SPECIAL REPORTING REQUIREMENTS

COLLABORATIVE AWARDS:  For collaborative awards, independent reports are required 

from BOTH the Initiating PI and the Collaborating/Partnering PI. A duplicative report is 

acceptable; however, tasks shall be clearly marked with the responsible PI and research site. A 

report shall be submitted to https://ers.amedd.army.mil for each unique award.

QUAD CHARTS:  If applicable, the Quad Chart (available on https://www.usamraa.army.mil) 

should be updated and submitted with attachments.

https://ers.amedd.army.mil/
https://www.usamraa.army.mil/
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8. APPENDICES



Primary Blast Injury Criteria for Animal/Human TBI Models using Field Validated Shock Tubes
14059001

W81XWH-15-1-0303 

PI:  Namas Chandra Org:  New Jersey Institute of Technology            Award Amount: 3,330,279

Study/Product Aim(s)
• Shock tube calibration to establish control over shock wave 
characteristics
• Develop master impulse dose-response curve 
• Evaluat the biomechanical loading in the rat brain caused by the 
extended impulse
• Characterize the protein changes associated with exposure to 
the short and long impulse

Approach

We established the low impulse and high impulse curves, and six nominal
BOP-impulse combinations were selected for further tests: 1) 130 kPa-
220 Pa·s, 2) 130 kPa-440 Pa·s, 3) 180 kPa-330 Pa·s, 4) 180 kPa-720
Pa·s, 5) 230 kPa-450 Pa·s, and 6) 230 kPa-1100 Pa·s. Biomechanical
loading was established via ICP measurements at these conditions. The
mortality increased significantly at high-impulse blast compared to low-
impulse based on the dose-response model data. The analysis of the
proteome in the low- and high-impulse groups is currently ongoing.

Goals/Milestones (3 years only)

CY16 Goal: Develop Master Dose Response Curves for 10 w/o SD rats

 Evaluate Mortality & Biomechanical Loading in Wide Range of BOP

 Determine Biomechanical Loading of Rat Brain in Simulated Blast 

 Numerical Simulation of Brain Injury

CY17 Goal: Assess Pathologies of bTBI 24 hours After Exposure

 Evaluate the Lung Injuries Caused by Blast Exposure

 Assess Oxidative/Nitrosative Stress, BBB Damage and Inflammation

 Evaluate Alterations in Brain Proteome After Primary Blast Exposure 

CY18 Goal: Effect of Blast Impulse on Master Dose-Response Curve

 Establish Master Impulse Dose-Response Curve at Three BOPs

 Protein Expression Due to Changes in Blast Impulse

 Effect of Changes in Impulse on Loading in the Rat Brain

Comments/Challenges/Issues/Concerns

• Timeline change: N/A.  

• Spending change: N/A.

Budget Expenditure to Date

Projected Expenditure: 100%

Actual Expenditure:  90%
Updated: September 15th, 2018

Timeline and Cost

Activities                       CY    16 17 18 19

Master dose response curves

Estimated Budget ($K) $1,064 $728 $773 $764

Assess mild-moderate bTBI

Effect of impulse on master curves

Establish HIC for bTBI (x-species)

Accomplishment: The BOP-impulse calibration: A. curves used for development of the master 

impulse dose-response curves and biomechanical evaluation. Representative curves illustrating 

controlled variable impulse at three nominal BOPs: B. 130 kPa, C. 180 kPa and D. 230 kPa.
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Measurement issues leading to the acquisition of artifact-free shock wave pressure-time 
profiles are discussed. We address the importance of in-house sensor calibration and 
data acquisition sampling rate. Sensor calibration takes into account possible differences 
between calibration methodology in a manufacturing facility, and those used in the spe-
cific laboratory. We found in-house calibration factors of brand new sensors differ by less 
than 10% from their manufacturer supplied data. Larger differences were noticeable for 
sensors that have been used for hundreds of experiments and were as high as 30% for 
sensors close to the end of their useful lifetime. These observations were despite the fact 
that typical overpressures in our experiments do not exceed 50 psi for sensors that are 
rated at 1,000 psi maximum pressure. We demonstrate that sampling rate of 1,000 kHz 
is necessary to capture the correct rise time values, but there were no statistically signif-
icant differences between peak overpressure and impulse values for low-intensity shock 
waves (Mach number <2) at lower rates. We discuss two sources of experimental errors 
originating from mechanical vibration and electromagnetic interference on the quality of a 
waveform recorded using state-of-the-art high-frequency pressure sensors. The imple-
mentation of preventive measures, pressure acquisition artifacts, and data interpretation 
with examples, are provided in this paper that will help the community at large to avoid 
these mistakes. In order to facilitate inter-laboratory data comparison, common reporting 
standards should be developed by the blast TBI research community. We noticed the 
majority of published literature on the subject limits reporting to peak overpressure; with 
much less attention directed toward other important parameters, i.e., duration, impulse, 
and dynamic pressure. These parameters should be included as a mandatory require-
ment in publications so the results can be properly compared with others.

Keywords: shock wave, shock tube, peak overpressure, impulse, sampling frequency, electrostatic charges, 
baseline drift

inTrODUcTiOn

The blast-induced traumatic brain injury (bTBI) is a signature “invisible wound” among active 
military personnel partaking in war theaters in Iraq and Afghanistan (1–3). Specifically, the mild TBI 
(mTBI) remains an important public health problem: 2000–2016 period, the Department of Defense 
reported more than 360,000 cases of combat- and non-combat-related head injuries of which 82.4% 
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were mTBI (4, 5). A recent analysis of literature related to studies 
performed on veterans returning from deployment indicates the 
“at least half of the TBIs related to the wars in Iraq and Afghanistan 
appears to be blast related” (6). Human studies provide an array 
of health outcomes associated with mTBI, ranging from anxiety, 
depression, post-traumatic stress disorder, and post-concussive 
symptoms (7), but it is difficult to correlate precisely these symp-
toms with exposure to blast without knowledge about levels and 
frequency of exposure. This situation was partially ameliorated 
by the deployment of Blast Gauge™ system (8), which aids in the 
retrieval of this crucial information about overpressure “dosage” 
(a waveform exceeding the predefined threshold is recorded with 
100 kHz sampling frequency) and in turn, allows reconstruction 
of specific incidents involving blasts (9). A large amount of col-
lected data, issues with data interpretation and lack of associated 
medical history has inhibited the development of correlations 
between exposure levels with outcomes (10).

Animal models are, thus used to gain an insight into etiology 
of brain trauma and to study underlying molecular mechanism. 
The success of these studies in bTBI research area relies on a 
number of factors, and the two chief ones are: (1) appropriate 
exposure condition, equivalent to those experienced in the field 
and (2) proper animal restraint to eliminate injuries other than 
those classified as primary bTBI (exposure to shock wave only) 
(11, 12). In the laboratory setting, the shock tubes are used to re-
create bTBI etiology in animal models (13–15). The importance 
of animal location on the characteristics of the loading conditions 
has been recently demonstrated (16): in general, animals mounted 
for testing inside of the shock tube are exposed to shock wave 
resulting in primary blast TBI (17). Animal models tested inside 
experience a higher level of loading caused by static pressure, 
simply because higher peak overpressures and durations can be 
achieved inside when compared with the outside. This difference 
is demonstrated in reported durations in the published literature 
where unlike inside the shock tube, overpressure durations longer 
than 2  ms have not been reported outside of the shock tube 
(18–22). Furthermore, acceleration of the rodent head, and body 
caused by dynamic pressure (jet effect) of expanding shock wave 
(classified as tertiary blast injury) are characterized by increased 
level of injury compared with primary blast TBI (23).

The distinction between primary and other types of TBI is 
important to allow comparison of results between laboratories. 
However, this comparison will not be complete if shock wave-
associated parameters are not measured and disclosed in the 
reports. We have screened a pool of 100 papers selected from 
existing literature on animal and in vitro models of bTBI cover-
ing the last 20 years of research to identify reporting standards 
regarding shock wave parameters. This survey gives an overview 
and revealed the following trends: in a majority of the published 
work (97%), peak overpressure is reported as the most important 
parameter (see Table S1 in Supplementary Material for details). 
Interestingly, little attention is devoted to other characteristics of 
the shock wave waveform: the duration (51%), impulse (18%), 
the sampling frequency (46%), and finally the rise time, which 
is essentially neglected (2%). Only in very few papers, all four 
of these parameters were provided (20, 24–27), including or not 
sampling rates used in these studies.

In this paper, we discuss issues related to overpressure meas-
urements: the importance of pressure transducer calibration, 
the effect of sampling frequency on the quantification of shock 
waveform characteristics, and preventive measures to avoid 
signal corruption. Electromagnetic interference and mechanical 
vibration are two aggravating factors that lead to an acquisition  
of incorrect waveforms with exaggerated peak overpressure val-
ues and baseline drifts, which might lead to erroneous duration 
and impulse values. We present preventive measures, which are 
illustrated with examples of experimental data.

MaTerials anD MeThODs

The shock Tubes
Both large (28-inch square cross section) and small (9-inch 
square cross section) scale shock tubes at the New Jersey Institute 
of Technology have modular design and the following character-
istics (Figure 1): (1) adjustable volume breech, (2) variable length 
transition section, (3) the 6 m long test section, equipped with 
bullet-proof glass windows for high-speed video observation of 
the specimen during the shock wave exposure, and (4) the reflec-
tor end-plate. In all experiments described in this contribution, 
the compressed helium was filled into the fixed volume breech, 
which is separated from the main body of the shock tube by  
Mylar membranes [for a detailed description of the principles of 
operation an informed reader is referred to Ref. (28, 29)].

Overpressure Measurement
A series of pressure sensors distributed along the length of 
the shock tube was used to measure pressure-time profiles of 
incident shock wave (Figure  1B) (28). The incident pressure 
was measured using high-frequency Tourmaline pressure 
transducers model 134A24 (1,000 psi maximum pressure, reso-
nant frequency ≥1,500 kHz, 0.2 µs rise time, PCB Piezotronics, 
Depew, NY, USA). These sensors use 402 charge amplifiers, 
which are connected in series with pressure transducers via 
3-inch-long low-noise cable with 10–32 coaxial jacks. In 
headform exposure experiments, we used high-frequency 
ICP® model 102B06 pressure transducers (500 psi maximum 
pressure, resonant frequency ≥500 kHz, and ≤1.0 µs rise time, 
PCB Piezotronics, Depew, NY, USA). All data were recorded 
at 1.0  MHz sampling frequency, and the typical acquisition 
time ranged from 50 to 200 ms. The 134A series sensors have 
1/2–20 thread and require mounting holes of larger diameter; 
we used 5/8–18 tapped threaded holes, which are blinded with 
appropriate screws when not in use. Sensors are mounted in 
0.25-inch thick steel brackets with rubber feet to prevent the 
transfer of the vibrations from the shock tube wall. Brackets 
with sensors are clamped to the shock tube wall, which prevents 
their displacement by pressure during shock wave experiments 
(Figure  1A, inset). There are 11 pressure sensor mounting 
openings in the shock tube designated as An, Bn, Cn, or Dn, 
depending on which module of the shock tube these sensors are 
located, where the number n = 1, 2, 3,… indicates the consecu-
tive sensor count for that specific module (Figure 1B). There 
are an additional nine ports in the test section located in the 
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FigUre 1 | The 9-inches square cross section shock tube: the rear view with the reflector plate and sensor brackets distributed along the shock tube (a). The inset 
depicts PCB 134A24 sensor (connected via 3 in long low-noise cable to a series 402 charge amplifier) in the modified sensor mounting system with rubberized 
brackets and steel clamps preventing vertical movement of the sensor caused by the pressure of the passing shock wave. Schematic representation of the shock 
tube with sensor labeling and sensor distances from the membrane mounting port in the breech (B). Only ports used in experiments described therein are indicated 
in the diagram.

3

Skotak et al. Pressure Measurements in Blast TBI

Frontiers in Neurology | www.frontiersin.org February 2018 | Volume 9 | Article 52

C module of the shock tube and denoted as Tn (for n = 1–9). 
Typically, only six to seven sensors are used at the same time to 
capture a representative snapshot of the evolution of the shock 
wave profile.

Pressure sensor calibration
Pressure sensor calibration methodology developed in our lab 
relies on the measurement of the shock wave velocity which is 
related to the overpressure using Rankine–Hugoniot relationship:

 
∆P

M Pi at

i

=
−( )2 1 2γ
γ

,
 

(1)

where ΔP—overpressure, M—Mach number, γi—specific 
heat ratio (1.4 for nitrogen, 1.66 for helium), Pat—atmospheric 
pressure.

Typically, an array of seven sensors is mounted in a straight-
line along the shock tube axis spanning the distance of 10 inches 
(first to last, Figure 2A). Sensors are mounted using tapped holes 
in a single steel plate and mounted in the test section and the plate 
is secured in place using clamps, to prevent vertical displacement. 
This is an important precaution for accurate measurement of the 
sensor output (in volts) which is used to calculate calibration 
constant. The shock wave velocity is calculated based on the 
arrival time between sensors and typically a combination of 21 
measurements is used. The average velocity is used to calculate 
corresponding experimental overpressure, ΔP from Eq.  1. The 
voltage output from the sensor divided by ΔP gives calibration 
factor.

electrostatic interference
The baseline drift caused by electrostatic charges was recorded 
using six pressure sensors (PCB 134A24) distributed along the 
9-inch cross section shock tube. Silicone grease (Dow Corning, 
four Electrical Insulating Grease, McMaster-Carr, cat. no. 
1204K12) was purchased and applied to the sensing surface of 
the sensors to eliminate the baseline drift.

The electrostatic charges leaking into the data acquisition 
system were observed in experiments with the headform instru-
mented with 10 PCB 102B06 sensors. These sensors are mounted 
flush with the surface of the headform and signal cabling is 
extending from the interior of the headform through the metal-
lic plate (base), the neck and then is lead on the outside of the 
shock tube. We have routinely observed signal corruption in the 
event of compromised electrical insulation of the coaxial signal 
cable caused by shock wave impact and loosening of connector nut. 
This was also investigated using a dummy sensor setup. Briefly, a  
1/4-inch stainless steel tubing was insulated with electrical insula-
tion tape and inserted in the bolt. The entire assembly was mounted 
in the A3 port in the shock tube (Figure S1 in Supplementary 
Material), and connected to the data acquisition system.

The effect of sampling Frequency
The effect of sampling frequency on characteristic parameters of 
the shock wave was evaluated using three sampling frequencies: 
10, 100, and 1,000 kHz (Figure 3). A single sampling frequency 
was set in the DAQ and all experiments were performed using 
a single shock wave with a nominal intensity of 130 kPa in the 
test section (T4 sensor, Figure 1B). All tests were repeated four 
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FigUre 2 | An array of seven pressure transducers (PCB 134A24) mounted on a plate in the test section and ready for calibration shots (a). The plate is protected 
against vertical displacement using two clamps with rubber padding. Comparison of the factory calibration factors and those obtained using experiments performed 
in-house (B). Data for sensors with long experimental life are outlined with a black rectangle (sensor nos. 1–8). Discrepancies in calibration factor values of below 5% 
were noted for brand new sensors (sensor nos. 9–18). Pressure transducers are connected via 3 in long low-noise cable to the charge amplifier via 10–32 jacks, 
and then via long low-noise cable to the data acquisition system.
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times and the signal was recorded by six pressure sensors located 
along the shock tube. A total of 72 waveforms was analyzed 
(3 × 4 × 6 = 72), which included quantification of peak overpres-
sure, rise time, duration, and impulse.

sensor Misalignment
The effect of sensor misalignment with respect to the shock tube 
wall on the pressure profile was tested using sensor located in a 
T4 position in two configurations: (1) sensor was protruding by 
0.25 inch into the shock tube and (2) sensor was receded from 
the flush position by 0.25 inch. A single shock wave with 130 kPa 
nominal peak overpressure was generated and compared with an 
adjacent sensor (denoted as T1, located five inches downstream 
of the T4 sensor). All measurements were repeated four times and 
peak overpressure was quantified.

statistical analysis
Data from experiments performed at different experimental 
conditions were pooled together and checked for normality 
using Ryan–Joiner test (similar to Shapiro–Wilk) in Minitab 
17.0 (Minitab Inc., State College, PA, USA). Then a multiple 
comparison two-tailed t-test (statistical significance threshold 
was set at p < 0.05) was performed with Bonferroni correction 
on data for evaluation of the effect of sampling frequency and 
sensor misalignment. All data are presented as a mean and SD.

resUlTs anD DiscUssiOn

sensor calibration
The accurate measurements of shock waves rely solely on the 
characteristics of the sensing element in the pressure transducer, 
appropriate calibration, and sampling frequency [details of pres-
sure profile evolution in the shock tube are discussed extensively 

in Ref. (28)]. Tourmaline is among the most popular materials 
employed as a sensing element in pressure transducers. Its piezo-
electric properties were recognized more than 80 years ago with 
some of the earliest publications on the subject issued in the early 
1930s (30), while its crystallographic structure was determined in 
the early 1950s of the twentieth century (31). This coincided with 
the extensive development work on pressure transducers (32). 
Typically, two pressure calibration methods can be employed 
in the manufacturing facility (33): (1) using Aronson pressure 
generator (34) and (2) in the shock tube. However, to check the 
characteristic frequency of the sensor and its rise time in response 
to shock loading, only a shock tube can be used since loading 
rates of Aronson’s apparatus are insufficient for this purpose.

Typically, sensor calibration performed in the factory estab-
lishes maximum pressure and linear dependency between the 
applied pressure and voltage output from the sensor. Standard 
parts and equipment used for this purpose are hardly ever 
replicated in the laboratory, particularly if long signal cables 
are used. The differences between factory calibration setup and 
instrumentation used in the laboratory have to be checked to 
account for possible discrepancies in sensor response caused 
by impedance and triboelectric effects associated with cabling 
of different length. The methodology used in our lab relies on 
the measurement of the shock wave velocity which is related 
to pressure using Rankine–Hugoniot relationship. Figure  2B 
presents the discrepancies between factory calibration factors, 
and those obtained using the procedure developed in-house. For 
brand new sensors (number 9–18), the discrepancies are less than 
7%; however, we must stress our method of calibration covers 
0–60 psi range, which lies within practical interest for studying 
of blast TBI. Older sensors (3 years old, after hundreds of expo-
sures), possibly due to wear and tear and some differences in 
manufacturing showed somewhat larger differences (sensitivity 
loss up to −10%) in calibration factors with two on the extreme 
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FigUre 3 | The effect of sampling frequency on the quality of shock wave pressure profiles. Representative pressure profiles recorded using a sampling frequency 
of 10 kHz (a), 100 kHz (B), and 1,000 kHz (c). Rise time values calculated from respective data sets depend strongly on the sampling frequency (D), while peak 
overpressure and impulse values are independent of the sampling frequency (e,F), for sampling frequencies used in this study. Statistical significance between 
respective groups is marked with asterisk (p < 0.05).
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end where the discrepancy was almost −40% (for sensors 1 and 
2 in Figure 2B). We have not observed any consistent trends in 
the calibration factor differences, and it would appear it is a case-
by-case occurrence. This observation, combined with a random 
occurrence of larger deviations in calibration factor values, neces-
sitates this type of sensor evaluation, and justifies the additional 
time spent on these tests. For new sensors, the calibration is thus 
recommended before routine use, while experimentally observed 
loss of sensitivity and history of particular sensor should dictate 
the need for additional calibration.

sampling rate
The sampling rate is an important experimental variable to 
capture the shape of the pressure profile. Since there are no 
universal measurement and reporting standards on shock wave 
parameters and data acquisition settings in the blast-induced 
neurotrauma (BINT) research field, a broad variety of sampling 
rates are typically reported, ranging from 10  kHz to 10  MHz  
(20, 24, 25, 28, 35–41). However, in a majority of publications, this 
parameter is omitted from reporting whatsoever, either because it 
was reported earlier in the original report on the characterization 
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FigUre 4 | The baseline drift recorded by seven PCB 134A24 pressure 
sensors distributed along the shock tube (see Figure 1 for details). The data 
were recorded at 1 MHz frequency for 1 s (1 million data points per channel) 
for a shock wave with a nominal intensity of 250 kPa (a T4 sensor located in 
the test section). The burst pressure was 5,309 kPa (770 psi) for this test 
while erroneous peak pressure is 5,360 kPa for sensor A3 located at 1.43 m 
distance from the breech. The inset illustrates the shock wave profiles and 
baseline drift within 7 ms time frame. Note unrealistic negative pressure levels 
of −150 kPa reported by sensors D2 and D4.
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of the blast generating device, or simply because it is treated as a 
trivial test parameter. Not only is the sampling frequency impor-
tant for capturing the shape of the pressure profile, it is also an 
important factor in optimizing the output file size, along with the 
number of recorded channels and acquisition time. Moreover, it 
is unknown what sampling frequencies are adequate to accurately 
capture the shock wave profile traveling at supersonic speeds.  
To address these questions and establish adequate thresholds, we 
have performed a series of experiments where three sampling 
frequencies were used: 10, 100, and 1,000  kHz (Figure  3). We 
used a single shock wave with a nominal intensity of 130 kPa in 
the test section (T4 sensor, Figure 1B). At first glance, there are 
no significant differences between the three sampling frequen-
cies (Figures 3A–C), but differences have become obvious after 
quantification of three basic shock wave characteristics: rise time, 
peak overpressure, and impulse. The most significant changes 
are with respect to the rise time (Figure 3D): only at 1,000 kHz 
sampling rate it is captured accurately. Note, that time resolution 
at this frequency is 1 µs which is adequate to capture rise times 
on the order of 4–5 µs which are typical for moderate intensity 
shock waves (Mach number below 2) based on our experience 
to date (28). Interestingly, sampling frequency as low as 10 kHz 
still allows accurate capture of peak overpressure and impulse 
values. This is simply because in this case, the shock wave with 
5-ms duration traveling at 400 m/s velocity is a 2-m long (head to 
tail) mass of compressed air traveling in the 6 m long shock tube. 
With this sampling frequency, 10 data points per millisecond will 
be captured resulting in 50 data points for the 5  ms duration, 
which appears adequate to capture pressure-time outline without 
significant errors. However, when shorter duration shock waves 
are of interest, i.e., below 1 ms, which is characteristic of shock 
waves generated outside the shock tube, the sampling frequency 
needs to be increased to more than 1 MHz (20, 41).

electrostatic interference
We have performed more than 7,000 tests during the longev-
ity of the shock wave testing laboratories at the University of 
Nebraska-Lincoln and then at New Jersey Institute of Technology. 
The shock tube walls have been painted to protect against rust-
ing, but the downside is the paint also diminished dissipation of 
static electricity generated by the propagating shock wave. The 
PCB 134A24 tourmaline sensors mounted on the walls of both 
shock tubes for measurements of incident pressure suffer from a 
severe baseline drift which occurs as early as 1 ms after the shock 
front passage (Figure 4). The pressure reading reaches unrealistic 
values depending on the location of the sensor: nearly 5,400 kPa 
for the A3 sensor, and below −100  kPa for the D2 and D4  
sensors; the unrealistic negative overpressure of less than 100 kPa 
are observed at 360 ms for sensors A3-T4. The maximum positive 
pressure for the A3 sensor is higher than burst pressure recorded 
for this test (5,200 kPa) and values of negative overpressure below 
−100 kPa are physically impossible to attain (vacuum pressure 
of outer space is below 10−7  kPa). These values demonstrate 
some other phenomenon is affecting pressure sensor readings. 
Considering extreme temperature variations on the order of 
hundreds of degrees are necessary to cause baseline drift in this 
class of pressure sensors, it leaves only electromagnetic radiation 

as the source of observed anomalous readings and baseline 
drifts. These baseline drifts while apparently not interfering with 
measurements of the shock front characteristics (rise time and 
peak overpressure) adversely affect the estimation of the shock 
wave duration and hence lead to the erroneous calculation of 
the impulse values. We have performed additional verification 
that the static electricity is associated with shock wave passage 
using a dummy sensor (Figure S1 in Supplementary Material). 
The voltage variations were observed and coincided with a shock 
wave initiation.

The PCB Tourmaline Pressure Bars series 134A24 high-
pressure, fast rise time sensors, with ranges up to 20,000 psi, 
are best suited for applications which require high-frequency 
measurements of the incident or reflected shock wave pressures 
like those found in studies of plasma physics and hypersonics. 
These sensors are factory protected against baseline drifts caused 
by high temperatures which exist near the epicenter of explo-
sions or other high-pressure phenomena where heat is generated  
(42, 43), by a layer of a thermal insulator like vinyl tape. This 
method of sensor protection has proven ineffective against the 
level of static electricity generated in our shock tubes. We decided 
to resort to another compound with similar electrical insulation 
properties, commercially available silicone grease. Application 
of a thin 2–3  mm layer on the sensing surface of the sensors 
prevents baseline drifts and other adverse effects associated with 
static electricity as illustrated by overpressure profiles presented 
in Figure 5. It is obvious the baseline drift is virtually eliminated 
with this method. Periodic inspection and reapplication of the 
grease is necessary in order to record high quality, repeatable 
shock wave pressure profiles.
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FigUre 5 | Baseline drift was eliminated with an aid of silicone insulator 
grease applied on the tip of the sensors. The baseline shows no signs of 
drifts toward positive or negative range over 200 ms of signal. Some baseline 
drift is observed for sensors T4 and C2, most likely due to gradual 
deterioration of silicone insulator layer caused by repeated exposure. The 
inset shows enlarged shock wave profiles recorded by six sensors for the 
nominal intensity of 250 kPa (T4 sensor).

FigUre 6 | Electrostatic interference caused by breach of signal line insulation: (a) high-frequency components (inset) can be removed even from relatively 
contaminated data set using low pass (or equivalent) filter and (B) in extreme cases electrostatic interference reaches such levels the experimental data cannot be 
salvaged. This type of interference can be dangerous also for signal conditioners and DAQ modules due to sudden surges of DC currents via signal cables.
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10-32 plug (PCB 002C10 low-noise cable) and then to the signal 
conditioner using a BNC connector via expansion terminal. 
Repeated exposure to the shock wave with 70–210 kPa intensity 
caused vibration of the headform which resulted in loosening of 
a connector between the pressure sensor and data cable. This in 
turn caused loss of electrical insulation of the data line running 
in the middle of the cable and results in a static electricity surge, 
i.e., a large number of high-intensity spikes randomly embedded 
in the pressure signal (Figure 6). Fast Fourier Transform analysis 
performed on this signal revealed three high-frequency bands: 
50, 70, and 130 kHz. Due to relatively small amount of the signal 
contamination, in this case, it was possible to salvage the pres-
sure data by running low-pass filter. However, in extreme cases, 
the loosening of 10–32 jacks resulted in unrecoverable levels of 
static electricity flooding the data channel (Figure 6B). The only 
remedy for this type of artifact is to secure the 10–32 plug with 
an electrical insulation tape to prevent the disconnection and a 
breach in electrical insulation.

The effect of Vibration on Pressure  
signal Quality
The peak overpressure is the only parameter consistently 
reported among shock wave characteristics (peak overpressure, 
rise time, duration, impulse, and sampling frequency). Sensor 
mounting and mechanical vibrations have the tremendous effect 
on the signal quality of the shock front and peak overpressure 
is an extremely sensitive parameter prone to misinterpretation. 
We observed sensors mounted on the top wall of the shock tube 
are being pushed upwards by the pressure of the passing shock 

The second type of manifestation of the static electricity has 
become obvious during the testing of the effect of the shock 
wave loading conditions at different locations in the shock tube 
using the headform instrumented with PCB 102B06 (Figure 6B, 
inset). The sensor is connected to the low-noise data cable via 

http://www.frontiersin.org/Neurology/
http://www.frontiersin.org
http://www.frontiersin.org/Neurology/archive


FigUre 7 | High-frequency signal observed in experiments where the sensor and the mounting bracket were pushed upwards by the passing shock wave. 
Comparison of the recorded overpressure with the artifact associated with the sensor [T4 (displaced)] and the signal with eliminated artifact (a). Two brackets were 
used to prevent the displacement of the sensor resulting in clean waveform [T4 (immobilized)]. The magnified part of the pressure history reveals the presence of 
high-frequency noise and excessive peak pressure level (B). Inset: FFT results of the pressure signal with artifact reveal characteristic frequencies: 96 and 152 kHz.
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wave: this is obvious on the high-speed videos (not shown) and 
the results in the corrupted initial part of the shock wave signal 
as seen in Figure  7. The upward motion of the sensor and its 
return to the resting position lasts only approximately 200 µs for 
the shock wave with 280 kPa peak overpressure (Figure 7B). The 
resulting signal is corrupted by the sensor translation within the 
opening of the mounting port. We have noticed this particular 
artifact present on numerous occasions in our data, and decided 
to install clamps on both sides of the pressure brackets to pre-
vent the displacement of the bracket-pressure sensor assembly 
(Figure 1A, inset). However, to explore the origin of the exagger-
ated peak overpressure values in the controlled and systematic 
way, we decided to mount one of our sensors receded by 0.25 
inch, and compare results with two other configurations where 
the sensor is mounted flush (default configuration for all experi-
ments) and protruding by 0.25 inch (Figure 8). In both cases of 
non-flush sensor mounting, there is an excessive pressure buildup 
which lasts less than 100  µs (Figures  8A,B). Quantification of 
peak overpressure for n  =  4 repeated trials indicates that the 
receded configuration results in a higher overestimation of peak 
overpressure (Figure 8C), and observed changes are statistically 
significant (p  <  0.05). However, non-optimal sensor location 
cannot explain vibrations in the signal (Figure 7), which is likely 
associated with the impact of the sensor by the shock wave, and 
unrestricted displacement path while free-floating in the air. 
It would appear sensor vibration upon the initial shock wave 
impact leads to gross overestimation of the peak overpressure, 
while not affecting other characteristics. Literature survey related 
to reporting and existing standards of pressure measurements 
revealed some research groups were aware of the consequences 

of the improper sensor mounting. For example, Kochanek and 
co-workers mentioned in their recent work that “surface flush 
gauges were used for the shock measurements because it is  
known that a gauge protruding or recessed by less than 1 mm 
will affect measurements” (17). Examples of waveforms with 
a sharp spike at the beginning of the shock wave are scattered 
through the literature. Chavko and colleagues report that when 
they measured the pressure with a miniature fiber-optic sensor 
made by Fiso, they detected “a lower pressure spike than the spike 
measured with the PCB probe.” It would appear both sensors were 
not mounted perfectly flush, which was not recognized at the 
time and the difference in spike intensity was explained by mere 
differences in sampling rate, which was 40 kHz for Fiso sensor 
and 500 kHz for PCB sensors or by their specific characteristics 
(44). Similarly, the presence of high-intensity spikes in the 
reflected pressure measured at the end of the closed shock tube 
was interpreted as a peak reflected overpressure (45, 46), most 
likely incorrectly based on our experimental data (Figure 8).

However, while consequences of non-flush mounting are 
recognized, far less attention is dedicated to proper signal 
analysis and preventive measures when high-frequency artifacts 
are present in the signal. For example, a quick glimpse on the 
overpressure profiles published by Svetlov and co-workers reveals 
that in their experiments, this artifact leads to twofold overes-
timation of the peak overpressure [see Figure  2 in Ref. (47)], 
i.e., it was erroneously reported as 358 kPa, while, in fact, it was 
merely 180 kPa. Only in some instances where the sharp spike is 
present in the data correct peak pressure was reported, i.e., as the 
highest pressure resulting from the exponential decay part of the 
waveform (48).
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FigUre 8 | The effect of sensor misalignment with the shock tube wall on the resulting pressure profile. The exaggerated peak overpressure values are observed 
when the sensor is: receding (a) or protruding (B) from the shock tube wall. Quantification results (n = 4) for both tested scenarios demonstrate peak overpressure 
values are higher for receded sensor configuration than when the sensor was protruding (c). These differences are statistically significant (p < 0.05). Nominal shock 
wave intensity of 130 kPa measured in the test section (T4 location) was used for these tests. Schematic representation of two sensor configurations resulting in 
peak overpressure artifacts is presented (D). The distance between shock tube wall and sensing surface was the same in both cases (d = 0.25 in). Statistically 
significant differences are indicated with an asterisk (p < 0.05).

cOnclUsiOn

We have discussed two important experimental vari-
ables, mechanical vibration and electromagnetic interference 
on the quality of a waveform recorded using state-of-the-art  
high-frequency pressure sensors. The importance proper imple-
mentation of preventive strategies, understanding of pressure  
measurement artifacts, and data interpretation with examples 
provided in this paper will help the community at large avoid these 
mistakes. In order to facilitate interlaboratory data comparison on 
the BINT research area, common reporting standards should be 
developed. We noticed the majority of published literature on the 
subject limits reporting to peak overpressure, with much less atten-
tion directed toward other important parameters, i.e., duration 

and especially impulse, which should be included as mandatory in 
future contributions. We have demonstrated sampling frequency 
as low as 10  kHz can be used to capture correctly the shape of 
the shock wave with a few milliseconds duration. However, shock 
waves with shorter durations might require higher sampling rates, 
and a sampling rate of 1,000 kHz is typically necessary to capture 
the rise time, which might be an important parameter depending 
upon the design of the study. We have also demonstrated sensor 
calibration is a significant quality measure, particularly for sensors 
with an extended lifetime. While there were only slight differences 
between factory and in-house generated calibration factors, we 
must stress the importance of this step to obtain correct pressure 
values. It is extremely important in the recording of peak overpres-
sure values, which seem to be very prone to errors.
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Injury in a Rodent Model Causes Cell-Type Dependent
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Abstract

Blast-induced traumatic brain injury (bTBI) is a leading cause of morbidity in soldiers on the battlefield and in training

sites with long-term neurological and psychological pathologies. Previous studies from our laboratory demonstrated

activation of oxidative stress pathways after blast injury, but their distribution among different brain regions and their

impact on the pathogenesis of bTBI have not been explored. The present study examined the protein expression of two

isoforms: nicotinamide adenine dinucleotide phosphate (NADPH) oxidase 1 and 2 (NOX1, NOX2), corresponding su-

peroxide production, a downstream event of NOX activation, and the extent of lipid peroxidation adducts of 4-

hydroxynonenal (4HNE) to a range of proteins. Brain injury was evaluated 4 h after the shock-wave exposure, and

immunofluorescence signal quantification was performed in different brain regions. Expression of NOX isoforms dis-

played a differential increase in various brain regions: in hippocampus and thalamus, there was the highest increase of

NOX1, whereas in the frontal cortex, there was the highest increase of NOX2 expression. Cell-specific analysis of changes

in NOX expression with respect to corresponding controls revealed that blast resulted in a higher increase of NOX1 and

NOX 2 levels in neurons compared with astrocytes and microglia. Blast exposure also resulted in increased superoxide

levels in different brain regions, and such changes were reflected in 4HNE protein adduct formation. Collectively, this

study demonstrates that primary blast TBI induces upregulation of NADPH oxidase isoforms in different regions of the

brain parenchyma and that neurons appear to be at higher risk for oxidative damage compared with other neural cells.

Keywords: astrocytes; blast injury; 4-hydroxynonenal; microglia; neuron; NADPH oxidase; oxidative stress; traumatic

brain injury

Introduction

Traumatic brain injury (TBI) resulting from different epi-

sodes of head trauma is one of the leading causes of morbidity

and death in both military personnel and civilian populations. TBI

causes approximately 1.5 million deaths and hospitalizations an-

nually in the United States.1–3 Blast-induced TBI (bTBI) is the most

prevalent form of brain injury in soldiers in combat zones because

of the widespread use of high explosives in the war zones, and

an increasing number of cases has also been reported in civilian

populations with the use of improvised explosive devices by in-

surgents.4,5

Among many pathological factors associated with either pri-

mary mechanical injury or secondary biochemical cascades, oxi-

dative stress has been shown to play a major role in various models

of TBI.6,7 The main inducers of oxidative stress are reactive oxygen

species (ROS), which include superoxide (O2,-), hydroxyl radical

(HO,), and hydrogen peroxide (H2O2).8,9 ROS are normally pro-

duced in several metabolic reactions, including redox-reactions

(oxidation/reduction), oxidative phosphorylation, and in a normal
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process of electron transport chain reactions. There are a number of

enzymes that produce free radicals during their catalytic reactions,

which include the nicotinamide adenine dinucleotide phosphate

(NADPH) oxidase family, cytochrome P450 (CYP450), cycloox-

ygenase (COX), lipoxygenase (LOX), and xanthine oxidase.

The NADPH oxidase (NOX) is a multi-subunit enzyme that

catalyzes the reduction of molecular oxygen and oxidation of

NADPH to generate superoxide radicals (O2
�-). NOX is comprised

of subunits that are both plasma membrane-bound (cytochrome

b558, composed of p22phox and gp91phox) and cytoplasmic (p40phox,

p47 phox, and p67 phox), which spans across the lipid bilayers.10,11 A

number of NOX isoforms were identfied in the brain, which include

NOX1, NOX2, and NOX4, and their cellular distribution is highly

dependent on the cell type. Neurons express both NOX1 and

NOX2, microglia are enriched with NOX2, while only small

amounts of NOX isoforms were identified in astrocytes.12

Extensive experimental evidence suggests NOX plays a signif-

icant role in the pathophysiology of various forms of TBI. NOX has

been shown to be upregulated in a brain in a controlled cortical

impact model of trauma13 and closed head injury models.14–16 We

have previously reported increased protein expression of NOX1 in

a rodent model of a single blast injury at different blast overpressure

exposures.17,18 While these studies establish a primary role of

NOX1 in the pathophysiology of various forms of TBI, no studies

have been performed to determine the spatial and temporal reso-

lution of NOX family of enzymes in the brain and their role in the

pathophysiology of bTBI. It is hypothesized that in bTBI, a single

blast overpressure exposure is capable of biomechanically loading

the whole brain, which may trigger a cascade of biochemical events

consistent with regional vulnerabilities.

The present study therefore examined the spatial resolution of two

isoforms of NOX (NOX1 and NOX2) and their cellular distribution

and changes in rats exposed to moderate blast TBI. Levels of su-

peroxide and formation of protein adducts of 4-hydroxynonenal

(4HNE) were also determined. Based on the evidence that blast

overpressure waves travel through the whole brain, we hypothesize

that blast-induced NOX-related oxidative stress will be diffuse across

the brain. Moreover, we hypothesize that different neural cell types

have differential susceptibility to the oxidative stress-inducing effect

of the primary blast.

Methods

Animals

Adult 10-week-old male Sprague-Dawley (Charles River La-
boratories) rats weighing 320–360 g were used in all the studies.
The animals were housed with free access to food and water in a 12-
h dark-light cycle at 22�C. All procedures followed the guidelines
established in the Guide for the Care and Use of Laboratory Ani-
mals and were approved by Rutgers University Institutional Animal
Care and Use Committee before experiments. Rats were divided
into two groups (sham controls and animals exposed to a moderate
blast of 180 kPa).

A total number of 24 rats was used in this study as follows:
immunoblotting (three controls and three blast injured); immuno-
fluorescence studies (four controls and four blast-injured); super-
oxide production studies (five controls and five blast-injured). For
immunofluorescence studies, each brain tissue was processed to
obtain several sections (>10) from frontal cortex, striatum, hippo-
campus, thalamus, and cerebellum. Each of those sections were
used for identification of NOX1 and NOX2 isoforms in neurons,
astrocytes, and microglia by double immunofluorescence analysis.
Similarly, for superoxide production, several sections from dif-
ferent brain regions of animals (five control and five blast-injured)
were used for regional analyses.

Blast injury

Rats were exposed to a single blast wave at the Center of Injury
Biomechanics, Materials and Medicine (New Jersey Institute of
Technology, Newark) in the 9-inch square cross section shock tube
as described previously.18,19 The primary shockwave generated in

FIG. 1. Schematic depiction of the shock tube. (A) Schematic of 9 · 9 inch square, 30 feet long shock tube with section I-Breech with
high pressure helium gas separated from section II by different thickness of mylar sheets that generate pure shockwave in section III
where the specimens are located. Section IV is past the section and is a design requirement; the pressure-time cycle is identical to live
fire tests with actual C-4 (or trinitrotoluene equivalent) explosives at specified standoff distance. (B) Composite of actual experimental
profiles that generate 180 kPa with only about five kPa variation in peak pressure and less than a millisecond in duration. The front of the
pressure rise indicates shock-wave conditions. (C) Schematic of rodent model in prone position facing the shock front. The shock travels
in the rostral-caudal direction traversing the pre-frontal cortex, striatum, hippocampus, thalamus, visual cortex, and cerebellum within a
period of a millisecond with minimal attenuation of pressure loading. Color image is available online at www.liebertpub.com.neu
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this shock tube has been validated against the pressure-time profiles
measured experimentally in the live-fire explosion experiments10

and against theoretical pressure-time profiles associated with the
detonation of C4 explosive (see Kuriakose and colleagues20 for
details).

All rats were anesthetized with a mixture of ketamine (100 mg/
kg) and xylazine (10 mg/kg) at 10:1 ratio administered via intra-
peritoneal injection. Rats underwent a single exposure to
180 – 5 kPa peak overpressure (duration: 6.5 – 0.5 msec, impulse:
320 – 20 kPa$msec) and euthanized 4 h post-TBI. All rats were
mounted in the middle of the shock tube (2.8 meters from the
breech, and 3 meters from the exit) in a prone position—i.e. were
strapped securely to the aluminum plate using a cotton cloth
wrapped around the body (see Mishra and associates,18 Fig. 1B).
The cloth provides no protection against the shockwave, but pre-
vents any excessive head motion.19 Sham control rats received
anesthesia and noise exposure but without blast exposure—i.e.,
anesthetized animals were placed next to the shock tube, and then a
single blast was fired.

As a quality control measure, we have also monitored a high-
speed video recording to capture any substantial head and body
motion during the blast so as to exclude the impact of tertiary bTBI.
After blast injury, animals were monitored closely for any signs of
trauma-related distress (e.g., apnea). For immunoblot analysis, rats
were anesthetized and transcardially perfused with phosphate
buffered saline (PBS, pH 7.0) whereas for immunofluorescence
studies, rats were first perfused with PBS followed by 4% para-
formaldehyde (PFA); brains were then isolated and cryoprotected
in 30% sucrose.

Western blotting

Before evaluating spatial resolution of NOX1 and NOX2 protein
changes in different brain regions by immunofluorescence, we first
examined their levels in cerebral hemisphere and cerebellum by
immunoblot. After perfusion with PBS, brains were excised from
the cranial vaults, the whole left hemisphere and cerebellum were
separately homogenized in ice-cold conditions using CellLytic-M
(Sigma) using sonicator with probe amplitude set to 45%. Samples
were then centrifuged at 14,000 · g at 4�C. The protein concen-
tration in the samples was estimated by bicinchoninic acid (BCA)
method (Thermo Scientific, Rockford, IL).

Subsequently, 10–20 lg of protein per lane was loaded into 4–
15% SDS-PAGE gradient gels (Bio Rad). Proteins separated
according to their molecular size were then transferred onto poly-
vinylidene difluoride (PVDF) membranes using Turbo Protein
Transfer instrument (Bio Rad Laboratories) according to manu-
facturer instructions. Membranes were blocked with 5% milk dis-
solved in Tris-Buffered saline containing 0.1% Tween-20 (TBS-T)
and incubated overnight at 4�C with NOX 1 antibody (Sigma-
Aldrich) or NOX2 antibody (Novus Biologicals) or 4HNE (Abcam,
Cambridge, MA) at a dilution of 1:1000. Bands were visualized
using Western Pico Chemiluminescence Substrate (Thermo Sci-
entific) on Chemi Doc Imaging System (Bio Rad Laboratories). For
densitometric quantitation of Western blots, images were digitized

using a BioRad GS800 calibrated densitometer, and analyzed with
BioRad Quantity One software.

Immunofluorescence and microscopy

To evaluate the spatial changes of NOX1 and NOX2 proteins in
different brain regions, as well as to identify cell-specific changes in
discrete brain regions, we performed double-immunofluorescence
studies of two isoforms of NOX with NeuN, glial fibrillary acidic
protein (GFAP) and Iba1, markers of neurons, astrocytes, and mi-
croglia, respectively, in frontal cortex, striatum, hippocampus,
thalamus, and cerebellum. Briefly, 4 h post-injury, both sham and
TBI animals were transcardially perfused with phosphate buffered
saline (PBS) followed by 4% paraformaldehyde (PFA). After per-
fusion, the brains were removed from cranial vaults and incubated
in 4% PFA for an additional 48 h and cryoprotected by immersing in
30% sucrose. Brains were then dissected into 2 mm thick sections
using rat brain slicer (Kent Scientific Corp.) and embedded in OCT
(Optimal Cutting Temperature) media and frozen quickly in iso-
pentane cooled to liquid nitrogen temperature. Frozen sections were
stored at -80�C until ready for sectioning.

Brain sections (20 lm thick) were prepared from the frozen
tissue blocks, using Leica CM3050 cryostat, and immunofluores-
cence was performed. Briefly, tissue sections mounted on glass
slides prepared from four individual animals in each group were
washed with 10 mM PBS, fixed in ice-cold methanol (100%) so-
lution for 10 min at -20�C. The tissue sections were blocked with
10% donkey serum at room temperature for 1 h in PBS containing
0.03% Triton X-100. Fixed tissues were incubated overnight at 4�C
with respective primary antibodies to NOX1, NOX2, GFAP, NeuN,
and Iba1. The details on the source, clonality, and the dilution of
each antibody used are provided in Table 1.

Double immunofluorescence was performed using donkey-
antirabbit Alexafluor 594 for NOX1 or NOX2 and donkey-
antimouse Alexafluor 488 for GFAP, donkey-antirabbit Alexafluor
488 for NeuN, and donkey-antigoat Alexafluor 488 for Iba1. The
specificity of each antibody staining was validated by excluding
each primary antibody (negative controls) and visualized for any
nonspecific fluorescence. The primary antibody specificity, how-
ever, was not validated independently by blocking the binding to
tissue with the corresponding antigen. Slides containing different
brain regions were digitized (20x magnification) using Leica
Aperio Versa 200 fluorescent microscope and slide scanner.
Fluorescence intensities in each region were quantitated using
AreaQuant software (Leica Biosystems) and expressed as average
fluorescence intensity/unit area.

Superoxide production

Superoxide (O2.
-) levels in different brain regions were measured

using dihydroethidium (DHE) following the method of Kim and co-
workers.21 Briefly, control and blast-induced animals (five controls
and five animals immediately after blast) were injected with 5 mg/kg
DHE (Molecular Probes, MA), dissolved in dimethylsulfoxide
(DMSO) intraperitoneally, and 4 h after blast, animals were

Table 1. Antibodies Used in the Current Study

Antibody Source Catalog number Host-species Dilution

NADPH oxidase 1 Sigma-Aldrich Inc. SAB420097-200UL Rabbit (polyclonal) 1:400
NADPH oxidase 2 Invitrogen Inc. PA5-34600 Rabbit (Polyclonal) 1:250
Glial fibrillary acidic protein (GFAP) ThermoFisher Scientific Inc. MA5-12023 Mouse (Monoclonal) 1:400
NeuN Abcam AB104224 Mouse (Monoclonal) 1:400
Iba1 Invitrogen Inc. PA5-18039 Goat (Polyclonal) 1:250

NADPH, nicotinamide adenine dinucleotide phosphate.
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transcardially perfused first with PBS followed by 4% PFA, brains
excised, and 50 lm thin sections of different brain regions were pre-
pared using Leica VT 1000S vibratome and mounted. DHE immu-
nofluorescence in each region was visualized by digitizing the images
using Leica Aperio Versa 200 slide scanner. Fluorescent intensities in
each region were quantitated using AreaQuant software (Leica Bio-
systems) and expressed as average fluorescence intensity/unit area.

Image acquisition and analysis

Slides with mounted coronal sections from the brain were imaged
at 20x magnification using a Leica Aperio Versa 200 digital pa-
thology scanner. Control sections were used as reference for ad-
justing the exposure times and gray scale balance for optimal image
quality; once set, these parameters were fixed and used for image
acquisition of the reminder of both control and experimental groups.
Three channels were collected for each coronal section. Blue: 405 nm
(DAPI), red: 594 nm (NOX1), and green: 488 nm (cell specific
marker GFAP [astrocytes], Iba1 [microglia], and NeuN [neurons]).
We then manually outlined the regions of interest in different brain
structures, and the fluorescence intensities in each brain region were
quantitated using FLAreaQuantV1 algorithm (Leica Biosystems)
and expressed as average fluorescence intensity/unit stained area.

For each channel, we set a minimum intensity threshold value
using control sections as reference that will exclude any back-
ground fluorescence caused by nonspecific binding of fluorescent
secondary antibody, and the same threshold values were used to
quantify both control and experimental groups. A maximum in-
tensity threshold was also set to remove any oversaturation from
excess fluorescent dye. The algorithm outputs the area of positive

staining for each brain region, the average intensity of each chan-
nel, and intensity profile of each protein.

Statistical analysis

Data are presented as mean – standard error of the mean (SEM).
Between-group comparisons were made by one-way analysis of
variance (ANOVA) with a post hoc test (Bonferroni) to determine
individual group differences. Differences between means were as-
sessed at the probability level of p £ 0.05, 0.01, and 0.001. GraphPad
Prism 6.0 software was used in all analyses and preparation of plots.

Results

Moderate blast over pressure increases the protein
levels of NOX1 and NOX2

Previous studies in this laboratory identified increased oxidative

and nitrosative stress factors in the cerebral cortex in rats exposed to

mild bTBI.17,18 This study evaluated further the effect of moderate

blast (180 kPa peak overpressure) on the early evolution of the

protein expression of NOX isoforms (NOX1 and NOX2). Im-

munoblot analysis of NOX1 and NOX2 in the whole cerebral

hemisphere showed a significant increase (87% and 52%, respec-

tively, p < 0.05) (Fig. 2). To assess the diffuse nature of primary

blast (shockwave) in the posterior region of the brain, NOX1 and

NOX2 protein levels were also determined in the cerebellum, and

we found that similar to cerebral hemisphere, cerebellar levels of

NOX1and NOX2 protein were significantly increased (60% and

40%, respectively, p < 0.05) (Fig. 2).

FIG. 2. Blast increases the expression of nicotinamide adenine dinucleotide phosphate oxidase (NOX) isoforms. Immunoblots of
NOX1 and NOX2 isoforms in the cerebral hemisphere and cerebellum 4 h after blast at 180 kPa blast over pressure. There was a
significant increase (80%) in NOX1 in both cerebral hemispheres and cerebellum, while NOX2 increased by 83% in cerebral hemi-
spheres and 38% in cerebellum. n = 3, *p < 0.05.
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Differential changes in NOX isoforms expression
in different brain regions

We next examined regional variations in NOX1 and NOX2

protein levels in the following brain structures: frontal cortex,

striatum, hippocampus, thalamus, and cerebellum. The rationale in

examining these regions is as follows: (a) NOX1 and NOX 2 iso-

forms are ubiquitously expressed in all brain regions, (b) the effect

of shockwave propagation over the entire brain is not known, and

(c) to use NOX1 and NOX2 as markers to evaluate whether there

exists any selective vulnerability of various brain structures, a

phenomenon that has not been investigated previously.

Under primary blast loading conditions, the pathological chan-

ges were found throughout the brain as indicated by changes in the

fluorescent intensities of NOX1 and NOX 2 in different brain re-

gions. Interestingly. various regions displayed a differential re-

sponse. Thus, NOX1 levels in the frontal cortex showed a 49%

increase; hippocampus showed the highest degree of increase

(107%) followed by thalamus displaying a 90% increase (Fig. 3).

Total NOX1 levels did not change in the striatum and somatosen-

sory barrel cortex (S1BF) (data not shown).

The regional variations in the levels of NOX2 are slightly dif-

ferent from that of NOX1. Total NOX2 levels were highest in the

frontal cortex (>two-fold) followed by the striatum and hippo-

campus that showed the lowest increase (Fig. 3). NOX isoform

expression was also increased in other discrete brain regions from

rostral and caudal areas, among which theCA1 region of a hippo-

campus displayed the biggest increase (Table 2).

Different neural cell types display differential
vulnerability to oxidative damage

To evaluate cellular vulnerability to oxidative damage re-

sulting from primary blast, changes in NOX1 expression pat-

terns in astrocytes, neurons, and microglia were determined by

double immunofluorescence staining. In addition, simultaneous

FIG. 3. Nicotinamide adenine dinucleotide phosphate oxidase (NOX) isoforms show a differential increase in different brain regions.
Fluorescence intensities (red) of NOX1 and NOX2 in the hippocampus and cerebellum from control and blast-injury animals. Quan-
tification of fluorescence intensities in different brain regions show a striking increase in NOX1 in the hippocampus of blast-injured
animals compared with controls. Intensities of NOX2 display a higher increase in the frontal cortex compared with other regions. n = 4.
*p < 0.01–0.05. Fluorescent intensities NOX1 in the cerebellum display a striking increase (96%) compared with NOX2 (38%). Color
image is available online at www.liebertpub.com.neu

Table 2. Protein Levels of Nicotinamide Adenine

Dinucleotide Phosphate Oxidase Isoform Expression

in Different Brain Regions (from Rostral

to Caudal Areas) in Control and Animals Four

Hours after Exposed to Moderate Blast (180 kPa)

Region
NOX 1

(% over Control)
NOX2

(% over Control)

Hippocampus CA1 411% +142%
Hippocampus CA3 265% +203%
Dentate gyrus 605% +20%
Corpus callosum -77% -65%
Cingulate cortex +0.4% -12.8%
Amygdala +89% +51.8%
Hypothalamus +69% +33.13

NOX, nicotinamide adenne dincleotide phosphate.
Note that highest increase in NOX expression was found in the CA1

region of the hippocampus that correlates with the known vulnerability to
oxidative damage.
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FIG. 4. Nicotinamide adenine dinucleotide phosphate oxidase (NOX)1 shows greater co-localization in neurons. Representative
merged images showing the co-localization of NOX1 with NeuN, GFAP and Iba1 in the hippocampus indicating neuronal, astrocytic,
and microglia localization, respectively, of NOX1 in control and blast-injured animals. Majority of increase in NOX1 with respect to
corresponding controls is in neurons compared with astrocytes and microglia. Quantification of florescence intensities in different brain
regions show a striking increase in NOX1 fluorescence in neurons in the hippocampus of blast-injured animals compared with controls.
n = 4, *p < 0.01–0.05. Color image is available online at www.liebertpub.com.neu
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quantification of NOX immunofluorescence using cell-specific

markers will provide an insight into changes in its expression in

different neural cells including astrocytes, neurons, and mi-

croglia.

Cell-specific analysis of increase in NOX1 and NOX2 levels

after bTBI compared with their baseline expression (controls) in-

dicate that neurons display a higher increase compared with as-

trocytes and microglia. In addition, NOX1 and NOX2 increases

were more pronounced in neurons in the hippocampus and thala-

mus, respectively, compared with the frontal cortex. These con-

clusions were deduced based on the double immunofluorescence

analysis showing co-localization of NOX1 with NeuN (a marker

protein for neurons), with GFAP (a marker for astrocytes) and with

Iba1 (a marker for microglia). (Fig. 4 and 5).

Primary blast also significantly affects posterior brain
structures including the cerebellum

Primary blast caused diffused pathological changes not only

in the perpendicular direction (deeper brain structures, hippo-

campus, thalamus) but also in the parallel direction to the wave

propagation from the pre-frontal cortex to the cerebellum. The

total tissue levels of NOX1 in the cerebellum not only increased,

but this increase was highest in neurons (Fig. 6). Such higher

expression of NOX1 in neurons compared with other neural

cells also correlates with the known fact that the cerebellum

contains the highest density of neurons compared with other

brain regions.22,23 Similar to NOX1, elevated levels of NOX2

expression were also found to be mainly co-localized with

neurons (Fig. 7).

Primary blast increases superoxide levels in different
brain regions

The activation of a variety of NOX isoforms is usually associated

with the increased production of superoxide.12,24 Because the present

study showed increased protein levels of NOX isoforms, we then

sought to examine whether increased NOX protein after blast has a

functional significance. Accordingly, in vivo levels of superoxide in

the frontal cortex, hippocampus, thalamus, and cerebellum were

measured using DHE. Hippocampus displayed a robust level of the

increase in superoxide (>10 fold, p < 0.001) followed by thalamus

and frontal cortex. It is noteworthy that the extent of the rise in

superoxide production in the hippocampus and thalamus (Fig. 8)

correlated well with the increased degree of NOX expression. In

addition, a pre-treatment of animals with apocynin, which is known

to block the assembly of different NOX subunits, completely in-

hibited the increase in superoxide production indicating an essential

role of NOX in brain superoxide production after moderate blast.

Primary blast results in oxidative damage and lipid
peroxidation products in different brain structures

Several reports indicate the TBI resulting from different eti-

ologies, including primary blast and blunt injuries, display oxida-

tive stress during the evolution of its symptoms.7,25–27 Accordingly,

FIG. 5. Neurons show the highest increase in nicotinamide adenine dinucleotide phosphate oxidase (NOX)2 expression. Quantifi-
cation of florescence intensities in different brain regions show a striking increase in NOX2 fluorescence in the hippocampus and
thalamus of blast-injured animals compared with other brain regions. n = 4, *p < 0.01–0.05.
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several pathways are involved directly in the induction of oxidative

stress including the activation of NOX15,28–30 and alterations of

antioxidant defense mechanisms (a reduction in superoxide dis-

mutase, catalase, glutathione peroxidase).9,31

One of the major downstream effects of oxidative stress in many

neurological disorders and TBI is the formation and accumulation of

lipid peroxidation products.32–35 Lipid peroxidation is a process

under which oxidants such as free radicals attack various lipids

containing carbon double bonds, and the resulting aldehyde products

such as 4HNE generated by the lipid peroxidation directly modify

amino acid structures in proteins and form adducts.36

Superoxide is one of the free radicals that can directly oxidize

lipids to aldehydes that leads to the formation of protein adducts

and activation of NOX produces excess levels of superoxide.25,37,38

Because the present study clearly showed an increase in NOX

proteins and increased levels of superoxide after bTBI, we sought to

examine the levels of 4HNE adducts in discrete brain regions in rats

subjected to moderate blast (180 kPa, 4 h). Immunoblot analysis of

4HNE products identified two major bands corresponding to mo-

lecular weights of 70 and 100 kDa, which showed a trend toward an

increase in cerebral hemispheres, hippocampus, thalamus, and

cerebellum; however, such changes were not significant (Fig. 9).

Discussion

This study demonstrates that protein levels of superoxide pro-

ducing enzymes NOX1 and NOX2 were significantly increased to

different levels in various brain regions in rats exposed to moderate

FIG. 6. Cerebellum displays an increased nicotinamide adenine dinucleotide phosphate oxidase (NOX)1 expression in neurons
compared with astrocytes and microglia. Representative merged images showing the co-localization of NOX1 with NeuN, GFAP, and
Iba1 in the cerebellum indicating neuronal, astrocytic, and microglia localization, respectively, of NOX1 in control and blast-injured
animals. n = 4, *p < 0.01–0.05. Color image is available online at www.liebertpub.com.neu
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primary blast overpressure. Increased NOX expression was ac-

companied by increased superoxide production and a strong ten-

dency toward increased HNE adduct formation in two proteins.

Together these observations strongly indicate that there is an in-

crease in oxidative stress and oxidative damage occurring in the

early phase after a single exposure to a shockwave. This work is

motivated by two related questions: (1) does the blast TBI affect

different brain regions equally assuming homogeneous spatial

distribution of biomechanical loading, and (2) does the extent of the

damage vary between different brain regions containing disparate

ratios of neural cells (neurons, astrocytes, and microglia)? Hence,

we focused on the role of two different forms of superoxide pro-

ducing enzymes and their downstream oxidative damage markers

to understand both the spatial and cellular effects.

The bTBI has an unique pattern of biomechanical phenotype in

that the external forces are dictated by the size and shape of the

interacting body—in this instance, skull and brain structures. Fur-

ther, the magnitude of forces generated depends on the contact area

and interaction time that in turn determine the overall biome-

chanical loads at the tissue level. This loading triggers secondary

biochemical cascades depending on the local tissue content. The

cascade of secondary events usually develops over a period of

hours to days that ultimately lead to additional neuropathological

sequela.39–41 Among many causal factors implicated in the patho-

physiology of bTBI, oxidative stress represents an important early

pathological outcome resulting from either the activation of free

radical producing enzymes or downregulation of antioxidant de-

fense mechanisms.7,26,27,42

NOX is a superoxide producing enzyme and different isoforms

of NOX, including NOX1, NOX2, and NOX4 have been identified

in the brain.12 Studies reported increased activation of different

isoforms of NOX in various forms of TBI. Accordingly, in a mouse

model of controlled cortical impact (CCI), increased NOX2 ex-

pression was observed at 24–48 h after injury43 whereas Byrnes and

associates44 found a delayed increase in NOX2 activity one month

post-injury. In a rat model of CCI, however, increased NOX ac-

tivity was observed as early as 1 h post-injury.44 Increased NOX

expression was also found in different animal models of fluid

percussion injury.14.45.46 In addition, apocynin, an inhibitor of

NOX activation, showed protective effects on various models of

blunt TBI.16,46 Together these studies highlight the critical role of

NOX in the pathology of TBI.

While studies have established the importance of NOX in the

pathophysiology of blunt TBI, there are limited studies of NOX in

bTBI.47–49 This could in part be because of the lack of a true un-

derstanding the role of biomechanical loading in blast injury from

FIG. 7. Nicotinamide adenine dinucleotide phosphate oxidase-2
(NOX)2 displays a greater increase in neurons compared with
astrocytes and microglia. Similar to NOX1, the majority of NOX2
is localized in neurons compared with astrocytes and microglia.
n = 4, *p < 0.01–0.05.

FIG. 8. Primary blast increases superoxide levels in different brain regions. Representative fluorescent intensities (red) of dihy-
droethidium (DHE, dye that recognizes superoxide production) in hippocampus, thalamus and cerebellum in control, Blast-injured and
blast+ apocynin. Quantification of fluorescence intensities in different brain regions shows a striking increase in DHE fluorescence in the
hippocampus of blast-injured animals compared with controls indicating high levels of superoxide production in the hippocampus. Note
that a pre-treatment with apocynin (APO), an inhibitor of nicotinamide adenine dinucleotide phosphate oxidase (NOX) activation,
completely blocks the DHE fluorescence increase indicating that the superoxide increase is mediated by activation of NOX. n = 5
*p < 0.01–0.05. Color image is available online at www.liebertpub.com.neu
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limited availability of a field validated shock tube that simulates

battlefield injuries. In the present study, we therefore characterized

the spatial resolution of two isoforms of NOX (NOX1 and NOX2)

in various brain regions and their localization in neurons, astro-

cytes, and microglia 4 h after blast injury in a field validated shock

tube.10,19,20

A generalized increase in NOX protein levels by immunoblots in

the present study is comparable to our previous reports indicating

its upregulation in the homogenates of a cerebral cortex in rats

exposed to different blast overpressures.17,18 Further, using im-

munofluorescence analysis, the present study identified regional

variations in the expression pattern of NOX 1 in that the highest

increase is found in the hippocampus followed by the thalamus.

Interestingly, the frontal cortex showed higher expression in NOX2

compared with that in the hippocampus and thalamus. Other fine

brain structures, including motor cortex, amygdala, and hypothal-

amus, also showed a significant increase in both the isoforms of

NOX with the exception that NOX2 levels were significantly lower

in a motor cortex (Table 2).

Interestingly, in the present study, a single blast exposure also

affected distal brain structures, including the cerebellum, suggesting

that blast injury propagation is highly diffusive in nature. While it is

interesting to observe differential vulnerability of various brain

structures to blast injury, in blast, a high-velocity shockwave tra-

verses across and through the entire body loading all the regions

almost simultaneously within a matter for 5–10 milliseconds. Recent

experimental evidence in animal models and human cadeveric heads

has shown that the shockwaves are capable of passing through the

skin and skull and load all the brain structures.10

In addition to regional variations observed in NOX levels, we also

found a cellular heterogeneity in the expression of NOX isoforms.

Thus, blast injury displayed a robust increase in the levels of both

isoforms of NOX in neurons compared to astrocytes and microglia

with respect to their baseline values (controls). Studies have shown

that all neural cells express different isoforms of NOX, including

NOX1, NOX2, and NOX4.50 In addition, within the neurons, NOX1

is abundantly expressed in cerebellar granule cells,51 while NOX2

has been shown to be expressed in both cerebellar granule cells as

well as hippocampal neurons.52 In addition to NOX1, the present

study found a striking increase in NOX2 in neurons of the hippo-

campus, thalamus, and cerebellum compared with microglia.

Our results are in slight contrast to other reports wherein NOX2

is abundantly expressed in microglia.44,53–55 While the reason for

apparent abundance of NOX2 in neurons in our study is not known,

studies report that NOX2 upregulation in hippocampal pyramidal

neurons drives neuropathology associated with psychosocial stress

in rats.56,57 Further, studies also report that cellular injury to neu-

rons after stroke resulted in an early upregulation of NOX2 in

neurons (3–6 h after injury) whereas NOX2 was upregulated in

microglia at later time points (72 h post-injury).58,59 Such temporal

difference in the expression pattern of NOX2 between neurons and

microglia is reasonable because neurons may be far more vulner-

able acutely in the evolution of the injury process whereas micro-

glial activation could be a relatively late phenomenon.

Superoxide is a major free radical produced in the brain by a

variety of reactions, including disturbances in mitochondrial oxi-

dative phosphorylation, increased production of arachidonic acid as

a consequence of activation of phosphilipase A2 (PLA2), activation

of xanthine oxidase as well as by the activation of NOX.60–63 In-

creased superoxide production has been shown in different models

of TBI.64–67 The present study observed a striking increase in su-

peroxide production in the hippocampus, thalamus, and frontal

cortex, areas where corresponding increases in NOX levels were

found. Moreover, our studies showing a complete absence of O2
�-

in animals treated with apocynin (an inhibitor of NOX activation)

before the exposure to blast injury reinforces the finding that the

increase in O2
�- is indeed mediated by NOX activation. Our results

are also in agreement with previous studies showing protective

effects of apocynin in attenuating oxidative damage in different

models of TBI.15,16,30,47,68,69

FIG. 9. Primary blast displays a strong tendency to increase 4HNE protein adducts. Immunoblot analysis of 4HNE in lysates from the
hippocampus, thalamus, and cerebellum 4 h after blast at 180 kPa blast overpressure is shown. Two proteins of 100 and 70 kDa show a
strong tendency to increase in the hippocampus and thalamus. n = 3.
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While in the present study, the superoxide levels were found to

be strikingly increased in different brain regions, the levels of

4HNE adducts showed a trend toward the increase in two proteins

with average molecular weights of 70 and 100 kDa, but did not

show statistically significant changes. The reason behind the lack of

significant changes is not known. The 4HNE products, however,

can be formed via peroxidation of unsaturated fatty acids not only

by superoxide radical but also by a variety of other reactive oxygen

species, including hydroxyl, peroxyl as well as a varety of cyclic

compounds.70 It is therefore likely that lipid peroxidation reaction

and subsequent 4HNE formation may not have achieved a thresh-

old as to show significant changes at 4 h after blast because reactive

oxygen species other than superoxide (e.g., hydroxyl radicals

among others) may not have been increased in the early phase of

blast injury.

Despite an observed increase in factors conducive to oxidative

damage in neurons, in the present study, we did not observe neuro-

degeneration nor apoptotic cell death as investigated by fluorescent

staining for Fluorojade C and cleaved caspase-3 4 h after blast injury

(data not shown). Perhaps a 4 h window of blast injury may be too

early to detect neuronal death. It is also likely that moderate blast

may not cause neuronal death because of the diffuse nature of the

shockwave unlike blunt injuries where neuronal death was observed

close to the epicenter in the acute phase of injury.71

The selective vulnerability of neurons to oxidative damage may

be dictated not only by the propagation of primary shockwave, the

so-called direct mechanical impact throughout the brain regions,

but also in part influenced by the cellular density and cell types

distribution in different brain regions. Recently, it has been shown

that the cerebellum and hippocampus contain the highest density of

neurons compared with a cerebral cortex although relative mass of

the hippocampus and cerebellum is far lesser than cerebral cor-

tex.23,72 In the present study, our observation of the highest increase

in NOX levels in neurons in the hippocampus and cerebellum after

blast suggests that neuron rich regions may be at higher risk for

oxidative damage than other brain regions. This is further supported

by our observation of a striking increase in superoxide levels in the

hippocampus after blast. Also, within the hippocampus, studies

have shown that neurons in CA1 region are more vulnerable to

superoxide than CA3 neurons.73,74

Moreover, it is interesting to note that NOX1 showed a greater

increase in CA1 region compared with CA3 (Table 2). Such higher

level of neuronal oxidative damage in discrete brain regions may

also depend on a number of other factors, including vascular den-

sity and associated metabolic supply and consumption of glucose

and oxygen, neuronal excitability, and synaptic transmission.75 In

support of this tenet, it has been shown that the density (and perhaps

subsequent nutrient supply) of brain capillaries was far less in the

CA1 region of the hippocampus compared with the CA3 region,

which likely places the CA1 region at higher risk for ischemia and

hypoxia.76

The precise mechanism by which bTBI increases NOX isoform

expression is not known. A shock-wave passage throughout the

brain during a transient period could initiate a mechanical distur-

bance to plasma membrane structures within the brain parenchyma.

It is reasonable, considering the small size of the rat brain and

relatively thin skull, to assume the shockwave loading of the brain

is uniform within brain structures investigated in this work (fron-

tal cortex, striatum, hipocampus, and thalamus and cerebelllum).

The uniformity of the pressure field within the rat brain under

blast loading conditions was demonstrated in a numerical model77

and was validated via intracranial pressure measurements by our

group (data not published). If this is true—i.e. the mechanical

forces created by the shockwave are distributed uniformly, and

considering the brain’s highly anisotropic and heterogeneous

organization—our data suggest the extent of the local damage

would depend on the composition and microarchitecture of a

specific brain region (Fig. 10).

FIG. 10. Schematic of experimental blast injury model and effective loading and tissue-specific response. (A) The top panel shows the
blast overpressure-time pulse applied to the rostral to caudal to rostral regions of the rodent brain travels with minimal change because
of very short duration of less than a millisecond. The bottom panel shows different regions S1 to S4 analyzed in this study (B) A given
brain volume comprises the six components (neurons, astrocytes, microglia, oligodendrocyte, vasculature, and interstitial/cerebrospinal
fluid) that can vary from region to region. The mechanical properties of the representative volume given in B3 indicate that the effective
mechanical stresses in the volume and hence the neural components will be determined by the differential volume fraction of that cell
type. The different nicotinamide adenine dinucleotide phosphate oxidase expressions seen in this work are hypothesized to be driven by
this differential cell volume fraction. Color image is available online at www.liebertpub.com.neu
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Conclusion

Our studies demonstrate that moderate blast injury causes an

increase in NOX isoforms in various brain regions to a differential

degree. Increased NOX isoforms correlated with a concomitant rise

in superoxide levels in corresponding regions that show a higher

increase in NOX expression indicating oxidative damage. In ad-

dition, protein oxidation product 4HNE showed a strong tendency

to increase in different brain regions. Further, higher increase in

NOX isoforms in neurons compared with other brain cells strongly

suggests neurons are by far the most vulnerable to oxidative

damage in the early evolution of injury pathology.
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Neurology. Gadoth, N., Göbel, H.H. (eds). Humana Press: New York,
pps. 19–27.

76. Cavaglia, M., Dombrowski, S.M., Drazba, J., Vasanji, A., Bokesch,
P.M., and Janigro, D. (2001). Regional variation in brain capillary
density and vascular response to ischemia. Brain Res. 910, 81–93.

77. Tan, X., Przekwas, A.J. and Long, J.B. (2013). Validations of virtual
animal model for investigation of shock/blast wave TBI, in: ASME

2013 International Mechanical Engineering Congress and Exposition.
American Society of Mechanical Engineers, pps. V03AT03A011–
V003AT003A011.

Address crrespondence to:

Kakulavarapu V. Rama Rao, PhD

Namas Chandra, PhD, PE

Center for Injury Biomechanics, Materials and Medicine

Department of Biomedical Engineering

New Jersey Institute of Technology

111 Lock Street

Newark, NJ 07102

E-mail: kakulava@njit.edu;

kakulavarapuvenkata41@gmail.com;

namas.chandra@njit.edu

2090 RAMA RAO ET AL.



1Scientific RepoRts |  (2018) 8:8681  | DOI:10.1038/s41598-018-26813-7

www.nature.com/scientificreports

Temporal and Spatial Effects of 
Blast Overpressure on Blood-Brain 
Barrier Permeability in Traumatic 
Brain Injury
Matthew Kuriakose, Kakulavarapu V. Rama Rao, Daniel Younger & Namas Chandra

Blast-induced traumatic brain injury (bTBI) is a “signature wound” in soldiers during training and in 
combat and has also become a major cause of morbidity in civilians due to increased insurgency. This 
work examines the role of blood-brain barrier (BBB) disruption as a result of both primary biomechanical 
and secondary biochemical injury mechanisms in bTBI. Extravasation of sodium fluorescein (NaF) and 
Evans blue (EB) tracers were used to demonstrate that compromise of the BBB occurs immediately 
following shock loading, increases in intensity up to 4 hours and returns back to normal in 24 hours. This 
BBB compromise occurs in multiple regions of the brain in the anterior-posterior direction of the shock 
wave, with maximum extravasation seen in the frontal cortex. Compromise of the BBB is confirmed by 
(a) extravasation of tracers into the brain, (b) quantification of tight-junction proteins (TJPs) in the brain 
and the blood, and (c) tracking specific blood-borne molecules into the brain and brain-specific proteins 
into the blood. Taken together, this work demonstrates that the BBB compromise occurs as a part of 
initial biomechanical loading and is a function of increasing blast overpressures.

Blast-induced traumatic brain injuries (bTBIs) are the signature wounds in military and civilian populations 
due to the increased use of improvised explosive devices and asymmetric warfare in military conflicts and acts 
of terrorism, domestically and overseas1–3. Despite the increase in studies related to bTBI in recent years, there is 
only a limited understanding of how blast waves interact with the brain and cause injury, which has precluded the 
establishment of comprehensive diagnostic criteria for bTBI and the potential of therapeutic strategies. A recent 
survey reported that more than 30 phase III clinical trials aimed at targeting TBI have failed4–7. Understanding 
how blast-induced neurotrauma displays a temporal and spatial evolution of neuropathology in various regions 
of the brain is critical for the identification of injury mechanisms and the development of preventative measures 
and treatments for bTBI patients. Among many mechanisms of injury, damage to the BBB has been identified as 
a potential candidate and has been the focus of several clinical and experimental investigations aimed to establish 
injury baselines and to determine the timelines for therapeutic interventions for neurotrauma8,9.

The blood-brain barrier (BBB) is a highly, selectively-permeable membrane that separates the brain from 
the circulatory system. The BBB is dynamically modulated by cellular interactions between endothelial cells, 
the tight junctions that join them, pericytes, and astrocytes that support the endothelial capillaries10–16. Many 
neurological disorders including stroke17–20, Alzheimer’s disease21,22, Parkinson’s disease14,23, HIV-1 encephali-
tis16,24, epilepsy25,26, and multiple sclerosis27–29 display impaired BBB permeability. BBB disruption is also one of 
the most frequently investigated mechanisms of injury in blunt TBI and has been commonly used to evaluate the 
degree and extent of injury30–34. Several groups have reported abnormal opening of the BBB in closed cortical 
injuries35–37, weight drop models38,39, and blast models34,40–45. Reported results are derived from different prob-
ing methodologies, with different injury models, at different injury intensities, in different spatial regions of the 
brain. A limited number of studies has implicated increased BBB permeability in the pathology of blast-induced 
traumatic brain injury but, to the author’s knowledge, no such investigation has resolved the temporal and spatial 
resolution of BBB changes in bTBI, especially as a function of increasing biomechanical blast loadings. While a 
number of groups have assessed the BBB permeability following blast42,46–49, it is important to note that not all 
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blast models impart the same type of injury on experimental animals and, for this reason, authors compared 
the results of this work only to models that feature pure, primary blast injury void of secondary and tertiary 
effects50,51.

In this study, rats were exposed to a range of shock waves in a field-validated shock tube and permeability of 
the BBB was assayed by extravasation of Evans blue (which binds to albumin, a 66 kDa protein abundant in blood) 
and sodium fluorescein (a 376 Da molecule) in the frontal cortex, striatum, somatosensory barrel-field cortex, 
hippocampus, thalamus, and cerebellum. Rats were exposed to sub-mild (35 kPa), mild (70 kPa), mild-moderate 
(130 kPa), and moderate (180 kPa) blast overpressures; these classifications were based on a 24-hour survival 
dose-response of rodent models based on our previous results (see Fig. 2 of ref.52). Also, the Department of 
Defense (DOD) Instruction 6490.11 dated September 18, 2012 has established policies, responsibilities and pro-
cedures for mTBI occurring in the battlefield. When service members are involved in a potential concussive event, 
they are separated for medical observations and mandatory rest period. DOD defines potential concussive events 
as the presence of service members within 50 m of a blast or exposure to more than a single blast in a year1. Based 
on theoretical analysis, the peak blast overpressure of 180 kPa can occur at a distance of about 10 m for 100 kg 
TNT explosive. The same blast will produce 130 kPa BOP in about 12 m, 70 kPa in a distance of 16 m and 35 kPa 
in a distance of 23 m53. We had achieved these field blast loadings using operating characteristics like membrane 
thickness, transition length, driver gas, driver volume, and end plates54. Additionally, three different time-points 
post-injury (15 min, 4 hr, and 24 hr) were chosen in order to develop a temporal profile of BBB opening and to 
identify the extent of barrier breach.

Results
Primary blast induces breakdown of the blood-brain barrier. The blast injury model developed 
at NJIT, capable of reproducing field-relevant blast overpressures and previously characterized52,55–57 was used 
throughout this study (Fig. 1A,B). All test animals were mounted in the custom-made rat holder and placed in 
the test section of the shock tube (Fig. 1C). Rats were immobilized with the head restrained in order to ensure no 
confounding head movements or possible acceleration/deceleration that can be artifacts of this study (Fig. 1C,D). 
Rats were exposed to a single blast exposure of varying overpressures (see above) and subjected to transcardial 
perfusion (with phosphate buffered saline)-fixation (with 4% paraformaldehyde) within 15 min from exposure of 
animals to blast loading, which was the earliest time point that was assessed for BBB extravasation. The extent of 
extravasation of both sodium fluorescein and Evans blue was evaluated in all selected regions of the brain (Figs 2 
and 3). These quantitative results support the hypothesis that blast-induced BBB opening allows for extravasation 
of molecules of 69 kDa or smaller immediately following injury (biomechanical loading) and, given an increase 
in molecular mass, extravasation of tracers was less widespread.

The fluorescence detection method of extravasation was also validated with absorption spectrophotometry 
for Evans blue. Animals (n = 6) exposed to 180 kPa shock wave showed an average of 45.6% increase in the tissue 

Figure 1. The shock tube housed in the blast laboratory in the Center for Injury Biomechanics, Materials, and 
Medicine at NJIT. (A) The 9-inch, square cross-section, 6 meters long shock tube instrumented with pressure 
sensors along the top of the shock tube. (B) Representative pressure-time profiles acquired from pressure 
sensors in the shock tube at the four overpressures used in this study. (C) Rat holder mounted in the test section 
of the shock tube, with rat placed in the prone position (top) and (D) tightly wrapped in a harness to minimize 
head and body motion during the blast (bottom). (E) Control (left) and injured (right) brains following 
perfusion-fixation. All blood in the neurovasculature has been washed away, as seen from the white appearance 
of brains, confirming that all tracers measured has leaked from the vessels into the brain parenchyma.
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content of EB than control animals wherein the precise concentration of EB present in tissue was derived from a 
standard curve made of seven different EB dilutions (Fig. 2I).

Different brain regions express different degrees of BBB permeability following moderate blast 
injury. After exposing animals to moderate blast (180 kPa), differential damage was observed in six different 
regions immediately following trauma (~15 min). In almost every region studied, statistically significant dif-
ferences (p < 0.01), as determined by ANOVA followed by Tukey test, in the levels of both extravasated dyes 
was observed, highlighting the diffuse nature of bTBI (Figs 2 and 3). The quantitative values of the fluorescence 
intensities of EB (as measured by intensity x stained area) between control and blast injury groups in different 
brain regions are as follows: frontal cortex (control 0.002432, blast 1.699085, 700-fold, p = 0.006), striatum (con-
trol 0.001674, blast 0.675456, 400-fold, p = 0.001), somatosensory-barrel field cortex (control 0.003094, blast 
0.274115, 90-fold, p = 0.009), hippocampus (control 0.006258, blast 0.564796, 90-fold, p = 0.001), thalamus 
(control 0.002056, blast 1.282525, 600-fold, p = 0.002) and cerebellum (control 0.001102, blast 0.00448, 4-fold, 
p > 0.05); and for sodium fluorescein: frontal cortex (control 0.004555, blast 1.91963, 400-fold, p = 0.008), stria-
tum (control 0.005134, blast 1.822249, 300-fold, p = 0.008), somatosensory barrel-field cortex (control 0.001584, 
blast 0.429447, 250-fold, p = 0.009), hippocampus (control 0.00794, blast 0.630788, 80-fold, p = 0.009), thala-
mus (control 0.003556, blast 1.767197, 500-fold, p = 0.004) and cerebellum (control 0.004479, blast 0.055629, 
30-fold, p > 0.05). The most robust changes occurred in the frontal cortex, striatum, and thalamus for both tracers 
while minimal to no statistically significant extravasation was observed in the cerebellum, which aligns well with 
results from previous investigations34,58. In every other region analyzed, there is at least a tenfold difference in the 
amount of extravasated dyes compared to controls in the acute time period.

BBB permeability varies as a function of time following moderate blast injury. In order to deter-
mine the time-course for blood-brain barrier permeability following blast, groups of (n = 4–6 for each time point) 
rats were sacrificed at specified times post-injury (15 min, 4 hours, 24 hours). While the amount of extravasation 
was significant for both sodium fluorescein and Evans blue immediately after blast, there was an even greater 
increase in tracer penetration four hours following the blast exposure (Figs 4 and 5). Increases over controls were 
as follows for Evans blue at 4 hours, respectively (four hour blast values followed by fold-increase and 24 hour 
blast values followed by fold increase): frontal cortex (3.270751, 1300-fold, 0.005012, 2-fold), striatum (1.681731, 

Figure 2. Fluorescent images of Evans blue extravasation. Images show 10x macro-shots as well as zoomed in 
40x images in representative regions in the frontal cortex (A), striatum (B), somatosensory barrel-field cortex 
(C), hippocampus (D), thalamus (E) and cerebellum (F), 15 minutes following 180 kPa blast exposure. Control 
images were dramatically enhanced, yet still show limited visibility, due to the absence of extravasated dye. 
Frontal cortex was taken as a representative control image (G). Quantitation of extravasation is shown using a 
semilog plot in order to capture magnitudinal differences (H). Absorption spectrophotometry results of Evans 
blue in control and injured rats (n = 5) (I). *Indicates a difference in intensity compared with control with a 
statistical significance of p < 0.05, **Indicates p < 0.01. Scale bar = 1 mm in coronal sections and 50 μm in 40x 
images.
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1000-fold, 0.006758, 4-fold), somatosensory barrel-field cortex (0.427674, 150-fold, 0.005808, 1-fold), hippocam-
pus (0.781473, 120-fold, 0.00166, <1-fold), and thalamus (2.080952, 1000-fold, 0.005169, 2-fold) and for sodium 
fluorescein: frontal cortex (3.365124, 700-fold, 0.014903, 3-fold), striatum (1.966033, 400-fold, 0.00229, <1-fold), 

Figure 3. Fluorescent images of sodium fluorescein extravasation. Images show 10x macro-shots as well 
as zoomed in 40x images in representative regions in the frontal cortex (A), striatum (B), somatosensory 
barrel-field cortex (C), hippocampus (D), thalamus (E) and cerebellum (F) 15 minutes following 180 kPa 
blast exposure. Quantitation of extravasation is shown using a semilog plot in order to capture magnitudinal 
differences (G). Control images were dramatically enhanced, yet still show limited visibility, due to the absence 
of extravasated dye. Frontal cortex was taken as a representative image (H). **Indicates a difference in intensity 
compared with control with a statistical significance of p < 0.01. Scale bar = 1 mm in coronal sections and 50 μm 
in 40x images.

Figure 4. Quantitation of extravasation of Evans blue for 15 minutes (t0), 4 (t4), and 24 (t24) hours post-
180 kPa blast exposure in frontal cortex, striatum, somatosensory barrel-field cortex, hippocampus, and 
thalamus using a semilog plot in order to capture magnitudinal differences (A). The frontal cortex was chosen 
for illustrative purposes and to qualitatively depict the difference between 4 (B) and 24 hrs (C). Arrows indicate 
areas of leakage from the vessels, which are more pronounced in 4 hours than any other time point studied in 
this investigation. **Indicates a difference in intensity compared with control with a statistical significance of 
p < 0.01. Scale bar = 100 μm.
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somatosensory barrel-field cortex (0.596185, 400-fold, 0.003732, 2-fold), hippocampus (0.885597, 100-fold, 
0.006966, <1-fold), and thalamus (2.223883, 600-fold, 0.014472, 4-fold). Interestingly, 24 hours post-injury, the 
extravasation of EB and NaF returned back to that of control levels (Figs 4 and 5) suggesting possible resealing 
occurring at or before 24 hours.

As an alternate means to investigate BBB disruption as well as to examine possible mechanisms of BBB per-
meability change following blast, levels of tight junction proteins (TJPs) occludin and claudin-5 were determined 
in lysates from cerebral hemispheres by quantitative ELISAs. Statistically significant reductions in tight junction 
protein abundance were observed at this time point, which serves as further evidence of the compromised BBB 
(Fig. 6). Noteworthy that such reduction in TJPs in brain lysates is accompanied by a concomitant increase in 
their levels in serum samples obtained from the same animals that are used for evaluation of brain levels of tight 
junction proteins. These data not only strongly suggest that shockwave propagated from blast is able to dislodge 
TJPs from the cerebral vasculature but also that these proteins translocate to blood.

The extent of BBB permeability displays a tendency to increase as a function of blast over-
pressure. In order to determine the effects of blast overpressure on BBB permeability, groups of (n = 3) rats 
were exposed to mild shockwaves of 35, 70, and 130 kPa BOPs and sacrificed immediately after blast. While no 
measurable extravasation was induced at 35 kPa, there is clear evidence of leakage starting at 70 kPa (Figs 7 and 8) 
and extravasation quantitation for both tracers showed a tendency to increase with increasing overpressure. The 
fluorescence intensity increases over controls and were as follows for Evans blue at 35, 70 and 130 kPa, respec-
tively as determined by post-ANOVA Tukey test: frontal cortex (0.014762, 6-fold, 0.826735, 340-fold, 0.898087, 
370-fold), striatum (0.00983, 5-fold, 0.118309, 70-fold, 0.355441, 200-fold), somatosensory barrel-field cortex 
(0.0036, 1-fold, 0.101135, 30-fold, 0.215851, 70-fold), hippocampus (0.0.007685, 1-fold, 0.15515, 25-fold, 0.15437, 
25-fold), and thalamus (0.003252, 2-fold, 0.380609, 180-fold, 0.773843, 380-fold) and for sodium fluorescein: 
frontal cortex (0.030414, 7-fold, 1.146571, 250-fold, 1.91895, 260-fold), striatum (0.012241, 2-fold, 0.201411, 
40-fold, 0.545131, 100-fold), somatosensory barrel-field cortex (0.003914, 2-fold, 0.132123, 80-fold, 0.256239, 
160-fold), hippocampus(0.013312, 1-fold, 0.172132, 20-fold, 0.205551, 25-fold), and thalamus (0.00404, 1-fold, 
0.181371, 50-fold, 0.302787, 85-fold).

Primary blast induces translocation of astrocytic marker s100-β into blood stream and mono-
cyte infiltration into brain. In order to more strongly display the presence of brain-specific proteins in 
circulation following blast injury, an ELISA was conducted for s100-β at 4 and 24 hours post-moderate blast 
(180 kPa) in serum samples (n = 3, Fig. 9). At four hours post-injury, concentration of s100-β rose from 399 pg/
ml to 594 pg/ml, a statistically significant increase of 48.8% (post-ANOVA Tukey test, p = 0.037). However, after 
24 hours, the protein levels in serum fall to 427 pg/ml, an increase of only 7% from control values (Tukey test, 
p > 0.05).

Similarly, as an alternative means to demonstrate the presence of blood-borne macromolecules/cells in the 
brain parenchyma, double immunofluorescence staining was performed for CCL2 (monocyte marker) and 
RECA-1 (endothelial cell marker) at 4 hours post-moderate blast in the frontal cortex (n = 3, Fig. 10). Results 
indicate that, qualitatively, the presence of monocytes around blood vessels increased following blast compared 
to controls.

Figure 5. Quantitation of extravasation of sodium fluorescein for 15 minutes (t0), 4 (t4), and 24 (t24) hours 
post- 180 kPa blast exposure in frontal cortex, striatum, somatosensory barrel-field cortex, hippocampus, and 
thalamus using a semilog plot in order to capture magnitudinal differences (A). The frontal cortex was chosen 
for illustrative purposes and to qualitatively depict the difference between 4 (B) and 24 hrs (C). Arrows indicate 
areas of leakage from the vessels, which are more pronounced in 4 hours than any other time point studied in 
this investigation. **indicates a difference in intensity compared with control with a statistical significance of 
p < 0.01. Scale bar = 100 μm.



www.nature.com/scientificreports/

6Scientific RepoRts |  (2018) 8:8681  | DOI:10.1038/s41598-018-26813-7

Discussion
This work focused on establishing spatial and temporal relationships of the BBB permeability as a function of 
overpressure in blast-induced traumatic brain injury. Through the use of two tracers (Evans blue and sodium flu-
orescein) injected intravenously in the lateral tail vein of the rat, the degree of the BBB disruption following injury 
was functionally assayed. At the sub-mild overpressure (35 kPa) very limited extravasation of dyes was observed. 
A breach in the BBB was first observed at a mild blast overpressure (70 kPa) which revealed a significant increase 
in barrier permeability almost immediately after blast (~15 min). In addition to extravasation of tracers (NaF and 
EB), absorption spectrophotometry was used to demonstrate the breakdown of the BBB by the presence of EB 
in brain parenchyma. The results of the absorption spectrophotometry offer interesting piece of corroboratory 
information; unlike gross blunt injuries, where there is a substantial amount of extravasated tracers recorded59,60, 
in this mild-moderate blast injury, a difference of only about 250 picograms of EB was observed between injured 
and control groups (Fig. 2).

It is interesting to note that the extravasation of the tracers showed a significant increase as early as 15 min 
following the blast, strongly supporting the hypothesis that direct biomechanical loading of the primary blast was 
able to disrupt the BBB (Figs 2 and 3). We should note that there is no physical impact of external objects such 
as in CCI or weight drop models, nor a specific fluid pressure in subdural space as in fluid percussion model. 
However, while the degree of BBB disruption appears large when compared to controls (which was negligible), 
the physiological as well as neurological state of the animal were not altered based on visual observation of the 
animal’s status including unaltered gait, righting and startle reflexes (data not shown). This strongly suggests 
that this injury can be classified as a subtle, tissue-level mechanical disruption of vasculature. Therefore, caution 
must be exercised when comparing these results with those from blunt injury models, where injury severity is 
greater and degree of extravasation is larger but the injury is highly local, mostly restricted to the site of external 
impact or fluid pressure35,36,61. As noted earlier, the degree of the BBB permeability increased further at 4 hours 
post-injury (Figs 4 and 5), which not only indicates the persistence of the BBB disruption but also indicates that, 
in addition to direct biomechanical loading (shock loads that lasts for a transient period of approximately 3 milli-
seconds), some secondary mechanisms may be activated post-injury and contribute to BBB disruption for hours 
after initial trauma.

While several secondary mechanisms have been implicated in the degradation of the BBB including oxida-
tive stress12,30,33,43, matrix metalloproteinase activity and neuroinflammation12,33,38,62, pericyte detachment15,63–65, 
astrocytic end-feet swelling and detachment66–69, among others, precise involvement of one or more of these 
mechanisms contributing to BBB disruption in bTBI remains to be determined. Previous studies have cited 
maximum degree of damage to the BBB following mild-moderate TBI (although not blast) occurring between 
4–6 hours of injury8,35,39. The lack of a detailed time course of BBB disruption in blast injury is a primary moti-
vation for this work and a greater understanding of the temporal nature of the evolution of pathology and 

Figure 6. ELISA results for tight junction proteins occludin and claudin-5, respectively in brain (A,B) and 
blood serum (C,D). Assay conducted for blast (180 kPa BOP) samples fifteen minutes, four, and twenty four 
hours post-exposure and compared with controls. *Indicates a difference in intensity compared with control 
with a statistical significance of p < 0.05, **Indicates p < 0.01.
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contributions of precise mechanisms during the time-course of BBB disruption in blast-induced neurotrauma 
will aid in diagnostic and therapeutic discoveries70.

The integrity of the tight junctions was also assessed in the current study immediately following moderate 
blast, four, and twenty-four hours post injury. Tight junctions are water-tight seals that connect adjacent endothe-
lial cells across the brain vasculature11,13. These complexes are comprised of several proteins that anchor the tight 
junction to the surface of endothelial cells and represent a strong mechanical junction that is the foundation 
of the BBB. Several groups have studied the integrity of the tight junctions as a means to assess the state of the 
BBB30,44,56,71,72. In the present study, the abundance of tight junction proteins (occludin and claudin-5) was eval-
uated quantitatively via ELISA (Fig. 6A,B). In the acute phase of injury (~15 mins), a reduction in tight junction 
protein abundance was observed in both occludin (p = 0.012) and claudin-5 (p > 0.05). Although the reduction 

Figure 7. Quantitation of extravasation of Evans blue for 35, 70, 130, and 180 kPa blast overpressures, 
15 minutes post-exposure in frontal cortex, striatum, somatosensory barrel-field cortex, hippocampus, and 
thalamus using a semilog plot in order to capture magnitudinal differences (A). The striatum was chosen for 
illustrative purposes and to qualitatively depict the difference between 70 (B) and 130 kPa (C). Leaks appear 
longer and more intense with increasing overpressure in the same brain regions. *Indicates a difference 
in intensity compared with control with a statistical significance of p < 0.05, **Indicates p < 0.01. Scale 
bar = 100 μm.

Figure 8. Quantitation of extravasation of sodium fluorescein for 35, 70, 130, and 180 kPa blast overpressures, 
15 minutes post-exposure in frontal cortex, striatum, somatosensory barrel-field cortex, hippocampus, and 
thalamus using a semilog plot in order to capture magnitudinal differences (A). The striatum was chosen for 
illustrative purposes and to qualitatively depict the difference between 70 (B) and 130 kPa (C). Leaks appear 
longer and more intense with increasing overpressure in the same brain regions. *Indicates an intensity 
compared with control with a statistical significance of p < 0.05, **Indicates p < 0.01. Scale bar = 100 μm.
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in claudin-5 was not statistically significant, it displays a strong tendency to decrease. These results strongly sup-
port our tenet that a direct mechanical loading may be able to break and dislodge tight junction complexes and 
cause subsequent reduction in integrity of the BBB, which may have manifested in the extravasation of the dyes. 
Further, at four hours post-blast, levels of occludin and claudin-5 were reduced (p = 0.002, p = 0.035, respec-
tively) suggesting that, in addition to direct mechanical forces, secondary factors that are likely activated 4 hours 
post-injury also contribute to the reduction in TJPs. Such sustained decrease in these proteins may in part be 
responsible for greater compromise in BBB integrity 4 hours post-injury observed in the present study. While 
several factors have been implicated in the breakdown of tight junction proteins, oxidative stress and increased 
matrix metalloproteinase activity have been shown to contribute to the disruption of the BBB12,30. Moreover, res-
toration of the levels of occludin and claudin-5 observed in the present study within twenty-four hours post-blast 
corroborates the absence of extravasation seen at 24 hours post-blast.

While the reduction in the brain levels of tight junction proteins suggest a possibility of their dislodging 
by direct impact of the shockwaves, we sought to examine the accountability of these proteins in the blood 
stream, since it is likely that once dislodged, these proteins may be translocated into blood stream. Therefore, 
we estimated the levels of these proteins in serum samples by quantitative ELISA. Interestingly, we observed 
a close, inverse correlation on the levels of these proteins between brain homogenates and serum (Fig. 6C,D). 
Fifteen minutes post-injury, there was a significant increase in the amount of occludin (p = 0.012) and claudin-5 

Figure 9. Concentration of s100-β in blood serum. Assay conducted for blast (180 kPa BOP) samples four and 
twenty four hours post-exposure and compared with controls. *Indicates a difference in intensity compared 
with control with a statistical significance of p < 0.05.

Figure 10. Double immunofluorescence of endothelial cell marker (RECA-1, red) and monocyte marker 
(CCL2, green) at four hours post-exposure in frontal cortex in animals from control (A) and moderate (180 kPa 
BOP) blast injury (B). Scale bar = 50 μm.
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(p = 0.011) detected in the blood serum compared to controls. The amount of detected tight junction proteins 
further increased four hours post-injury (p < 0.001, p = 0.002) for occludin and claudin-5, respectively. These 
results not only corroborate the ELISA results in the brain tissue, but also give strong support to the assertion that 
the tight junction proteins are being mechanically dislodged from the tight junction complexes and being taken 
up into circulation. Moreover, a complete recovery of these TJPs to the control levels in brain and blood 24 hours 
post-injury corroborates well with the absence of any extravasation of EB or NaF which together indicate the 
possibility of resealing of the BBB at this time point.

Several studies report that increased levels of astrocytic protein s100-β in the blood indicate the breakdown 
of the BBB12,30,40,73–75. The current study shows increased s100-β in serum from animals exposed to blast provides 
additional support to our extravasation studies and together represent the involvement of astrocytic defects in the 
compromise of BBB following blast injury.

To demonstrate infiltration of any blood-borne cells entering the brain parenchyma, an immunofluorescence 
stain was performed to identify the presence of monocytes in the vicinity of vascular endothelial cells using CCL2 
and RECA-1, respectively (n = 3, Fig. 10). CCL2 is a monocyte chemoattractant protein which presents on blood 
monocytes and is integral in monocyte mobilization while RECA-1 is a common vascular endothelial marker76–78. 
The increased number of CCL2 staining in the frontal cortex near blood vessels indicates that monocytes are 
leaking from the blood into the brain parenchyma four hours post-injury. This qualitatively supports the extrava-
sation results for Evans blue and sodium fluorescein.

In the current study, differential degree of BBB permeability was observed spatially across different brain regions. 
Such differential blood-brain barrier permeability may, in part, be due to variations in the vascular architecture (density, 
size, orientation) in different brain regions. Cavaglia’s group characterized the variation in neurocapillary density in the 
adult rat hippocampus and cortical structures79. The hippocampal CA1 region revealed a significantly lower capillary 
density compared to CA3, but a much more extensive blood-brain barrier leakage. This may instinctively point to 
an inverse relationship between vascular density and BBB vulnerability; however Cavaglia’s studies also showed that 
neocortical regions have a much higher vascular density compared to neighboring gray/white matter junctions. Since 
gray matter regions (frontal cortex, thalamus, etc.) have a higher vascular density than the white matter regions, the 
mechanical shock loading in the acute phase of injury in conjunction with the onset of secondary mechanisms during 
latter stages may damage the brain regions containing higher vascular densities more than others. Supporting this tenet, 
our results and many other studies reveal higher degree of BBB damage in the frontal cortex (Figs 2 and 5)34,43,58,72. 
In addition to vascular density (number of vessels, vessel length, etc.), it is also possible that vascular orientation and 
cellular architecture may also be, in tandem, responsible for the observed spatial variation of BBB permeability. From a 
purely biomechanical perspective, a combination of vascular architecture and, to some extent, perivascular attachment 
to astrocytes may dictate the response to the sudden physical motion of capillaries leading to the mechanical disruption 
of tight junctions.

While it is strongly assumed that the propagation of shock uniformly travels and loads the whole brain, 
absence of BBB damage in cerebellum is interesting. The lack of functional BBB damage in the cerebellar regions 
has been reported by several groups, but there is still uncertainty to its cause34,58,80. Several groups have shown 
vascular volume in the cerebellum to be higher than that in the cerebrum81–83, but Holash et. al determined that 
this difference was due to the inclusion of pia vasculature84. Without pial vessels (which have a BBB quite different 
from the parenchymal vessels in terms of tight junction distribution and astrocytic ensheathment85), the vascular 
volume of the cerebellum and cerebrum are comparable. Most extravasation studies use intravascular tracers, 
which do not discriminate between pial and intraparenchymal vessels in the cerebellum. The authors speculate 
that the lack of extravasation in the cerebellum based on these methods is due to the presence of the pial vessels, 
but more work needs to be done to validate this hypothesis (ie. isolating parenchymal vessels).

Further, in the current study, based on the high magnification images (Figs 2, 3, 4, 5, 7 and 8) it is tempting to 
speculate that larger diameter blood vessels had greater leakage compared to smaller ones. Hypothetically, given a 
larger cross-sectional area, these vessels bear a greater brunt of the passing shock wave and hence are more dam-
aged than their smaller counterparts. It is also possible that these larger vessels only appear to leak more because 
of a greater vascular volume: more vessel content, the more blood is able to leak out in the presence of a vascular 
rupture. In this case, vessels of all sizes would experience a similar mechanical load from the shock wave and show 
a similar pattern of leakage (with only differences in leakage volume, proportional to vessel size), which is consist-
ent with the results of this study. When a shock/stress wave encounters vasculature, the biomechanical forces will 
be proportional to the projected area and the difference in acoustic impedance between the different materials 
that make up the local tissue construct. The resistance to deformation will be proportional to the structural integ-
rity of the vasculature vis-à-vis the surrounding cellular architecture. As different subregions of the brain have 
different architectures and biomechanical characteristics, the forces, the deformation and hence the BBB leakage 
will be a function of the specific region under question even if the loading is identical.

After 24 hours following mild blast, a statistically significant decrease in extravasation was observed in all 
brain regions, which represents possible evidence of a BBB resealing in combination with the restoration of TJPs 
(Figs 4, 5, 6). A recent study also reported a reduction in BBB damage 24 hours after injury in mice exposed to 
moderate blast (100 kPa)86. This, however, may not preclude continued presence of phenotypic changes of the 
TBI in brain structures since vascular leakage of various blood born substances into the parenchyma may trigger 
secondary events such as microglial activation leading to neuroinflammation.

At all time-points, in all regions, the total amount of extravasated sodium fluorescein tracer was greater than 
Evans blue, an intuitive result given the difference in size between these two tracers. One needs to be careful in 
interpreting the results in terms of fold increase since the baseline data for the smaller molecule, sodium fluo-
rescein, was higher than the larger Evans blue. In no region was there a collection of sodium fluorescein in the 
absence of Evans blue, meaning that in the current work, there was an insignificant number of breaches in the 
BBB which could accommodate the 376 Da sodium fluorescein but not the larger 69 kDa Evans blue.
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The present study showing a strong tendency of higher extravasation in animals exposed to 130 kPa com-
pared to 70 kPa in the acute phase of the injury suggests the BBB permeability changes are directly proportional 
to increasing BOP, at least in the acute phase of the injury. Interesting that 4 hours post-injury such magnitude 
of difference in the extravasation of EB and NaF as a function of BOP is absent. While the reason for this is not 
known, the authors speculate that differences in these injuries become more apparent after the acute phase of 
injury and such significant changes may be masked once secondary mechanisms begin to occur (4 hours), which 
may uniformly exacerbate injury conditions since, in the immediate phase of injury (~15 min), all leakage of the 
BBB is attributed to the mechanical insult of the shock wave. Therefore, the resulting biomechanical injury may 
not be grossly different between mild and moderate overpressures at time interval (4 h) where secondary mech-
anisms begin to occur. Indeed, such differential changes in BBB permeability have also been reported in other 
investigations52,56, which may superimpose the mechanical injury with the influences of secondary biochemical 
mechanisms (e.g., oxidative stress, neuroinflammation).

Our efforts to establish a sub-mild injury model of bTBI led to the identification of 35 kPa as a BOP that does 
not show any tracer extravasation. However, the BBB permeability changes are significant with a minimal BOP 
of 70 kPa and increased further as a function of increasing BOPs (Figs 7 and 8). These results indicate that the 
mechanical loading sustained at 35 kPa is insufficient to cause the significant damage to the BBB that was seen at 
70 kPa and higher overpressures. Therefore, 70 kPa BOP offers a basal injury threshold for the BBB permeability 
changes to occur under primary blast loading. These studies together demonstrate that BBB permeability is a 
sensitive phenotypic marker for mTBI in the acute phase of the injury wherein a direct mechanical disruption is 
able to cause vascular rupture. Accordingly, alterations in the integrity of BBB may be considered a prognostic 
event to scale the injury severity (i.e., sub-mild to mild vs moderate TBI) as well as the extent of pathological 
outcomes in blast TBI.

In summary, this work addresses a clear gap in knowledge in the understanding of the BBB permeability in 
the pathophysiology of blast-induced traumatic brain injury. The results and conclusions presented herein should 
provide the baseline for future studies attempting to connect the BBB permeability and the pathophysiological 
progression of bTBI. However, while the authors maintain that these results are reproducible in age-matched rats 
exposed under the same loading conditions, it is important that the described experimental model is replicated as 
closely as possible in order to reproduce these results. For example, non-primary injuries will likely be observed 
if animals are located outside or near the end of the shock tube or if animals are not properly fixed and thus may 
reveal an altered injury profile.

Materials and Methods
Animal Preparation. A total of 88 adult, 10-week old male Sprague Dawley rats (Charles River Laboratories) 
weighing between 300–350 g were used throughout this study, in accordance with protocols approved by Rutgers 
University Institutional Animal Care and Use Committee (IACUC). Animals were housed at 22 °C with free 
access to food and water in a 12 hour dark-light cycle. Animals were divided among sham and injured groups for 
four different blast overpressures and three different time-points post-injury. All methods used throughout the 
study were performed in accordance with protocols, guidelines, and regulations approved by Rutgers University 
IACUC.

Exposure to Blast and Tracer Injections. Rats were exposed to a single shock wave at the Center 
for Injury Biomechanics, Materials, and Medicine (New Jersey Institute of Technology) in the modular, 
field-validated shock tube described in previous publications54–56,87. Based on preliminary findings, we observed 
an obvious difference between sham and blast groups, where an n = 4 was sufficient to achieve a power value of 
0.9 (α = 0.05 and combined SD of 0.819) based on power analysis. An n = 1–2 was added in case of mortality 
or inadequate perfusion. As we continued the study, we maintained an n = 5–6 for all blast groups (for 70 and 
130 kPa groups, only three animals were used, but statistical significance was achieved). Prior to blast exposure, 
animals were anesthetized with 5% isoflurane, released in a chamber containing 95% air and 5% CO2, until unre-
sponsive to noxious stimulation. At this point the rats were mounted and immobilized on a custom rat-holder in 
the test section of the shock tube. Sham animals were anesthetized and received noise exposure, but kept outside 
of the shock tube, away from the shock wave. Exposed animals were subjected to a single blast of 35, 70, 130, or 
180 kPa peak overpressure and euthanized via transcardial perfusion-fixation at prescribed time-points (15 mins, 
4 hrs, 24 hrs). Tracers were injected two hours prior to euthanasia (animals in the 15 min group received injections 
prior to blast exposure). Sodium fluorescein was administered via the lateral tail vein (376 Da, 20% dissolved in 
phosphate-buffered saline [PBS], 0.02 g/mL, 0.7 mL delivered) at the same time Evans blue was (69 kDa when 
bound to albumin, 2% solution dissolved in PBS, 0.002 g/ml, 0.7 mL delivered). Two hours were given as to give 
sufficient time for the tracers to circulate the body multiple times and perfuse even deeper neurovasculature 
across all experimental groups. Other groups have used both these dyes to assess BBB permeability up to four 
hours following tracer administration34,88,89. Half-life of EB in circulation was confirmed to be > four hours, while 
the same is true for NaF half-life90–92, instilling confidence that allowing two hours for circulation and extravasa-
tion for these tracers is adequate.

As a quality control measure, high-speed video was monitored and recorded with a Photron FASTCAM Mini 
UX100 operating at a framerate of 5000 fps to capture any substantial head/body movement during blast, in order 
to exclude the effects of secondary/tertiary injury from this study. Approximately two seconds of video footage 
were recorded per exposure and then saved via PFV (Photron FASTCAM Viewer) 3.3.5 software. Incident over-
pressure at the location of the animals in the test section of the shock tube was recorded at 1.0 MHz sampling 
frequency by a custom LabView program running on in-house built data acquisition system based on National 
Instruments PXI-6133 32 MS Memory S Series Multifunction DAQ Modules and PXIe-1082 PXI Express Chassis. 
PCB Piezotronics (Depew, NY) model 134A24 pressure sensors were used in all experiments.
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Tissue Preparation, Absorption Spectrophotometry, and Ex-Vivo Imaging and Analysis. Rats 
were perfusion-fixed two hours following tracer administration. Prior to perfusion, blood serum was extracted 
from the heart (left ventricle, approximately 3 ml volume). Rats were transcardially perfused with phosphate 
buffered saline (PBS) and brains fixed with 4% paraformaldehyde (PFA). Brains were then liberated from cranial 
vaults, immersed in 4% PFA for an additional 48 hours and cryoprotected through immersion in 30% sucrose. 
Appearance of brains can be seen in Fig. 1E, wherein the brains were completely devoid of blood in the vascula-
ture, indicating a complete saline perfusion. Brains were then dissected into 100 micron sections using Rat Brain 
vibratome (Kent Scientific Corp.) and mounted on glass slides. Regions of interest included the frontal cortex, 
striatum, somatosensory barrel-field cortex, hippocampus, thalamus, and cerebellum. Each animal offered 30 
sections across five regions that were analyzed. Slides contained between two to three sections, resulting in over 
200 slides scanned throughout this study. Slides containing different brain regions were digitized (10x magnifica-
tion) using Leica Aperio Versa 200 digital pathology grade slide scanner. Fluorescent intensities were quantified 
after excitation at 488 nm (sodium fluorescein), 50 ms exposure, and 594 nm (Evans blue), 125 ms exposure, using 
AreaQuant software specifically designed for this imaging application (Leica Biosystems) and expressed as aver-
age fluorescence intensity/unit area. This imaging technique allows for visualization of micro-structural details 
and digital scanning affords the ability to image large brain regions with no loss of resolution. In order to quantify 
fluorescence intensities, regions of interest were manually outlined in different brain section. For each channel 
(green 488 nm and red 594 nm), a minimum intensity threshold value was selected to exclude any background 
fluorescence from our calculation. The AreaQuant algorithm then determines if the intensity value of each pixel 
enclosed in the outlined region exceeds the minimum intensity threshold and outputs the total area of positive 
stain for each brain regions, the average intensity in each channel, and the expression profile of the tracers.

As a means to validate the results of fluorescent image quantitation, absorption spectrophotometry was 
conducted on homogenized frontal cortices extracted from control and acutely injured rats (n = 5, 180 kPa). 
Rats were sacrificed via saline perfusion (no fixation) and brains were extracted, sectioned, and frozen in dry 
ice. Absorption was measured and standard curve generated from seven gradient dilutions of Evans Blue. 
Experimental samples were plotted against the curve (R2 = 0.998) using SpectraMax i3 (Molecular Devices) 
microplate reader and SoftMax Pro 6.5 software. Output concentration was converted into micrograms per mg 
of brain tissue.

ELISA. As a means of alternative evidence for BBB disruption, tight junction protein changes were examined in 
the cerebral hemisphere by ELISA and immunoblot. Following perfusion with PBS, brains were excised from the 
skull and cerebrum was homogenized in CellLytic-M (Sigma) using sonicator with probe amplitude set to 45% 
on ice. Samples were then centrifuged at 14,000 g at 4 °C. The protein concentration in the samples was estimated 
by bicinochoninic acid (BCA) method (Thermo Scientific, Rockford, IL). Subsequently, samples were diluted in 
PBS and loaded onto ELISA plate (LSBio, Seattle, WA). Serum samples were also loaded onto same plate for tight 
junction protein quantification and separate serum ELISAs were run for s100-β. Plates were read in microplate 
reader (Spectra Max i3, Molecular Devices) at wavelength of 450 nm. All the Steps of ELISA procedure (washings, 
incubation time etc) were conducted in accordance with manufacturer instructions and samples plotted against 
a standard curve made up of eight samples (R2 = 0.995, 0.999 for occludin and claudin-5 respectively) using 
SoftMax Pro 6.5 software.

Immunofluorescence. In order to further establish blood-to-brain leakage following blast injury, 
double-immunofluorescence studies for RECA-1 and CCL2 were performed in the frontal cortex, four hours 
post-injury (n = 3) as a means to detect infiltration of monocytes into the brain parenchyma. Following tran-
scardial perfusion-fixation, tissue was cryoprotected in sucrose, and 20 μm thick sections were cut using Leica 
1000 S vibratome. Sections were mounted on glass slides and washed with 10 mM PBS, fixed in ice-cold methanol 
(100%) solution for ten minutes at −20 °C. The tissue sections were blocked with 10% donkey serum at room 
temperature for 1 hour in PBS containing 0.03% Triton X-100. Fixed tissues were incubated overnight at 4 °C 
with respective primary antibodies to RECA-1 (Mouse monoclonal, Abcam, 1:50) and CCL2 (Rabbit polyclonal, 
Abcam, 1:50). Double immunofluorescence was performed using Alexafluor 594 for RECA-1 and Alexafluor 488 
for CCL2. Slides containing different brain regions were digitized (20x magnification) using Leica Aperio Versa 
200 fluorescent microscope and slide scanner.

Statistical Analysis. Data are presented as mean + standard error of the mean. Statistical significance was 
determined using one-way analysis of variance (ANOVA) to compare mean fluorescence intensities of different 
brain regions for sodium fluorescein and Evans blue with a Tukey pairwise test done to determine differences 
between individual time-point and overpressure groups. Statistical comparisons were also made for each blast 
overpressure and each time-point post injury. Normalcy and population variance homogeneity were assessed 
with Shapiro-Wilk and Levene’s tests respectively. Differences between means were assessed and probability levels 
of p < 0.05 were considered statistically significant. Minitab 17 Statistical Software was used for all analyses and 
Origin 2017 was used for generation of bar plots. Bar plots presented are in semi-log scale in order to capture 
magnitudinal differences between groups. Fluorescent images were taken using Aperio Versa software and anal-
ysis and export done via ImageScope software (LEICA Corp.).
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Electrophysiological Correlates 
of Blast-Wave Induced Cerebellar 
Injury
Gokhan Ordek1, Ahmet S. Asan1, Esma Cetinkaya1, Maciej Skotak1,2, Venkata R. Kakulavarapu1,2, 
Namas Chandra1,2 & Mesut Sahin1

Understanding the mechanisms underlying traumatic neural injury and the sequelae of events in the 
acute phase is important for deciding on the best window of therapeutic intervention. We hypothesized 
that evoked potentials (EP) recorded from the cerebellar cortex can detect mild levels of neural 
trauma and provide a qualitative assessment tool for progression of cerebellar injury in time. The 
cerebellar local field potentials evoked by a mechanical tap on the hand and collected with chronically 
implanted micro-ECoG arrays on the rat cerebellar cortex demonstrated substantial changes both in 
amplitude and timing as a result of blast-wave induced injury. The results revealed that the largest 
EP changes occurred within the first day of injury, and partial recoveries were observed from day-1 
to day-3, followed by a period of gradual improvements (day-7 to day-14). The mossy fiber (MF) and 
climbing fiber (CF) mediated components of the EPs were affected differentially. The behavioral tests 
(ladder rung walking) and immunohistological analysis (calbindin and caspase-3) did not reveal any 
detectable changes at these blast pressures that are typically considered as mild (100–130 kPa). The 
results demonstrate the sensitivity of the electrophysiological method and its use as a tool to monitor 
the progression of cerebellar injuries in longitudinal animal studies.

The devastating consequences of severe head injuries are well known to the public. It is also known that unde-
tected mild TBI can be a high risk factor for subsequent injuries and repeated mTBI, whether identified or not, 
leads to much more serious injuries1. Time of intervention is a critical parameter to achieve the best results in the 
treatment of TBI patients. This requires the knowledge of the time course of injury and its severity. To this end, 
animal models have been developed to generate better controllable results such as injury severity, type, and loca-
tion, as well as the age, gender and genetic composition of the subjects, for investigations of immunohistochem-
ical and biomechanical aspects of TBI. Although animal models continue to provide valuable insights into the 
mechanisms of brain injury, the need to terminate the animals for histological evaluation introduces a significant 
source of variability by preventing data collection at multiple time points in the same animals during injury pro-
gression. Thus, post-mortem techniques rely on statistics to account for inter-animal variations. Cascaded seque-
lae of the initial and delayed phases of neural injury make it further difficult to determine the temporal course of 
the injury. Secondary (or delayed) injury mechanisms can last minutes to months including cascaded metabolic, 
cellular and molecular events that lead to brain cell and tissue damage2–4. On the other hand, the electrophysi-
ological technique can provide a powerful tool for multi-point measurements or continuous monitoring of the 
biomarkers correlated with injury while cascaded changes are taking place in live animals. We developed a novel 
approach to monitoring various phases of injury using multi-electrode arrays (MEAs) implanted on the cerebellar 
surface (micro-ECoG technique) to detect any subtle changes in the cortical network excitability. Implanting the 
rats with MEAs before the blast exposure provided a baseline within the same subject for comparison.

Traditionally, the cerebellum has been considered as a brain center for sensorimotor integration and motor 
coordination. In recent years the cerebellum has been implicated in cognitive functions and emotions5,6. Despite 
numerous studies, there is still no consensus either on the nature of the information provided by the cerebellar 
outputs to other brain centers, or how the disruption of these outputs leads to the observed functional deficits 
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after head trauma. The neurologic disabilities that result from a direct insult to the cerebellum include ataxias, 
tremors, loss of balance and motor skills, and cognitive deficits7–10.

To date, the cerebellum has been understudied in the field of TBI research because of the notion that majority 
of cerebellar deficits occur only by direct impacts on the cerebellum, which rarely occurs in accidents. However, a 
recent report showed functional and structural cerebellar deficits as a result of blast induced repeated mTBI where 
the entire brain was affected11. Another report suggested a lower threshold for cerebellar injuries in veterans 
exposed to repetitive blasts12. Although diffuse axonal injury (DAI) is the main focus of mTBI research, recent 
evidence also indicated vulnerability of the synaptic mechanisms to blast injuries13–16. Other findings in cerebellar 
injuries included Purkinje cell (PC) deterioration17–19, synaptic disruptions11,20 and behavioral deficits8,17,18.

Scientific evidence is building up to suggest that mild head injuries, including concussions, can leave perma-
nent damage in the brain especially if they reoccur before the person completely recovers from the first injury21. 
These mild injuries are difficult to study in experimental animals because the damage may not cause the brain 
cells to show any anatomical changes or complete degenerations, but rather slowing down of their communica-
tion with other cells. Furthermore, mild injuries cannot be detected using behavioral measures since the impair-
ments may be too subtle to affect the motor function or cognition or need a prohibitively large sample size to 
be detected. Here, we propose a highly sensitive electrophysiological method as a tool to monitor the state of 
on-going cerebellar injury with repeated or continuous recordings of evoked potentials in anesthetized animals.

Results
We first studied the effects of blast injury on the cerebellar local field potentials evoked by dorsal hand and 
whisker mechanical stimulation using a custom-design multi-electrode array (Fig. 1). Changes in the EP wave-
forms were shown on the post-injury days compared to the control day for a sample rat (Fig. 2). In general, the 
cerebellar EPs demonstrated characteristic waveforms that are reproducible. The amplitudes of evoked potentials 
(EPAs) were in the 120 ± 10 µV-160 ± 20 µV range for the largest deflections (latency of 8–10 ms) as a response 
to whisker stimulation in the pre-injury period. The largest deflection amplitude drastically dropped down to 
10 ± 5 µV immediately after the blast injury (<10 min). The EPs evoked by hand stimulation persisted around the 
same amplitudes immediately after injury (paired t-test, n = 4 trials, p > 0.5) but decreased substantially on the 
next day (day-1). The EPs for both hand and whisker stimulations were very small and barely above the baseline 
noise on day-1 (red traces, 5–8 ± 2–4 µV). On day-3 of injury, both signals showed larger and multiple volleys 
compared to day-1, which suggested a partial recovery from injury (green trace, 60–80 ± 8–13 µV).

The changes in EPAs were quantified by calculating the area under the curve (AUC) as a measure, which 
reflects both the amplitude and duration information of a deflection in the EPs. An illustrative example from 
a control (pre-injury) animal was shown for a single channel of the MEA (Fig. 3A) and in multiple animals for 
hand and whisker stimulations (Fig. 3B, N = 7 rats). The raw AUC values were normalized by the maximum 
AUC that was observed in the pre-injury period within each animal individually and then averaged across all 
animals. The AUC values decreased significantly after the blast exposure during the 7 days after injury (N = 7 
rats). Most drastic changes occurred within one hour after injury for the whisker EPs and on the next day for the 
hand EPs (a decline by ~56% in whisker AUCs at 1 h, p < 0.001 and by 43% in hand AUCs on day-1, p < 0.01; 
Dunnett’s test). On day-3, AUCs increased slightly compared to day-1 measurements (Whisker ~13%, p < 0.44; 
Hand ~%24, p < 0.16) similar to the trend in EP amplitude measures in Fig. 2, which suggested a partial recovery. 
On day-7, the average AUCs were still lower than the control values by ~44% (p = 0.003, Dunnett’s test) and ~32% 
(p = 0.07, Dunnett’s test) for whisker and hand stimulation respectively. However, the AUC measures that were 
obtained from day-3 (73.1 ± 10%) and day-7 (58.3 ± 17.1%) for the hand EPs were not significantly different from 
pre-injury values (90.3 ± 4.3%).

Figure 1. Custom-design multi-electrode array contained 32 Pt contacts (30 µm diam.) that were arranged in 4 
rows and 10 columns that cover most of the right PML. The first four contacts are missing in the design on the 
first row, where the reference contact is, and also on the fourth row.
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Next, the EPs were segregated into MF and CF mediated potentials as identified by their characteristic laten-
cies from the time of stimulus (Fig. 4A), i.e. 2–10 ms for MF (red) and 12–20 ms for CF (blue). Because hand EPs 
were more reproducible than that of whiskers, we used only the hand evoked signals in the rest of the analysis. 
For precise measurements of arrival times, the EPs were spike-trigger averaged across multiple trials in each 
day for individual channels of the recording array separately. Consequently, each dot in the x-y plots of Fig. 4B 
represents a single contact out of 31 contacts of the array for the specified day of recording (color coded) in one 
of the animals. The histograms on the top and the right side of each plot show distributions of the MF and CF 
arrival times (latencies) across the array contacts in all animals as group data. The results suggest that there was a 
transient lengthening of MF onset latencies from the control values of 5.5–6.5 ms to 6–8 ms within the first hour 
of injury, which was followed by a decrease to the 4–6 ms range on day-1. On the following days, there was a pro-
gressive increase in MF delays with mean values of 6.05 ms, 6.6 ms, and 7.05 ms on days 3, 7, and 14 respectively. 
The variance of the MF latencies across the channels was much wider on the post-injury days compared to the 
pre-injury values. Conversely, the CF peak delays started increasing immediately after injury (1 h) from a range 
of 15–16 ms and reached to 16–20 ms with a mean of ~19 ms, and stayed higher for the rest of the study period 
without a specific pattern in the trend. Most notably, significant changes were observed both in MF and CF arrival 
times within the first hour, although they moved in different directions specifically on day-1. Overall, these results 
suggest that the injury induces differential effects on the MF and CF arrival times.

As a measure of excitability in the cerebellar network, we used z-scores of the normalized amplitudes (nEPAs) 
of the MF- and CF-EPs (Fig. 5). In each animal, the majority of supra-threshold CF responses occurred before the 
injury (Fig. 5A; control, 90% or 19/21 trials in the pooled data). Conversely, none of the MF responses reached 
the excitability threshold on the day before the injury (Fig. 5A; Zscore > 2.05, no blue markers <10 ms, a gray area 
excluded). After the injury, the ratio of supra-threshold CF components declined to 66% (63/95 trials for all time 
points) from 90% (pre-injury), showing the sharpest decline within the hour (Fig. 5A; red markers). While all 
of the supra-threshold MF-nEPAs were registered in the post-injury period for all animals (Most heightened at 
~1 hour; red markers, Zscore = 2.25 ± 0.11), CF-nEPAs were much stronger in the pre-injury period in comparison 
(blue markers in t ≥ 10 ms area, Zscore = 2.56 ± 0.13).

All supra-threshold responses (shown in Fig. 5A) were averaged for each day across animals and replotted 
(Fig. 5B). The zscore threshold was lowered to 1.55 for this particular analysis in order to include at least one data 
point per day. In each animal, the data set was normalized to the largest amplitude that was recorded during 
pre- or post-injury periods, following z-score qualification. Significant changes were detected in nEPAs of both 
MF and CF responses from pre- to post-injury (MF; F(6,522) = 7.12, CF; F(6,593) = 14.51) recordings. Within the 
first hour, CF-nEPAs were diminished almost completely down from 0.89 ± 0.09 in pre-injury. After day-1 of 
injury, the magnitudes of CF-nEPAs were still nearly 3-fold smaller (0.27 ± 0.2) than the pre-injury values and 
did not differ significantly on day-14 from day-7 (p = 0.22, one tailed t-test). Contrarily, MF-nEPAs increased 
to 0.22 ± 0.12 (p < 0.01; single data point from the pre-injury period in each rat) in the first hour and sustained 
higher magnitudes than the controls during the two weeks of the post-injury period (nEPAs = 0.14 ± 0.08 on 
day-14). These results suggest that the MF and CF amplitudes were also affected differentially by the injury, and 
analogous to the trend in their arrival times. Note that the overall effect of injury on the EP amplitudes was a net 
decrease by the AUC measures before separating the MF and CF components (Fig. 3).

Figure 2. Sample evoked potential (EP) waveforms for hand and whisker stimulations before and after injury 
in a rat. Stimulus-trigger averaged (STA) signals were filtered at 10–500 Hz, and then averaged across channels. 
Multiple recordings (4–5 STAs) were averaged for each time point (i.e. each trace) and plotted as mean 
(solid) ± s.d (shades) from the time of stimulus arrival (t = 0 ms). While pronounced changes in EPs to whisker 
stimulations occurred immediately after injury (<10 min, T = 9 recordings, p < 0.001), hand EPs indicated 
significant changes only on the next day (T = 10, p < 0.001).
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Ladder Walking. The functional impact of injury was assessed using the skilled locomotion test on the hori-
zontal ladder rung (HLR) in a group of rats that were exposed to the same blast-pressures as the rats with array 
electrode implants (Fig. 6A, N = 3 rats). The walking performances improved during one-week of pre-injury 
training period as indicated by the lower number of foot slips (1.33 ± 0.28, p = 0.001; Tukey test, day-1 vs. day-4) 
and the body falls (1.44 ± 0.37, p = 0.009, Tukey test, day-1 vs. day-6). Interestingly, HLR scores did not present 
any significant differences after the blast injury (F(2,32) = 0.909, p = 0.512; from day 4 to day 12). In fact, they 
showed nearly the same number of misses and falls on day-1 (Tukey test, p > 0.99; Day 7 vs Day 8) and day-2 
(Tukey test, p > 0.95; Day 7 vs. Day 9) of the post-injury period. Results indicated no behavioral deficits in the 
limb functions during the learned HLR walking due to blast-exposure.

Rotarod tests. As another method to assess motor coordination in animals exposed to blast injury, rotarod test-
ing was done in animals 24 h, 3 days and 7 days post-injury. Similar to ladder walking performance test, at any 
time point after the injury, latency times between control and injured animals did not display any statistically sig-
nificant differences (Fig. 6B). These results are consistent with the ladder performance tests, and further confirms 
that electrophysiological measures are more sensitive tools to identify progressive cerebellar injuries following 
mild blast injury.

Assessment of Neuronal Loss. In order to identify any potential neuronal loss contributing to electro-
physiological disturbances at 24 h and 7 day post-injury, immunohistochemical analysis of calbindin D28K, an 
intracellular Ca2+ binding protein and a marker of Purkinje cells, as well as cleaved caspase-3, a marker of apop-
tosis was performed. Results indicate immunoreactivity (intensity) of calbindin D28K or a number of calbindin 
D-28K positive cells did not change in the paramedian lobule of cerebella in rats exposed to 130 kPa over pressure 
compared to controls (Fig. 7). Likewise, a number of caspase-3 positive cells did not change following injury. 
Calbindin D-28K and caspase-3 immunostaining were also performed 7 days post-injury and similar to 24 h data, 

Figure 3. EP quantification by the area under the curve (AUC) method. (A) An example of AUC calculation 
is shown on a stimulus-trigger averaged signal that had a sufficient amplitude to be included in the analysis 
(threshold ± 20 µV). (B) Mean EP changes during the 7 days following blast injury (N = 7 rats). AUCs showed 
significant drops for both whisker (F(4, 30) = 5.69, p = 0.0016; rmANOVA) and hand evoked potentials (F(4, 
30) = 2, p = 0.011; rmANOVA). Bars indicate ± s.d. Significance vs. control (pre-injury) is indicated by the 
asterisks according to Dunnett’s test. ***P < 0.001, **P < 0.01, *P < 0.05. NS: not significant.
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Figure 4. Arrival times of MF and CF mediated local field potentials evoked by mechanical hand stimulation 
before and after injury. (A) Identification of the MF onset and the CF peak, based on arrival times (arrows). 
Stimulus is at 0 ms. (B) MF and CF delays for each array contact were averaged across multiple trials (2–3 trials 
per day) separately in each day and animal (3 rats indicated by different symbols) and plotted against each other 
as an x-y chart to show the variation across 31-channels of the recording array. Histograms show day-by-day 
(color coded) changes in the mean and distribution of the delays. All statistical significances were performed 
with paired comparisons between pre-injury (control) vs. each day of post-injury. N = 3, Mann-Whitney; 
*P < 0.01, **P < 0.001, ***P < 0.0001. (C) All histograms from different days are merged into a single plot to 
demonstrate the trends in MF and CF delays day-by-day.

Figure 5. Excitability changes after injury in EP components by hand stimulation. (A) Amplitude distribution 
of MF (latency <10 ms) and CF (latency > 10 ms) components. EPAs were normalized (nEPA) to a maximum 
recorded amplitude on any day throughout the pre-/post injury period in each rat, and then a z-score value was 
applied as a threshold (Zscore > 2.05, 15 MFs and 71 CFs). The data were gathered from 4 rats as indicated by 
different marker shapes. While CF-EPAs indicated the strongest responses in the pre-injury (control) recordings 
in all animals (blue markers, T = 14/19 trials; Zscore > 2.05), MF-EPAs showed supra-threshold responses only 
in the post-injury period (T = 15/89 Trials, Zscore > 2.05), except day-3. (B) Same data with a lower threshold 
(Zscore > 1.55) were averaged and shown as mean ± s.d for MF (red) and CF (blue), respectively. Statistical 
analysis indicated significant increases in MF-nEPAs, and significant decreases in CF-nEPAs in the post-injury 
period (ANOVA followed by Dunnett’s test; control vs. post-injury time points, n = 5 days, n = 32 MF-nEPAs, 
n = 105 CF-nEPAs; ***P < 0.001, **P < 0.01, *P < 0.05). Individual days were compared using pairwise t-test 
(CF ~1 h vs. day-1; !!!P = 0.0013, NS: Not significant).
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no significant changes were observed between controls and 7-day post-injury animals. Additionally, to evaluate 
whether purkinje cells were undergoing apoptosis, we performed double immunostaining of calbindin-D28K 
and caspase-3. We did not observe any colocalization of caspase-3 positive staining in purkinje cells. These results 
indicate that Purkinje cell loss does not contribute to the observed disturbances in electrophysiological functions 
in this study.

Discussion
Electrophysiological Correlates of TBI. Electrophysiological detection of TBI related neurological abnor-
malities has been investigated in humans22,23 and animal models24,25. While researchers and clinicians mostly 
focused on the cerebral regions such as the neocortex24,25 and hippocampus26–28, reports on the cerebellum also 
presented strong evidence for the use of electrophysiology in TBI detection20,29–31. A wide spectrum of electro-
physiological classifiers has been investigated. Nevertheless, amplitude and frequency analyses remain as the 
most sensitive parameters to identify abnormalities in the altered electrophysiology of the injured cerebellum. 
Amplitude variations in the electrical activity has previously been correlated to the cell loss in the cerebellum20, 
while the frequency32 and coherence spectra33 of the cerebellar oscillations have also been shown to change due 
to the injury.

Recently, we introduced the use of evoked potentials for detection of cerebellar injury in focal fluid percussion 
model with chronic implantation of multi-electrode arrays in rodents30. Our published data demonstrated the 
sensitivity of the electrophysiological assessment method in detection of cerebellar injuries earlier than the onset 
of molecular degeneration in fluid percussion injured (FPI) rats. Despite the differences in the injury mecha-
nism between FPI-induced (both focal and locally diffuse) and blast-exposed (whole-brain diffuse) TBI models, 
cerebellar recordings showed a number of akin findings that support the sensitivity of the electrophysiological 
method. As a result of EPA amplitude variations between the animals, the recovery on day-3 (and day-7) was not 
statistically strong in the group data (Fig. 3) to unambiguously confirm the distinct recovery shown in the sample 
animal of Fig. 2. The amplitude analysis in conjunction with the time of arrivals (Fig. 5) suggests that the recovery 
is not complete within our observation window after injury. In contrast, we did not observe any signs of recovery 
in our previous FPI work within one week, which may be explained by different injury mechanisms.

Our definition of the MF time window was relaxed to account for additional propagation delays from periph-
ery and we essentially used the first volley after the stimulus for the analysis. Here, we strictly defined the MF 
component with latencies less than 10 ms and extended our previous findings by separating the EP components 
into MF and CF mediated components. The former showed an increased and the latter showed a decreased excit-
ability after the injury. Increased excitability in mossy fiber responses after FPI induction has been reported 
before. In Ai and Baker20,29, FPI applied over the posterior fossa immediately behind the lambda line in the center 
resulted in presynaptic hyperexcitability within mossy fiber granule cell synapses at 3 days post-injury along with 
by hyperexcitability of the parallel fiber-Purkinje cell synapses at 3–7 days post-injury. The major discrepancy 
between our and Ai and Baker’s results is that they did not observe any significant changes in neither of these 
synaptic strengths at 1 day after injury, a finding that was clearly suggested by our data with both FPI30 and blast 
injury mechanisms. A potential explanation was offered by our observation that the whisker EPs declined within 
the first hour post-injury as opposed to the hand EPs showing major changes on the next day. This suggests that 
different cerebellar networks may have varying time windows to respond to the injury depending on whether 
they are affected directly or indirectly.

The pre-implantation of an MEA may be a risk factor that the presence of the MEA on the cerebellar cortex 
during exposure to the blast wave may augment the impact and exacerbate the resulting injury. This concern was 
invalidated to a large extent by the fact that the whisker and hand evoked potentials were affected differentially 

Figure 6. (A) Walking performances during repeated horizontal ladder crossings. Number of slips (misses) 
and falls in any of the four feet were scored in three rats. Rats demonstrated improved walking skills during 
the training period of one week with lowered number of falls and misses prior to injury (Days 1–7). Animals 
showed no statistically significant changes in motor performance scores with nearly the same miss and fall 
scores on day-1 (Day 8) and day-2 (Day 9) of injury. (B) Effect of mild blast injury on rotarod performance. 
Values were recorded from control and blast-injured animals on day 1, day 3 and day post-injury. Results are 
the mean ± SEM of the time animals remained on the rotarod before falling. There was no significant difference 
between control and injured animal groups at any time point (p > 0.05).
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and that the hand evoked signals did not differ significantly in recordings immediately after the injury. The dete-
rioration of the signal amplitudes may still be occurring due to tissue encapsulation around the electrode until 
the chronic tissue response is complete in about two to three months34–36. The stability of the signals in a group 
of uninjured control animals with implantation times up to 21 days suggested that the signals do not deteriorate 
significantly within this time window30. The subdural implantation of the MEA can also provide a sub millimeter 
level spatial resolution for localization of injury if needed, as demonstrated by EP amplitude distributions from 
whisker and hand stimulation in uninjured animals37.

Hand vs. Whisker Stimulation. Unlike the hand stimulation, the EPAs by whisker stimulation were sig-
nificantly lower at each measurement point as seen in the pooled data from all animals (Fig. 3). This may be due 
to several factors. Cerebellar cortex contains multimodal functional topography38–41 that is defined by discrete 

Figure 7. Immunofluorescence images of calbindin-D28K (A,B) and cleaved caspase-3 (C,D) in control, 
24 hours and 7 days after blast injury. Sagittal sections with enlarged fragments from the paramedian lobules 
(insets) captured at 40x magnification and quantification results are presented. Paramedial lobules double 
stained for calbindin-D28K (red) and caspase-3 (green) showing no colocalization of caspase-3 in Purkinje cells 
(E,F). Bar plots present quantification of: 1) a cell count for: calbindin-28k (A), and capsase-3 (C) positive cells, 
and 2) calbindin-28k fluorescence signal (B). No appreciable changes in the levels of calbindin-D28K or cleaved 
caspase-3 were observed between control and the injured cerebella (p > 0.05).
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clusters of neurons, which may receive multi-variant projections during stimulation of different body parts38. For 
instance afferent information from whisker activation is transmitted through a more direct and shorter pathway 
that involves trigeminal nuclei and inferior olive via middle cerebellar peduncle before reaching granule cells and 
PCs in the cerebellar cortex42; while inputs from the hand are mediated by spino-olivary pathways ascending via 
inferior cerebellar peduncle to activate the same type of neurons in the cerebellum43–45. Biomechanical factors 
during blast injury might induce differential effects on the hand and whisker networks of the cerebellum that are 
defined by different ascending pathways. This is supported by studies indicating a higher sensitivity of the vestib-
ular nucleus to shock-wave induced blast injuries in humans and rats46–48, although we cannot confirm a similar 
effect since we did not include behavioral tests to verify balance and coordination deficits in our experimental 
animals. Nevertheless, it is possible that an adjacent structure to the vestibular fibers, the trigeminal tract, may 
also have a higher sensitivity to the blast-waves.

Additionally, we observed large differences in EPAs, particularly in those from the hand, between the animals 
that were exposed to blast pressures with lower (100 psi) and higher (130 psi) pressure peaks (data not shown). 
While the whisker EPAs showed rapid drops within hours of injury, only at higher pressures the hand EPAs pre-
sented discernible deteriorations. While the differences in the measured peak pressures explain the variations 
in our pooled data, this observation also suggests the sensitivity of the cerebellar EPs to graded levels of injury 
severity. In our blast experiments the animals were held in prone position with shock waves traveling from rostral 
to caudal direction and reaching the cerebellum last. In FPI experiments, the injury is usually induced just above 
the cerebellum. Though the blast loading is biomechanically distinct from FPI, the subtle electrophysiological 
changes were measurable in both injury types.

MF vs. CF Mediated Components. Cerebellar evoked potentials were previously investigated with pen-
etrating as well as surface electrodes and characteristic waves (amplitude, onset time, duration, etc.) were linked 
to cerebellar morphology37,49–52. The sole output of the cerebellar cortex, the Purkinje cells (PCs), receive inputs 
through two major pathways. First, the mossy fibers (MF) that project on PCs via granule cell (GC)-parallel fiber 
(Pf) pathway and generate an early (2–6 ms; onset latency, P1-N1, N2) excitatory post synaptic potentials (EPSPs) 
in the evoked potential waveform. Second, the climbing fibers (CF) that originate from the inferior olive (IO) and 
make strong excitatory connections with the PCs and give rise to local field deflections with 8–20 ms latencies in 
response to a sensory stimulus52,53.

The evoked potentials, identified by their anatomical origins within the cerebellar cortex, were shown to 
detect changes of excitability54,55. We separated the cerebellar EPs into mossy and climbing fiber components 
with respect to their arrival times (Figs 4 and 5). While the CF components presented delayed arrival times (up 
to ~4 ms) for all days of post-injury, the MF responses had a changing trend. We noted that the MF onsets were 
initially increased (~1 h), then decreased (day 1) and finally increased again from day-3 to day-14 of the injury 
period. Finally, the increasing standard deviation of the CF delays between the recording channels indicated a 
wider spatial distribution of arrival times across the cerebellar cortex.

Differential effects in the timing of the MF and CF signals prompted a similar analysis to be performed on the 
amplitudes. Typically, the MF deflections exhibited smaller amplitudes with negative polarity, which is plausible 
considering the weakness of PF-PC synapses. The effect of the CF pathway on PC dendrites is much stronger 
with hundreds of synapses56, and thus the CF component is recorded with larger amplitudes and positive polar-
ity. Figure 5 suggests an increase in the MF mediated volleys and a decrease in the CF mediated components 
during the post-injury period, particularly at early stages, from 1 hour to a day. The higher z-score threshold 
yielded many more MF component detections after the injury suggests hyperexcitability. Increased excitability 
of pre-synaptic inputs at the mossy fibers-granule cell terminals was reported before20. Although our findings 
suggested a similar trend, we argue that the time window for MF hyperexcitability may be occurring in the earlier 
acute stage (hours to a day) rather than in the delayed phase (day-3 to day-7) of injury.

Behavioral Tests. We hypothesized that electrophysiological approach could be sensitive enough to investi-
gate mild injuries that would be too subtle to detect with conventional methods. To confirm this hypothesis, we 
first evaluated the behavioral scores during a skilled walking task on a horizontal ladder rung. The cerebellum 
plays a major role in motor learning tasks when the predictive timing and coordination is essential57,58. Animal 
models suggest that cerebellar injury can lead to Purkinje cell losses and behavioral deficits in moderate to severe 
head injuries17,59. We implemented a horizontal ladder rung test to evaluate skilled walking parameters such 
as foot slips, step cycle, limb coordination to complement foot fault scorings in pre- and post-injury periods. 
Although multiple parameters were analyzed (not shown), we observed only clear improvements in the reduction 
of foot slips and partial (or complete) falls in the learning period prior to injury induction. After blast exposure, 
animals showed no differences in their walking performance on the ladder. In our previous study, FPI at 15–30 psi 
induced detectable changes in step duration, suggesting that the HLR task is a proper behavioral paradigm to 
demonstrate cerebellar injuries60. The absence of walking alterations in the HLR task among blast injury cohort 
suggests that the cerebellum is affected only mildly. These results show that the electrophysiological method can 
detect changes in the cerebellar circuits even in the absence of behavioral deficits.

Immunohistochemistry. Neuronal loss, particularly the Purkinje cell loss has been reported in different 
forms of TBI with different injury severities18. Earlier, employing fluid percussion model of TBI, we also observed 
that mild injury (~15 psi) caused a significant Purkinje cell loss (decreased calbindin D28K immunoreactivity and 
increased Fluoro-Jade C staining) in parasagittal sections of cerebellar cortex 7 days post-injury30. Our previous 
observation is in contrast with our present study showing no Purkinje cell loss following blast injury at 24 h or 7 
days post-injury, although the peak over pressure appear to be similar (15 psi = 103 kPa). It is possible that the 
injury outcomes may be dictated by the mode of injury (e.g., blast vs. blunt injury). Accordingly, direct tissue 
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injury at the epicenter in the blunt TBI could trigger a cascade of events (neuroinflammation, local blood brain 
barrier breakdown) that may be different from blast injury. Additionally, a single blast at moderate levels may 
not be sufficient to trigger neurodegeneration whereas a single blunt impact and associated direct tissue damage 
could render Purkinje neurons more vulnerable. In fact, employing a repetitive blast model in mice (3 blasts at 
19 psi over 24 h interval) chronic Purkinje cell loss and persistent synaptic disturbances occurred12, which sup-
ports our tenet. Nevertheless, electrophysiological disturbances observed in the present study appear to be not 
due to neuronal loss.

Methods
Implant Surgery. Custom-design flexible multi-electrode arrays (E32_250_25_30_PML, NeuroNexus, MI) 
were implanted using sterile surgical techniques in 10 Long Evans rats (male, 250–275 g) one week prior to blast 
exposure. Data from 7 rats that were collected at matching time points in the post-injury period are presented 
here. All procedures were approved and performed in accordance to the guidelines of the Institutional Animal 
Care and Use Committee, Rutgers University, Newark, NJ. Anesthesia was induced using isoflurane (4% in 100% 
O2) and maintained with lower doses of the same (1.5–2.5%). Dexamethasone sodium phosphate was adminis-
tered (2 mg/kg, IM) before surgery to reduce cerebellar edema. A craniotomy of ~2 mm2 was made over the right 
cerebellum (corner at 1.7 mm lateral from midline and 2.5 mm caudal from the posterior edge of the skull) in 
order to implant the flexible MEA subdurally on the paramedian lobule (PML). The platinum contacts (30 µm 
diam.) of the MEA had a pitch of 200 µm and 250 µm in AP and ML directions respectively in 4 × 10 configu-
ration (Fig. 1). The MEA substrate was a thin polymer (polyimide, thickness 12 µm) and fabricated in a slightly 
curved shape to fit between the blood vessels without occluding them and cover most of the PML. Contact 
impedances varied between 800 kΩ–1.2 MΩ in saline prior to implantation and stabilized around 1–1.5 MΩ after 
the first week of surgery. A large reference electrode was incorporated into the MEA at one corner to suppress 
common-mode signals originating from subcortical locations within the cerebellum. The leftmost edge of the 
array was juxtaposed to the paravermal vein on the right PML. Trace amounts of octyl cyanoacrylate tissue adhe-
sive (Nexaband, WPI, Inc., FL) was applied on the edges of the MEA to fix it on the pia surface before covering 
it with autologous connective tissue for sealing the dural opening. The micro connector at the end of the MEA 
ribbon cable was fixed to the skull using octyl cyanoacrylate first as an adhesive layer over the skull followed by 
dental acrylic.

Blast-Wave Injury. Seven to ten days were allowed for the animals to recover from the surgery and the 
evoked potentials to stabilize before the injury. Then, the rats were exposed to a single blast wave in a 6 m 
long shock tube with 9-inch square cross-section located in the Center of Injury Biomechanics, Materials and 
Medicine, NJIT61. The shock tube generates blast overpressure vs. time pulses that have been validated against 
live-fire explosions so that the experimental conditions reported here are both field-validated and realistic62. Rats 
were anesthetized with a cocktail of ketamine and xylazine (100 mg/10 mg/kg, IP) before mounting them inside 
the test chamber located 2.80 m from the point where the shock-wave was generated at one end of the tube and 
3.05 m from its exit. The incident blast pressures, as measured near the test subject, varied between 110 and 130 
kPa, had a duration of 5.7 ± 0.3 ms, and corresponding impulse values, i.e. the area under the overpressure curve, 
of 234 ± 27 Pa·s. As in previously reported experiments63,64, animals were exposed to the blast in a horizontal 
head-on position while strapped to an aerodynamic aluminum holder with a thin cotton cloth wrapped around 
the body. By this experimental setting the gross head motion was eliminated almost entirely as confirmed by 
high-speed video recording. The high-speed videos were recorded on Photron FASTCAM Mini UX100 camera 
equipped with Tokina 100 mm f/2.8 macro lens and operating at a frame rate of 5000 fps. Typically, 8000 frames 
of video footage were recorded in a single experiment and subsequently saved via Photron FASTCAM Viewer 
3.3.5 software. The incident overpressure was recorded at the location of the specimen in the test chamber using 
a LabView program running on a customized data acquisition system based on National Instruments PXI-6133 
S-Series DAQ Module. The pressure waveform was recorded using PCB Piezotronics sensors model 134A24 
(Depew, NY) at 1.0 MHz sampling frequency for a duration of 100 ms.

Electrophysiological Signals. This study utilized the sensory evoked potentials as a measure of elec-
trophysiological intactness of the cerebellar cortex in a rat model. Sensory evoked potentials were elicited by 
a mechanical stimulation device, a 1 mm diameter cylindrical wood stick attached to the center of an audio 
speaker and activated by a short-pulse through a computer with milli-second accuracy. The control pulse was 
passed through a high-voltage solenoid driver circuit (SDM840, Magnetic Sensor Systems, CA) to achieve a fast 
and large displacement (3–4 mm) of the speaker coil. A train of mechanical stimuli (20 stimuli at 1 pps) were 
delivered to ipsilateral whiskers (not necessary the same one in each session) and the back of the hand to evoke 
local field potentials in the PML cortex of the cerebellum also under ketamine/xylazine anesthesia (30 mg/kg 
and 2 mg/kg, IP). The neural recordings were performed in a large Faraday cage through a 34-channel headstage 
amplifier (Gain 800, 0.8 Hz–3 kHz, Triangular Biosystems, NC). Signals were sampled at 16 kHz and filtered at 
10 Hz-500 Hz in Matlab (Mathworks). Stimulus-triggered averaging (STA) was employed to suppress the back-
ground noise. Further details of electrophysiological methods were previously described elsewhere30,37.

Characterization of EPs. Evoked potentials were characterized by amplitude (EPA) and latencies following 
the time of stimulus arrival, marked as 0 ms in Fig. 2A. Two different methods were followed for EPA quantifica-
tion. First, we calculated the area under the curve (AUC) of any potential deflections that is above five times the 
standard deviation of the baseline activity in the post-stimulus time window, i.e. 0–50 ms (shaded areas of top 
right panel in Fig. 3A). Any signal component arriving 50 ms after the stimulus was discarded since these may be 
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the responses to the stimuli relayed through the brain centers outside the cerebellar network, such as those from 
the cerebral cortex65,66.

In the second method, evoked volleys were first identified as either mossy fiber (MF) or climbing fiber (CF) 
mediated potentials based on the timing of their peaks (before or after 10 ms, left Figs 4–5). Then, it was deter-
mined whether the MF and CF volleys were significantly greater (Zscore > 2.05) than the baseline fluctuation. 
Those peak values that exceeded three times the background standard deviation was taken. If there was more 
than one volley for each type, only the largest deflection was included in the analysis. All quantitative measures 
used the EPAs normalized (nEPA) by the maximum EPA ever recorded before or after injury in that given animal.

Behavioral Testing. Three additional rats of the same size, strain, and gender as in the MEA implants were 
used for the behavioral testing. Walking on horizontal ladder rung (HLR) was chosen as the behavioral paradigm 
in order to investigate the impact of blast injury on the motor function. The HLR method is sensitive to the injury 
of the cerebellum67. The custom-designed ladder was assembled by 90 × 19 cm Plexiglas side walls that were sep-
arated by metal rungs of 3 mm diameter. The spacing between the rungs was set to 1 cm (regular) for habituation 
and 1–3 cm (irregular) in the training sessions. The ladder was elevated to 30 cm from the ground and two video 
cameras (220 × 330 pixels, 100 fps, Allied Vision) were installed to image the entire terrain while being able to see 
the hands and the feet without obstruction. Both ends of the ladder had a chamber where the animal could receive 
a food reward. During the first week, animals became accustomed to the environment and slowly learned to cross 
the ladder. Each rat had two ~10 min sessions per day for 7 days, at which point all animals learned to cross the 
ladder without hesitation. After this pre-training, the ladder rung pattern was changed by removing some of the 
rungs randomly and their walking was scored by counting the steps in which they missed the rung momentarily 
but corrected quickly (miss) or lost their balance before placing the hand correctly (fall). The same random rung 
pattern was used for all rats. Then, the animals were injured using a single blast wave at ~130 kPa, as in the other 
group of rats for electrophysiological recordings. Behavioral data collection sessions consisted of 10 crossings on 
each day of pre- and post-injury periods. The video recordings were analyzed frame-by-frame using VirtualDub 
software. The number of missed steps and falls were counted for each crossing and used for statistical analysis in 
IBM SPSS Statistics software.

Rotarod tests. We also performed rotarod performance test as an additional measure to investigate the effect 
of blast injury on motor function. A set of 12 rats were subjected to pretraining for 3 days twice daily (with 30 min 
resting period) to acclimate to the testing procedures before exposing the animals to blast injury. During the 
testing phase, rotarod was set in the accelerated mode with increasing number of revolutions from 4–40 rpm 
reaching within 90 s (2.5 s intervals for 1 rpm increment). The average time each rat spent on the rotarod during 
the 3-day pertaining was calculated and the values were statistically validated using nonparametric test to meet 
non-gaussian distribution to eliminate bias in the distribution of animals (with approximately equal latency times 
in control and experimental groups) before exposing the animals to blast injury. Rats were then exposed to blast 
injury and rotarod testing was performed at 24 hours, 3- and 7-days post-injury and results were expressed as 
mean ± SEM of latency time.

Immunohistochemistry. Three rats Long Evans rats (male, 250–275 g) were subjected to a single blast 
injury with 130 kPa peak overpressure and animals were euthanized 24 hours post-TBI for the immunological 
analysis. Three sham control rats of the same size, strain and gender received anesthesia and noise exposure but 
without blast exposure, i.e. anesthetized animals were placed next to the shock tube on the outside and then a 
single shot was fired. Following blast injury, animals were monitored closely for any signs of trauma-related dis-
tress such as apnea.

Immunofluorescence and microscopy. Twenty-four-hour and 7 days post-injury, both sham and TBI 
animals (4 animals in each group for 24 h study and 6 animals in each group for 7-day study) were transcardially 
perfused with PBS followed by 4% paraformaldehyde. Cerebella were dissected and post-fixed in 4% paraform-
aldehyde (PFA) for additional 48 h and cryoprotected by immersing in 30% sucrose. Fixed cerebellum was ver-
tically cut into two halves and left half of the cerebellum from control or blast animals was embedded in OCT 
(Optimal Cutting Temperature) in sagittal orientation and quickly frozen in isopentane cooled to liquid nitrogen 
temperature. 15 μm thick slices were collected 3 mm from the surface of the embedded frozen cerebellum blocks, 
using Leica CM3050 cryostat and mounted on glass slides. At least 3 sections from each animal cut serially were 
mounted on each slide. Sections were washed with 10 mM phosphate buffered saline (PBS), fixed in ice-cold 
methanol (100%) solution for 10 min at −20 °C. The tissue sections were blocked with 10% donkey serum at room 
temperature for 1 hour in PBS containing 0.03% Triton X-100. Fixed tissues were incubated with anti-calbindin 
D-28K (rabbit polyclonal, Calbiochem, 1:300) or anti-cleaved caspase-3 (rabbit polyclonal, Millipore Inc, 1:100) 
overnight at 4 °C, followed by incubation (1 h) with Alexa Fluor 594 secondary antibody. We also performed 
a double immunostaining of calbindin D-28K (mouse monoclonal, Calbiochem, 1:400) and caspase-3 (Rabbit 
polyclonal, Millipore 1:100). The tissue was counterstained with DAPI (Invitrogen, Carlsbad, CA) to visualize 
cellular nuclei and facilitate quantification (cell count).

Image acquisition and analysis. Slides were digitized (40x magnification) using a Leica Aperio Versa 200 
fluorescent microscope. For fluorescence intensity quantification, exposure times and grey scale balance were 
adjusted manually for each channel prior to scanning. Fluorescence intensity of calbindin D-28K cerebellar sec-
tions (2–3 in each slide) derived from 3 individual animals/group was quantitated using a FLAreaQuantV1 algo-
rithm (Leica Biosystems) and expressed as average fluorescence intensity per unit area. Briefly, in each image, a 
minimum intensity threshold value was set that will exclude any background fluorescence caused by nonspecific 
binding of the fluorescent secondary antibody. This was followed by setting a maximum intensity threshold as 
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to remove any oversaturation due to excess fluorescent dye. The area quantification algorithm then determines if 
the intensity value of each pixel within the specified region falls between the minimum and maximum intensity 
thresholds. The algorithm outputs the area of positive stain for each brain region, the average intensity of each 
channel, and expression profile of the protein. For visualization of calbindin D-28K and caspase-3 positive cells, 
ImageJ software (NIH) was used. Briefly, color images were converted to gray scale and different regions of inter-
est (ROIs, 10–15 random areas of approximately 4 mm2 diameter) were drawn in the paramedian lobe, and the 
images were thresholded to separate background from particles of interest, in this instance, number of calbindin 
D-28K and caspase-3 positive particles which different ROIs with varying area were counted, averaged and rep-
resented as total number of cells/unit area.

Conclusions
The acute phases of injury were monitored in vivo using local field potentials recorded with chronically implanted 
micro-electrode arrays. The results demonstrate the sensitivity of the electrophysiological measures for detection 
of cerebellar injuries at levels of blast pressure that are not detectable by behavioral (ladder walking) or immu-
nohistological assays. The two main findings are: First, the largest modulations of the EP amplitudes were seen 
within the first 24 hours after injury, which was followed by a slower pace of recovery period. Second, blast-wave 
injury produced differential effects both on the amplitudes and arrival times of the MF and CF mediated com-
ponents. Taken together, we can conclude that micro EcoG method can identify subtle neurological changes 
triggered by mTBI conditions.
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Abstract 

 

Microglia have been implicated as the primary contributors of chronic inflammation 

following traumatic brain injury (TBI). The animal models of TBI vary significantly based 

on the type of brain injury (focal versus diffuse). This has made it extremely difficult to 

assess the role of microglia and the window of microglia activation. Hence, the focus of this 

review is to summarize the time course of microglia activation in various animal models of 

TBI. The review explores the repertoire of secondary injury mechanisms such as aberrant 

neurotransmitter release, oxidative stress, blood brain barrier disruption and 

neuroinflammation that follow microglia activation. Since receptors act as sensors for 

activation, we highlight certain microglia receptors that have been implicated in TBI 

pathology, including Fractalkine receptor (CX3CR1), Purinergic receptor (P2Y12R), Toll-

like receptor (TLR4) and Tumor necrosis factor receptor (TNF-1R), Interleukin receptor (IL-

1R) and Peroxisome proliferator-activated receptor (PPAR). In addition to describing their 

downstream signaling pathways in TBI, we describe the functional consequences of their 

activation and the implication in behavioral outcomes. Further, we discuss classical, as well 

as recently developed techniques used to investigate microglia receptors. Taken together, 

this review will provide a holistic view of the role of microglia in TBI based on animal 

studies.  

 



 

Introduction 

Traumatic brain injury (TBI) is one of the leading causes of mortality and morbidity around the 

world. In 2013, in the US alone there were about 2.8 million emergency room visits, among 

which there were 282,000 hospitalizations, and 56,000 deaths related to TBI. The three leading 

causes of TBI related hospitalizations include falls (47%), impact by striking objects (15%), and 

automobile accidents (14%) [1]. TBI accounts for approximately 30.5% of all injury-related 

deaths in the US. Over the past decade, there has been a sharp increase in incidents of TBI 

resulting from combat related injuries as well as insurgent activities on civilian population [2] . 

In 2010, the direct medical costs of TBI was 76.5 billion dollars [3]. Although there has been a 

lot of effort focusing on treatment modalities for TBI, there has not been much success in 

developing a therapeutic strategy to treat TBI-associated deficits. Accordingly, over 30 stage III 

clinical trials failed to show significant improvement in TBI patients [4]. This is probably due to 

lack of clear understanding of the secondary mechanisms in the evolution of injury pathology 

and due to highly heterogeneous nature of TBI phenotype[4]. This has led scientists and 

researchers to look for novel methods to delay and prevent TBI induced pathology. 

Microglia are the immune cells in the brain and have been implicated in pathogenesis following 

TBI. In this review, we highlight the response of microglia to injury, specifically, the 

involvement in secondary injury mechanisms such as neurotransmitter release, oxidative stress, 

and blood brain barrier (BBB) breakdown after TBI. We then describe some of the receptors that 

are known to be critical in microglia activation and response following TBI. Moreover, we 

provide a brief summary of the tools and techniques that are used to study microglia receptors.  

Microglia response to brain injury  

Microglia constantly survey the central nervous system (CNS) microenvironment for any 

changes in homeostasis using their highly motile processes. In their resting state, microglia 

possess a rod shaped soma with processes extending out symmetrically in all direction [5]. 

Processes are motile with an average extension and retraction rate of 1.47 m per minute and 

ranging from 0.4 and 3.8 μm per minute, respectively. Upon microglia activation a series of 

characteristic morphological changes occur. Usually, the motility change of their processes from 

undirected to targeted movement towards the injury site [5].  The processes begin to retract and 

the soma enlarges and become spherical in shape [6]. Finally microglia begin to migrate to the 

site of injury at a rate of 1-2 μm per hour [5].  

Classically, microglial activation was categorized as M1 (proinflammatory) state or M2 (anti-

inflammatory) state [7].  The M1state is initiated by events such as TBI, wherein, the microglia 

synthesize and release excess superoxide, nitric oxide, proinflammatory cytokines and 

chemokines. Although, the secretion of these compounds  by microglia are primarily for host 

defense, often an exaggerated response follows an insult resulting in by-stander injury of the 

surrounding tissue [8]. When in M2 state, microglia produces anti-inflammatory cytokines (IL-4, 

IL-10, IL-13, IL-18) which promotes matrix remodeling, angiogenesis, tissue repair and 



regeneration among other functions [9]. Recent studies have shown that activated microglia can 

exist in both states simultaneously where individual cells produce danger associated molecular 

patterns (DAMPS) or pathogen associated molecular patterns (PAMPS) [10].  

There are currently 4 major animal models used to simulate the heterogeneous pathology of 

human TBI. These include weight drop injury (WD), control cortical impact injury, (CCI), fluid 

percussion injury (FPI), and blast / diffuse brain injury [11]. The WD model mimics closed head 

injuries frequently associated with falls, dropping of heavy objects in construction sites which 

lead to cerebral contusions found in TBI. It is performed by dropping a weight from a 

predetermined height onto the skull or exposed dura. In a modified version of WD model, also 

known as the closed head injury model, a metal plate is placed above the skull to distribute 

weight over a larger area and prevent skull fracture. WD model in mice showed signs of diffuse 

neuronal loss, neuroinflammation, markers of apoptosis, and short and long term cognitive 

impairments [12].Similar to the WD model CCI injury uses a solid impactor to damage exposed 

dura. To increase the reproducibility of the injury a pneumatic or electrochemical device is used. 

This mechanism also reduces rebound injury produced by gravity driven devices [13]. By 

adjusting location, shape of impactor, velocity, and the depth of brain deformation different types 

of injuries can be produced.  CCI injuries are typically manifest as cortical tissue loss, axonal 

injury, BBB dysfunction, and/ or subdural hematoma [14-17].  

In FPI injury model, a craniotomy is performed to expose a portion of the dura. The injury is 

inflicted by directing a fluid pulse, produced by a pendulum striking a piston of fluid reservoir, 

against the exposed dural surface [13]. The injury model is characterized by a locally diffuse 

injury producing vascular and axonal damage and produces an amalgamation of cortical 

contusion and diffuse subcortical neuronal injury [11]. Studies have varied the location of injury 

site, but most commonly, the injury is performed lateral to the sagittal suture (LFPI) or medially 

(CFPI) [13]. The blast/ diffuse injury attempts to replicate the shockwaves from explosive 

devices to cause a diffuse brain injury. To recreate the Freelander waveform produced in 

explosion either live explosives or gas driven shock tubes are used. Blast/ diffuse injury is 

characterized by diffuse cerebral brain edema, extreme hyperemia, a delayed vasospasm, and 

diffuse axonal injury [2, 18]. 

Microglia activation follows a different temporal pattern depending upon the type and 

severity of brain injury (Figure 1). CCI and FPI are the most studied among different injury 

mechanisms and therefore microglia activity state have been thoroughly investigated. Markers 

such arginase (Arg-1)[19], CD206[20, 21], and YM-1[20, 22]  are used to identify M2 activated 

microglia versus CD16[20], CD 86[20, 21], which are markers for M1 activated microglia. In 

TBI models such as blast and weight drop only the time profile of microglia activation have been 

studied. For instance, following CCI injury M2 like microglia increase in the first week 

following injury. The number of M2 microglia peak at 5 days post injury but decreases rapidly in 

number immediately afterwards [21, 23]. M1 microglia begin to increase in the cortex, striatum 

and corpus callosum at 1 week [23], peaking at 4 weeks following injury [21]. M2 type microglia 

predominate in the acute phase of injury while the M1 phase of microglia remain during the 

chronic phase after focal injury produced by CCI. Similar to focal injury, diffuse injury produced 



by FPI induced transient activation of M2 type of microglia that resolved within 7 days after 

injury, whereas, M1 type microglia remained in their activated amoeboid morphology for up to 

30 days following injury [23].   

It is interesting to note that microglia activation patterns differ not only temporally but also 

spatially following brain injury. The spatial variability in microglia response to injury may 

depend upon regional differences in mechanical loading and/ or the intrinsic property of the 

tissue. Despite the limited studies on mechanical signaling in microglia, a recent study showed 

cultured microglia cells were susceptible to mechanical changes [24]. In line with this, another 

study showed that mechanical loading was capable of modulating microglia proliferation, 

activation and chemotaxis [25]. The response of microglia to injury may also depend on the 

intrinsic property of the tissue such as microglia/ blood vessel distribution and neuronal 

vulnerability within the region. There is a lower occurrence of microglia in grey matter areas 

compared to the white matter. Regionally, the lowest of occurrence is the cerebellum (0.3%), 

frontal (4.7%), parietal (3.6%) and occipital (2.9%) lobes of the cerebrum with highest 

expression levels in the white matter track of the medulla oblongata (16.9%) [26]. A recent 

study showed that microglia activation paralleled the pattern of neuronal loss in a mouse model 

of CCI injury [27] which is in line with another study that observed prominent occurrence of 

activated microglia in regions of neuronal loss including the ipsilateral cortex, hippocampus, and 

thalamus after injury [28]. In a blast model of brain injury, microglia activation was found to be 

closely associated around the blood vessels suggesting that the difference in the distribution of 

microglia and blood vessels may underlie some of the regional vulnerabilities to injury [6].   

 

Microglia mediated secondary mechanisms in brain injury 
 

Depending on the type of TBI, the secondary injury may involve a wide array of mechanisms 

including oxidative stress, neuroinflammation, BBB disruption, cell death, mitochondrial 

dysfunction and neurotransmitter release [29, 30]. Studies conducted thus far, have reported the 

involvement of microglia receptor activation in not only altering microglia morphology and 

motility, but also in neurotransmitter release, modulating neuron-glia synaptic transmission, 

secretion of cytokines, generation of reactive oxygen species and production of nitric oxide. 

Here, we summarize the microglia mediated secondary mechanisms following brain injury. 

 

Aberrant neurotransmitter release  

Activated microglia contribute to neuronal excitotoxicity by releasing neurotransmitters in 

response to several external stimuli. The known neurotransmitters released by microglia include 

glutamate and ATP. Glutamate release by microglia can be triggered by activation through 

multiple receptor systems. For instance, microglia release of glutamate may be induced by 

secreted amyloid precursor protein (APP) [31]  or  amyloid β [32]. Similarly, TNF-α can induce 

the release of glutamate by up regulating glutaminase. Microglia are capable of releasing 

sufficient amount of glutamate to contribute to neural degeneration [33]. Such excess release of 

glutamate has been reported following ischemic brain injury [34]. However, there has been no 

study investigating the microglia release of glutamate in TBI models. The excess glutamate may 



activate pre and post-synaptic glutamate receptors in neurons leading to excitotoxicity. 

Alternatively, they can activate microglia glutamate receptors including AMPA receptor [35-37], 

metabotropic glutamate receptors [38-41] and NMDAR [42-44], resulting in a cascade of 

secondary events.  

Adenosine triphosphate (ATP) is the other commonly released neurotransmitter by microglia. 

ATP release from microglia cells can be induced by bacterial endotoxin lipopolysaccharide 

(LPS) [45, 46]. Lysophosphatidic acid (LPA) induces the release of ATP via activation of the 

LPA3 receptor [47]. High intracellular calcium levels have been shown to induce ATP release in 

microglia [48]. Extracellular ATP was shown to enhance radiation-induced brain injury through 

microglial activation and paracrine signaling via P2X7 receptor [49].  Microglia abundantly 

express ATP-mediated purinergic receptors. Although the ATP release by in brain injury has not 

been shown, the microglia response via purinergic signaling has been well-studied in brain injury 

models [50]. The purinergic receptors in microglia are abundant and are implicated in important 

functions such as cytokine production (P2X receptors), motility (P2Y12 receptor) and in 

phagocytosis (P2Y6 receptors) [51-53]. The expression and function of these receptors in 

neuronal/glial cells in neuropathologies have been reviewed previously [54] and their role in TBI 

and is worthy of investigation.  

Oxidative stress  

Under normal physiological conditions there is a delicate balance between reactive oxygen/ 

nitrogen species (ROS/ RNS) and their removal via antioxidants. Following TBI, the balance can 

be disrupted leading to an excess buildup of ROS [55, 56].  Accumulation of ROS/RNS is known 

to mediate cellular damage via lipid peroxidation, protein modification, and/or DNA strand 

breaks [57]. Activated microglia produce superoxide by the enzymatic activity of NADPH 

oxidase (NOX), a multi-subunit enzyme that catalyzes the production of superoxide from oxygen 

[58]. Microglia, like all phagocytic cells express NOX2 [59]. NOX 2 generates superoxide 

molecules which help in the neutralization of foreign pathogens [60]. It was shown that NOX2 

mediated ROS production was strongly upregulated in M1 but not M2 polarized microglia in 

CCI injury. Inhibiting NOX2, by using selective peptide inhibitor gp91ds-tat or NOX2 knockout 

mice, reduced markers for M1 activated microglia, limited tissue loss, and improved motor 

recovery. Inhibition of NOX2 also promoted M2 like activation in microglia [61]. In FPI injury, 

inhibition of NOX with apocyanin had no effect on neuromotor function but reduced the release 

the proinflammatory cytokines IL-1β, and TNF-α at 3 and 24 h after injury [62]. Recently, it was 

shown that NOX2 expression was increased at 24 h after moderate blast injury (180 kPa) and this 

directly correlated with elevated ROS production [63]. Activation of cytokine receptors such as 

IL-2R [64, 65], IL-15R [66], TNFR1 [67], INF-γR and thrombin receptor [68] in microglia have 

also been implicated in ROS production. ROS production by microglia may also be mediated by 

Notch-1 receptor [69, 70], dopamine receptor D1, D2 [71, 72], and Angiotensin II receptor [73].  

BBB disruption  

The CNS vasculature differs from the rest of the vasculature in that it has intricate connections 

and innervations with neural cells particularly astrocytes (astrocyte end feet), pericytes and 



microglia  to form the functional BBB, a specialized structure that selectively separates the brain 

parenchyma from the peripheral blood. Studies on the interaction between microglia and BBB in 

both physiological and pathological conditions are limited and have recently gained more 

attention [74, 75]. The perivascular microglia communicate with the ECs and survey the influx 

of blood-borne components into the CNS. Hence, any disruption of the BBB as reported 

following brain injury, can prime, and attract microglia [6].  

Microglia activation dependent alterations to BBB after TBI is thought to be predominantly 

mediated by neuroinflammation and oxidative stress [76-78]. Therefore, most TBI studies that 

investigate both microglia activation and BBB disruption focus on shifting microglia from their 

proinflammatory M1state to their anti-inflammatory M2 state. For instance, following CCI injury 

binding of 2 arachidonylglycerol (2-AG) (agonist) to the cannabinoid receptor in microglia 

shifted microglia at 3 and 7 days from M1 to M2 activated phenotypes. This shift in activation 

was coupled with the reduction of BBB permeability at the same time point [79]. Reduction in 

the release of pro-inflammatory cytokines and reduction of inducible ROS production prevented 

further degradation of BBB [79]. Pretreatment with apocynin (NOX inhibitor) prevented BBB 

disruption following WD injury [80] , as well as in blast injury model [81]. Microglia as the 

major source of NOX mediated ROS production are implicated as the cause for the increase 

permeability of the BBB following injury [80]. In a mouse model of mild blast injury, microglia 

activation was restricted to regions close to the blood vessel microdomains, as evidenced by 

rapid microglial process retraction and increased amoeboid morphology [6]. Taken together, 

these TBI studies confirm that there is a close association between microglia activation and BBB 

disruption and vice-versa following injury.  

Neuroinflammation  

Neuroinflammation is one of the key mediators of secondary injuries following brain injury. The 

acute response includes secretion of pro-inflammatory cytokines within minutes following 

injury. The activation of resident microglial cells, alongside the infiltration of peripheral 

macrophages, are key mediators of neuroinflammatory responses after TBI. Several studies have 

attempted to discriminate the differential roles of resident microglia and infiltrated monocytes 

after brain/ spinal cord injury [82-84]. In this review, we highlight the contribution of microglia 

to inflammation, however, the role of infiltrating monocytes/ macrophages in neuroinflammation 

and overall TBI pathology cannot be overlooked.  

Upon the detection of foreign macromolecules such as DAMPS/PAMPS, microglia can release a 

wide range of cytokines and chemokines. These molecules guide the expression of adhesion 

molecules, signal peripheral immune cells to infiltrate the injury site, and further release of pro-

inflammatory mediators and growth factors that regulate neuronal death or regeneration [85]. 

Many studies have investigated cytokines and chemokines expression following TBI. These 

studies have focused on levels of cytokines found in homogenized tissue section or CSF. These 

studies attribute the increased expression of cytokine to the activity of activated microglia. This 

assertion may be correct, but microglia’s contribution to the inflammatory environment is 

unlikely to be exclusive [86].  

Following CCI injury, levels of IL-1β and IL-18 increased in brain homogenates surrounding the 

contusion site. Levels of IL-1β peaked at 6 h post injury and decreased to control level by 7 days. 



IL-18 levels gradually increased over the 7 d observation period. Microglia specific release was 

confirmed by colocalization of NLRP-3 inflammasome and its associated components (ASC and 

caspase1) in microglia cells but not with astrocytes or neurons [87]. Chio et al found that 

administration of Etanercept, a TNF-α receptor antagonist, attenuated the release of TNF-α 

following FPI leading to reduced motor and neurological deficits as compared to the control and 

saline treated groups. At 72 hours after injury, TNF-α secreted by microglia increased in 

ischemic cortex, white matter, hippocampus, and hypothalamus. Double immunostaining 

confirmed that neuronal and astrocytic TNF-α levels were not significantly different between 

control, saline and etanercept treated groups leading to the conclusion that microglia was the 

prominent source of TNF-α production following diffuse TBI [88]. 

Bachstetter et al  showed that p38α (MAPK14) protein kinase plays a role in the production of 

TNF-α and IL-1β by cultured microglia cells [89]. Using midline FPI model they investigated 

whether myeloid specific deletion of p38α influenced microglia cytokine production following 

injury. Unexpectedly they found that during the acute phase (0-12 h), release of IL-1β, IL-6, and 

TNFα was greater in the p38α knockout (KO) compared to the wild type injured animal. This 

increase could not be accounted for by the increase in infiltrating immune cells (macrophages 

and neutrophils) or by astrogliosis, as cell number were decreased in the KO animals relative to 

the WT. In the chronic phase (7 d), levels of IL-1 were significantly reduced in the p38α KO 

animals as compared to the WT injured animals. These findings suggest that microglia may not 

contribute significantly to inflammation in the acute phase but is responsible for the pro-

inflammatory environment found in the chronic phase of injury [90].  

 

Microglia release proinflammatory cytokines such as IL-1β upon ligand binding to the NMDAR 

[42], angiotensin II receptor [73], and IFN-γR [85]. Release of TNF-α has been reported upon 

activation of AMPA receptor [35, 36], NMDAR [42], kainate receptor [37, 43], metabotropic 

glutamate receptor [39, 41, 91, 92] α1a, α2a, β1 adrenergic receptor [93], IFN-γR [85], TLR2 [94], 

TLR3 [95], TLR9 [96], CD-14 [97] and thrombin receptors [97]. Release of IL-6 upon  GABAR 

[98] α1a, α2a, β1adrenergic receptor [93], TNFR1 [99], IFN-γ [85], IL-1R1 [100], TLR2 [94], 

TLR3 [95], TLR5 [96], TLR9 [96], CD-14 [97], Thrombin receptor [68] activation. Release of 

IL-12 was noted upon activation of GABAR [98], IFNγR [101], TLR3 [95], TLR9 [96], CD-14 

[97], and thrombin receptors [68]. 

Microglia are also capable of releasing chemokines such as release of CCL2 upon IFN-γR [101] 

TLR2 [94] activation. Release of CCL3 upon IL-13R [102, 103] CD-14 activation. Release of 

CCL5 upon IL-3R [102, 103] activation Release of CXCL-10 upon TLR3 [95] and TLR4 [95] 

activation. Release of CXCL2 upon CD-14 [97] activation. Once released these factors affect 

adjacent cells such as astrocytes and/or neurons in a paracrine manner since these cells possess 

receptors for these factors. Additionally, these factors could also affect microglia in an autocrine 

manner. In both scenarios the net effect exerted by these factors include lipid peroxidation, 

immune cell recruitment, BBB disruption, and the development of cerebral edema [104-106]  

Microglial Receptors in brain injury 

The microglia express a repertoire of receptors which act as sensors for specific ligands in the 

neuronal parenchyma. A comprehensive list of receptors expressed in microglia, the known 



receptor agonists/ antagonists, their physiological function and the functional relevance of 

receptor activation is provided in Supplementary Table 1.  Although many receptors have been 

indicated to be part of microglia sensor system only a fraction of them are activated during TBI 

(Table 1). In the following section, we summarize some of the microglia receptors most 

investigated in TBI, their downstream signaling pathway (Figure 2), the functional 

consequences of their activation and the implication in behavioral outcomes.  

Chemokine receptor (CX3CR1) 

Microglia in the CNS are characterized by the prominent expression of the chemokine receptor 1 

(CX3CR1). The sole ligand for the receptor is fractalkine (CX3CL1) which is produced by 

neurons. CX3CL1 is known to induce microglia activation and release of proinflammatory 

factors [148]. Following brain injury, affected neurons release CX3CL1 allowing for microglia 

activation [149]. The schematic in Figure 1, summarizes the known intracellular signaling 

pathways associated with CX3CR1 receptor activation in microglia. It has been shown that 

CX3CL1 induces chemotaxis of microglia cells via chemokine macrophage inflammatory 

protein-1α (MIP-1α) to the site of neuronal damage [150]. CX3CL1 is also known to induce 

microglia activation through intracellular phosphorylation of microglial p38 mitogen-activated 

protein kinase (MAPK) [151, 152]. Further, treatment of cultured microglia with CX3CL1 

promoted cell survival and inhibited Fas ligand-induced cell death via the Akt signaling pathway 

[153].  

In a mouse model of CCI, they found that CX3CR1 KO mice had reduced cellular damage in the 

cortex and fewer sensorimotor deficits at 4 d post injury. In contrast, at 5 w, the CX3CR1 KO 

mice showed greater sensory motor deficits than that of control mice [112]. These results suggest 

that microglia-mediated fractalkine receptor signaling is associated with early toxicity but 

subsequent protection against TBI-induced pathology [112]. Drawing from this study, microglia 

seem to exacerbate injury outcome at the acute phase, however, it plays a more neuroprotective 

role at the chronic phase after injury. This was supported by another report that demonstrated a 

time-dependent role for CX3CL1/CX3CR1 signaling after TBI [86]. They showed that microglia 

exhibited M2 phenotypic markers (Ym1, CD206, and TGFβ) in the acute phase and 

predominantly exhibited M1 phenotypic markers CD68 in the chronic phase, owing to the 

differential outcomes to CX3CR1 deletion after TBI [86]. Moreover, CX3CR1 signaling has 

been implicated in the infiltration of peripheral immune cells and the resultant neurodegeneration 

[111]. Taken together, CX3CL1/CX3CR1 signaling modulates microglia activation, and 

depending upon the type and time of injury, either protects or exacerbates the injury response 

following TBI. 

Purinergic receptor (P2Y12R) 

Microglia respond to extracellular changes in ATP concentration via numerous purinergic 

receptors. Microglia expresses both P2Y receptors coupled to G-proteins, as well as, P2X 

receptors coupled to ligand gated cation channels [154].  In this review, we focus on purinergic 

receptor P2Y12R, a microglia-specific receptor [155] that mediates microglial chemotaxis 

towards site of injury [156]. Activation of P2Y12R results in the opening of K+ channel and 



increased cAMP levels that is implicated in microglia surveillance and chemotaxis towards 

injury site [157, 158] (Figure 2). A recent study identified a two-pore domain channel, namely, 

THIK-1 as the potassium channel involved in microglia ramification and surveillance [157]. 

However, THIK-1 did not account for site-directed chemotaxis of microglia processes suggesting 

that another K+ channel may be coupled with P2Y12R and warrants further investigation [157, 

158].  

In addition to promoting microglia dynamic properties, ATP strongly activates microglia 

P2Y12R and stimulates the production of cytokines (IL-4, IL-6, IL13 and TNF-α) and 

chemokines (CCL3) by elevating the intracellular calcium levels [159, 160]. P2Y12R expression 

in activated microglia is controversial. A number of studies report increased expression of 

P2Y12R in activated microglia [161-163].  However, there are equally compelling studies that 

claim that P2Y12R is expressed exclusively in non-activated microglia [164] or alternatively 

activated microglia [159]. This discrepancy can be explained by the direct correlation between 

P2Y12R expression and ramified state of microglia [165]. Hence, although these studies claim 

microglia activation, the expression levels of P2Y12R is a good indication of level and direction 

of transformation that occurs to the microglia morphological and dynamic state ( hyperramified 

with chemotactic processes versus hyporamified microglia with amoeboid soma).    

Microglia P2Y12R is well known for its role as facilitator of process extension and migration 

following focal injury [165, 166]. In a pig model of diffuse central FPI, microglia processes 

converged on axonal swellings and exacerbated diffuse axonal injury [167]. Microglia process 

convergence towards swollen axons and dendrites are mediated by P2Y12R [168, 169]. 

Recently, P2Y12R-dependant microglial closure of injured blood-brain barrier was shown [50]. 

Given the cellular specificity of P2Y12R in microglia, it would be the ideal target for targeting 

microglia activation after TBI.  

 

Toll like Receptor 4 (TLR4) 

Toll-like receptors (TLRs) are first-line molecules for initiating immune responses. Microglia 

being the only innate immune cells in the CNS, they highly express TLRs, particularly TLR4. 

Some of the known ligands of TLR4 include lipopolysaccharide (LPS) [170], fibrinogen, heat 

shock proteins (HSP), high mobility group box protein 1 (HMGB-1) and monosodium urate 

[171]. TLR signaling initiates acute inflammatory response by promoting the release of 

proinflammatory cytokines. Ligand binding to TLR4 activates either a MyD88-dependent NF-

κB activation or MyD88-independent activation of interferon regulatory factor–3 (IRF-3) 

activation and the subsequent expression of IFNβ [172] (Figure 1). In MyD88 deficient mice, 

Esen and Kielian found that the microglia was only partially inhibited, implying that  both 

MyD88 dependent and independent pathways are functional in microglia [170]. 

The expression of TLR4 has been shown to be upregulated in various animal models of TBI 

[134]. Administration of pituitary adenylate cyclase-activating polypeptide (PACAP30), a 

known TLR4 antagonist, reduced the cognitive and motor decline, neural apoptosis and reduced 

brain edema in a WD model of TBI [134]. The effects of PACAP30 were strongly associated 



with microglia mediated release of IL-1β, and TNF-α, implicating TLR4 in microglia activation 

and inflammation [134]. Release of excess (HMGB1), a ligand for TLR4 was reported in TBI 

patients, as well as in CCI animal model [116]. Genetic or pharmacological (VGX-1027) 

inhibition of TLR4 attenuated the microglial neuroinflammatory response (IL-6) and limited 

post-traumatic edema [116]. In line with this, another study demonstrated that deletion of TLR4 

(TLR4 KO) resulted in lower M1 phenotypic genes and higher expression of M2 phenotypic 

markers in microglia [117]. Consequently, the TLR4 KO mice exhibited decreased infarct 

volumes and improved outcomes in behavioral tests after TBI [117]. Taken together, TLR4 

deficiency contributes to regulating microglia to switch to the M2 phenotype, which ameliorates 

neurological impairment after TBI. 

Interleukin-1 Receptor1 (IL-1R1) 

Microglia are the prominent source of cytokine interleukin-1 (IL-1) production, yet little is 

known about the expression of the receptor IL-1R1 in them. Highest expression of IL-1R1 is 

found on endothelial cells with low expression in microglia and astrocytes [173]. The ligands of 

the IL-1R1 include IL-1α and IL-1β. The activation of IL-1R1 is transduced through both the 

NF-kB and the mitogen activated protein kinase (MAPK) pathways [174]. Upon ligand binding 

IL-1R accessory protein (IL-1RAP) is recruited. Similar to TLR4 signaling, the formation of the 

IL11R1 and IL-1RAP heterodimer initiated signal transduction by allowing for recruitment of 

MyD88 and IL‑1R associated kinase 4 (IRAK4), TNFR‑associated factor 6 (TRAF6) [174] 

(Figure 2). 

 

It has been shown that proliferating microglia express high amounts of IL-1R1 [175].  IL-1β 

exacerbated, whereas IL-1R agonist attenuated neuronal injury and microglial activation after 

excitotoxic damage in organotypic hippocampal slice cultures [176]. In a CCI model, 

neutralization of IL-1β prevented the activation of IL-1R and reduced the activation of microglia 

at 3d and 7d post injury [108]. Subsequently, a reduction in lesion volume, attenuated cognitive 

deficits and decreased hemispheric tissue loss [108]. In mice lacking IL-1R1, fewer amoeboid 

microglia/macrophages appeared adjacent to the injured brain tissue and those microglia present 

at early post-injury intervals retained their resting morphology in a penetrating brain injury 

model [177]. This was followed by a significant reduction in inflammatory response such as 

Cox-2, IL-1, and IL-6 release [177]. These results implicate IL-1R1 in microglial activation after 

TBI. Since microglia are not the sole expressers of IL-1R1, the recently developed IL1R1loxP/loxP 

transgenic mouseline [178] can be used to study the microglia-specific role of IL-1R1 in TBI 

pathology.  

NLRP3 inflammasome is a major mediator of IL-1β production via activation of caspase-1. 

Studies have reported the activation of NLRP3 inflammasome in blunt models of TBI, whereas 

very few studies were performed in blast TBI [179, 180]. Our interest focus on the NLRP3 

inflammasome is due to its known expression in microglia cells [181-183] and that microglial 

activation is well known in various forms of TBI. NLRP3 the most studied inflammasome is 

typically found in innate immune cells and is found to be activated by a wide range of stimuli 

such as viral, bacterial, and fungal components [184, 185], endogenous danger signals such as 



extracellular ATP[186-188], amyloid‑β [181], uric acid crystals [181, 188, 189], and 

environmental micro particles such as silica crystals [190]. Originally thought to be expressed 

exclusively in microglia NLRP3 is now found to be expressed in neurons. The time course for 

expression following TBI differ among the two cell types. Whereas early (acute) expression is 

found in neurons and later (subacute) expression to be found in microglia  [191]. Weight drop 

model measured colocalization at 3 days post injury. Liu et found that the mRNA levels of 

NLRP3 increase at 6h, 3 days and 7 days post injury but was at control levels at 24 hours after 

injury. In line with mRNA levels protein levels increased at all time points except the 6 hour 

time point. NLRP3 was coexpressed in neurons astrocytes and microglia at the 3 day time point. 

IL-1β peaked at 6 hours and decreased by to sham levels by day 7 [192]. 

CCI injury in mice Quian et al found that IL-1beta levels peaked at 6 hours and decreased 

steadily to control levels by day 7. IL-18 levels were at control concentration at 6 hours but 

increased at all time points peaking at 7 days. mRNA levels for NLRP3, ASC, and caspase-1 

levels increased at 6 hours and maximal at 7 days. Although both astrocytes and microglia were 

activated following injury only microglia were accompanied by strong NLRP3 expression. [87]   

Tumor necrosis factor receptor (TNFR1) 

Microglia express both tumor necrosis factor-α (TNFα), as well as its receptors, TNFR1 (p55) 

and TNFR2 (p75) [193]. The two native receptors have differential intracellular signaling 

pathways. In this section we focus on TNFR1, which contains a death domain. Activation of 

TNFR1 normally leads to cellular apoptosis; however, under specific conditions, receptor 

activation can also lead to the activation of NFκB and contribute to cell survival. These divergent 

outcomes have been linked to receptor localization with receptor internalization leading to cell 

death and membrane localization supporting cell survival [194]. Upon ligand binding with 

TNFR1, the signal is transduced via transcription factors such as NF-κB and c-Jun which in turn 

are involved in immune, stress and inflammatory responses [195] (Figure 2).  

The expression levels of TNF- α and its associated receptors have been correlated with trauma 

severity in patients admitted with TBI [196]. Genetic deletion of TNFR1 (TNFR1 KO) showed 

attenuation of motor deficits at 4-weeks following CCI [121]. In contrast, absence of TNFR2 

(TNFR2 KO) resulted in worsening of motor deficits as compared to the control [121]. The study 

showed that TNF-α-TNFR1 signaling was proinflammatory in nature whereas, TNF-α-TNFR2 

signaling was anti-inflammatory in nature [121]. Surprisingly, an independent study observed no 

differences in motor or cognitive outcome in either TNFR1, TNFR2 KO or TNFR1/TNFR2/Fas 

mice, versus wild type mice following CCI [197]. These conflicting data may be attributable to 

differences in the severity of the CCI models used, as well as anesthetic agent, differences in 

background strain genetics in TNFR KO mice, and other model-specific factors in the studies 

[198]. 

As mentioned earlier, the downstream signaling of TNFR1 may be neuroprotective or neurotoxic 

depending upon the sub-cellular localization of the receptor. In the normal rat cortex, a portion of 

TNFR1 is located in lipid raft microdomains, where it is associated with the adaptor proteins 

TRADD (TNF receptor-associated death domain), TNF receptor-associated factor-2 (TRAF-2), 



the Ser/Thr kinase RIP (receptor-interacting protein), TRAF1, and cIAP-1 (cellular inhibitor of 

apoptosis protein-1), forming a survival signaling complex. Moderate TBI resulted in rapid 

recruitment of TNFR1, but not TNFR2 or Fas, to lipid rafts and induced alterations in the 

composition of signaling intermediates. Activation of TNFR1 after TBI induced the expression 

of caspase-8, thus initiating apoptosis and transient activation of NF-κB [199]. In CCI model, 

studies have identified co-expression of TNFR1 and TNFR2 in both microglia and endothelial 

cells, thereby implicating TNFR signaling in the pathogenesis of TBI [200, 201]. In brain injury 

models such as FPI and CCI , elevated TNF- α levels are found in the injured brain and 

inhibition of TNF- α and its receptors has been beneficial to postinjury cell death and functional 

outcome [124, 202]. However, in WD / concussive brain injury model, inhibition of TNF- α and 

Fas receptor resulted in cognitive decline independent of neuronal loss [140]. Hence, a better 

understanding of TNF-α -TNF1R signaling in the various injury models is needed to develop 

therapies targeting TNF1R for treatment of TBI.  

Peroxisome proliferator-activated receptor (PPAR) 

The peroxisome proliferator-activated receptors (PPAR) are a member of nuclear membrane 

receptor family and have been shown to be important for inflammatory signaling in microglia 

[105]. There are three isoforms of the receptor PPARα, PPAR δ/β, and PPARγ [203]. Of the 

three isoforms only PPARα and PPARγ are implicated in inflammation. The numerous agonists 

and antagonists of PPARs are listed in Supplementary Table1. Upon activation, the PPARs 

regulate inflammation via trans-reexpression of multiple inflammatory signaling systems such as 

nuclear factor-kappa B (NFκB), activator protein-1 (AP-1), signal transducer and activator of 

transcription (STAT) [204]. Although the endogenous ligand may not achieve critical 

concentration to activate the receptor a lot of research has gone into its role in TBI treatment.  

Following CCI, mRNA levels of PPARγ have been reported to be elevated surrounding the 

injury site [126]. Agonists for both PPARα and PPARγ have been studied due to their ability to 

affect multiple signaling pathways and reduce TBI induced neuropathology. Fenofibrate, a 

PPARα agonist, has been shown to reduce oxidative stress and inflammation after TBI [205, 

206]. Similarly, Pioglitazone and Rosiglitazone, both PPARγ agonists, have been shown to 

reduce oxidative stress [126], inflammation [207-209], mitochondrial dysfunction [125, 210] and 

cell death [124, 207, 211] following CNS injury. Using rosiglitazone, a known PPAR-γ agonist, 

Liu et al observed a decrease in expression of TNF-α, decreased microglia activation, increased 

neuronal survival and improved performance in motor function tasks at 24 h after CCI [124]. 

Pioglitazone also reduced lesion volume by 55% and prevented microglial activation in the tissue 

surrounding lesion after TBI [125]. In FPI injury model, a single dose of Pioglitazone 

administration reduced oxidative damage, decreased microglia activation, decreased neural 

degeneration, and reduced edema formation [130]. However, Pioglitazone administration was 

not found to have an influence on reactive astrogliosis [130]. It is important to note that PPAR 

expression in the brain in not exclusive to microglia [212]. Hence, whether the effect of the 

PPAR agonist/antagonists are due to the direct/ indirect action on microglia PPAR remains 

unclear. However, the pharmacological studies consistently show the involvement of PPAR 

signaling in microglial activation after TBI, making it a worthy therapeutic target.  



Tools for examining microglial receptor activation  

Recent advances in genetic, molecular and imaging techniques have tremendously improved our 

understanding of microglial receptor activation. Here we summarize some of the key techniques 

used to study microglia receptor activation (Figure 3) and highlight their advantages and 

limitations.  

Cell culture studies 

The discovery of receptor types expressed on microglia come from 1) cell culture 2) slice 

culture, and 3) live animal model studies.  The most extensively used immortalized microglial 

cell-lines include BV2 and N9, which are derived from rat and mouse, respectively [213, 214]. 

The other highly proliferating non-genetically modified lines include the colony stimulating 

factor-1 dependent EOC cells [215] and the Highly Aggressively Proliferating Immortalized 

(HAPI) cell line [216]. A more detailed account of the advantages and disadvantages of various 

microglial cell lines and their specific appropriateness in a particular research context has been 

reviewed previously [217]. The cell cultures have the advantage of being highly prolific allowing 

easy harvest, faster study time and eliminates the need for live animals, while providing 

microglia-specific information. However, the cell-lines do not accurately represent microglia 

receptor expression, hence experts in the field often prefer primary microglia cell cultures for 

such studies.  

Primary microglia cultures are very prevalent in neuro-inflammatory research due to the 

similarities in phenotype to in vivo cells. These cells are most often derived from the cortex of a 

rat or mouse before or early after birth and purified culture of approximately 95% enriched 

microglia can be obtained [218].  Cultured microglia cells are amoeboid and can be transitioned 

into ramified microglia by incubation with retinoic acid, an agent known to increase cellular 

differentiation [218]. Although, this induced ramified state is comparable to in vivo conditions, 

the cultured microglial cells are still under a certain degree of basal activation. The ability to 

study microglia receptor proteins in primary cell culture model is beneficial. Yet, the extensive 

preparations needed for each experiment makes this model more time consuming and perhaps 

less attractive as compared to other microglia lines that have shorter prep-time but maintain 

similar cell properties. One such way of obtaining cells that have faster proliferation rates, have a 

more homogeneous population, and at a lower cost, is by genetically immortalizing the primary 

microglia [217]. In spite of the limitations, cell culture studies are the most-widely used model to 

understand receptor signaling pathways specific to microglia. 

Animal studies  

Since microglia are very sensitive to any stimulation, the ideal method to investigate microglia is 

to study them in situ conditions. Immunolabeling and in-situ hybridization are common 

techniques used to identify localization of receptors on microglial surface. With the advent of 

recent developments in genetics and transgenic mice lines, it has become easier to study 

microglial receptors in vivo. Most commonly, fluorescent protein tagged to microglia- specific 

promoters such as CX3CR1, Cd11b, Lys [219-221], have been used to monitor morphological 

and dynamic properties of microglia. Improvements in imaging technology such as two-photon 



imaging has led to a better understanding of microglial dynamic properties in slice cultures, as 

well as, in vivo imaging. Moreover, the availability of microglia-specific constitutive (CX3CR1 

Cre) and inducible cre (CX3CR1 CreER)-lines have allowed the generation of transgenic mice 

lacking the gene of interest in microglia-alone right from birth or at a particular time point, 

respectively [222]. When these cre lines are crossed with flox/lox line of the receptor of interest, 

the offspring lacks the receptor specifically in microglia, enabling the study of the role of the 

particular receptor in physiology and disease. Recently, TLR4 flox mice were crossed with 

PDGFRα-Cre mice to eliminate TLR4 in retinal Müller cells to investigate the signaling pathway 

underlying cytokine production [223]. Notably, studies of microglia depletion through genetic 

targeting or pharmacological therapies are gaining interest. It was shown that selective depletion 

of proliferating microglia resulted in markedly increased brain injury following ischemia [224, 

225]. Such studies are yet to be conducted in brain injury models and would provide direct 

evidence on the detrimental / neuroprotective role of microglia in injury pathology.   

mRNA and Protein Analysis 

mRNA expression changes have been used to determine whether a receptor is 

upregulated or downregulated after TBI. The fold change in mRNA expression levels in control 

versus injury samples are usually estimated by performing a quantitative PCR. Since the mRNA 

expression does not always translate to protein expression, an enzyme-linked immunosorbent 

assay or western blot assay is performed for quantitative and semi-quantitative estimates of 

protein levels of the microglial receptors. To further confirm the cellular co-localization of the 

receptor on microglia surface, double immunostaining of the target receptor protein is performed 

with a standard microglial marker such as Iba1 [20, 90, 127, 143, 226-231] , CD11b [19, 232-

234]+, CD45 [232], CD68 [86, 90, 232, 235, 236], to name a few.  

More recently, RNA-Seq (RNA sequencing), a technique used to identify the presence 

and quantity of RNA in an entire transcriptome of a biological sample at a given moment, is 

gaining popularity. Hickman et al, was the first to demonstrate that microglia have a distinct 

transcriptomic signature and express a unique cluster of receptor proteins for sensing endogenous 

ligands [237]. This technique has also been used to establish differences between resident 

microglia and infiltrating monocytes and their distinct properties in neuroinflamatory conditions 

[238]. RNA-Seq analysis of microglia revealed the time-dependent activation of specific genetic 

programs following spinal cord injury [239]. Such a transcriptome-wide study in microglia has 

not performed in TBI conditions and would be worthy of investigation. The extensive datasets of 

such genomic studies in microglia and other glial cells are available for easy access to 

researchers via the Gila Open Access Database (GOAD) [240]. Although, these techniques 

provide adequate information on the expression levels, it does not shed light on the degree of 

functional activity of the receptors in injury pathology. Hence, functional studies of microglia 

receptor activation are highly preferred which are currently lacking in the TBI field.  

Live Tissue Imaging 

The advent of transgenic animal models with fluorescent tagged microglia has enabled major 

advancements in live imaging studies in both ex vivo, as well as, in vivo conditions. Microglia 



motility and their ability to respond to injury site has been well-investigated by performing time-

lapse imaging using two-photon microscopy [168, 241, 242]. Since microglia receptors act as 

“on” “off” switches to sense stimulus, these imaging studies often use genetic or 

pharmacological approach to investigate the role of the receptor in microglia response to injury 

[158, 243].  

 

Calcium Imaging 

Although calcium imaging has been used to study neurons and astrocytes, the role of 

intracellular Ca2+ dynamics in microglia was not investigated until recently. The microglia cells 

are exceptionally difficult to load with synthetic dyes thereby posing a technical issue [244, 245]. 

The Ca2+ signaling data from in vivo would be very valuable since microglia receptor activation 

invariably mediates secondary mechanisms such as inflammation and motility via [Ca2+]i  as a 

secondary messenger. The recent development of tools such as viral vectors and transgenic mice 

models have enabled the insertion of intracellular Ca2+ indicators such as GCaMP and Twitch-

2B specifically in microglia [246-248]. A detailed account of calcium imaging studies in 

microglia was previously reported [249]. One study showed that 67% of microglia responding to 

a focal laser lesion displayed Ca2+ transients and was mediated by purinergic receptors [248]. 

These studies provide valuable insights into the physiology of microglia and its relationship to 

motility in response to TBI.  

 

Electrophysiology 

Despite being electrically inert, whole-cell patch recordings have been carried out in microglial 

cells to investigate the expression and function of ion channels. A detailed report of microglia 

ion channels have been summarized previously [100]. Microglia in the resting state display a 

distinct linear IV current as opposed to dramatic rectifying K+ currents in the activated states 

[162, 250]. Since, a number of microglia receptors are coupled to ion channels, whole-cell 

electrophysiological recordings are an ideal tool to investigate whether the functional activation 

of the receptor is enhanced after brain injury[162, 250]. Further, electrophysiology is an 

extremely sensitive technique and can be used to test the ability of drugs / blockers in preventing 

microglia activation [162]. Hence, this is an extremely valuable tool that can be exploited to test 

the ameliorating effect of drugs on microglia activation for the treatment of TBI.  

Pharmacological approach 

The use of receptor agonist/ inhibitor is the most common method used to determine the 

effects and functional relevance of a receptor. A complete list of ligands, agonist and inhibitors 

of various microglial receptors are provided in Supplementary Table 1. Pharmacological 

studies are often crude, due to non-specific target binding. Hence, the results of pharmacological 

studies hare difficult to interpret when trying to identify the role of a receptor expressed in a 

specific cell type. Hence, drugs attenuating overall microglia activation have been employed in 



TBI studies such as – minocycline [251, 252], etanercept [88, 253, 254], statins [255], resveratrol 

[256], mGluR5 agonist and positive allosteric modulator [119, 120, 257], gp91ds-tat [61, 258], 

rosiglitazone [124, 126], alpha-7 nicotinic acetylcholine receptor agonists [259], interleukin-1 

receptor antagonist[108]. Hence, a pharmacological approach is extremely effective and highly 

relevant, making it a potent tool of investigation.    

Conclusion 

In the various models of TBI, microglia activation varies based on the type and severity of 

injury. Microglia receptors act as sensors for identifying these subtle changes in the neuronal 

parenchyma and lead to various modes of microglia activation. Hence, the expression pattern of 

microglia receptors can be used as a signature to identify the injury severity/ mechanism 

following TBI. In the light of the above, it is evident that microglia receptor activation plays an 

important role in post-injury pathology and may be a sensitive diagnostic tool. Moreover, 

pharmacologically targeting microglia-specific receptors will prevent alterations in neuronal 

physiology and hence reduce unwanted side-effects. Hence, microglia receptors may be a potent 

therapeutic target for the treatment of brain injury. An ideal therapeutic strategy would be to 

potentiate the protective properties of microglia and attenuate its neurotoxic behavior by 

activating and inhibiting the appropriate anti-inflammatory and pro-inflammatory receptors, 

respectively.  
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Abbreviations 

 

  
Akt Protein Kinase B 

AP-1 Activator protein-1 

APP Amyloid precursor protein  

Arg-1 Arginase-1 

ATP Adenosine triphosphate 

BBB Blood brain barrier 

CCI Controlled cortical impact/injury 

cFPI Central FPI 

cIAP-1 Cellular inhibitor of apoptosis protein-1 

CNS Central nervous system 

CX3CR1 Chemokine receptor 1 

CXCL1 Fractalkine 

DAMPS Danger associated molecular patterns  

EC Endothelial cells  

FPI Fluid Percussion Injury 

GOAD Gila open access database 

HAPI  Highly aggressively proliferating immortalized  

HMGB1 High mobility group box protein 1 

HSP Heat shock protein 

IL-1R1 Interleukin 1 receptor  

IL-1β Interleukin 1β 

IRAK4 IL‑1R associated kinase 4 

IRF-3 Interferon regulatory factor–3 

KO Knockout 

LFPI Lateral FPI 

LPA Lysophosphatidic acid  

LPS Lipopolysaccharide 

MAPK Mitogen activated protein kinase 

MIP-1α Macrophage inflammatory protein-1α 

mRNA Messenger RNA 

NADPH  Nicotinamide adenine dinucleotide phosphate 

NFκB Nuclear factor-kappa B  

NOX NADPH oxidase  

PACAP30 Adenylate cyclase-activating polypeptide 

PAMPS Pathogens associated molecular patterns 

PCR Polymerase chain reaction 

PPAR Peroxisome proliferator-activated receptors 

RIP Receptor-interacting protein 

RNA Ribonucleic acid 

RNA-seq RNA sequencing 

RNS Reactive nitrogen species 

ROS Reactive oxygen species 



STAT Signal transducer and activator of transcription 

TBI Traumatic brain injury 

TLR4 Toll like receptor 4 

TNF α Tumor necrosis factor α 

TNF-R1 TNFα receptor 1 

TRADD TNF receptor-associated death domain 

TRAF-2 TNF receptor-associated factor-2 

TSPO Translocator protein 

WD Weight drop  
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Figure Legends 

Figure 1: Microglia activation markers and time-course in various animal models of traumatic 

brain injury. The top panel depicts the two forms of microglia activation states: M1 and M2 and 

the markers used to identify each state. The lower panels illustrates how the expression levels of 

the microglia activation markers (Iba1, ED1, CD11b, CD16, CD68, YM-1, Arg-1. EMAP II and 

TSPO) change with t=0 representing time of injury in various animal injury models. Note that 

the y-axis denoting expression levels is arbitrary and is used to show the upregulated/ peak 

expression of the particular protein. Solid lines indicate proven studies, while dotted lines 

represent hypothetical expression. The numbers in superscript refers to the cited literature. In 

addition to portraying the stages of microglia activation, this illustration reveals that there is no 

absolute standard for defining microglia activation. Further, the evidence for long-term chronic 

activation of microglia following brain injury is lacking. [20-22, 90, 127, 135, 139, 143, 226, 

227, 230, 233, 234, 236, 359-364] 

Figure 2: A Schematic depicting various molecular signaling pathway of microglial receptors 

including CX3CR1, P2Y12R, TLR4, IL1R1, TNFR1 and PPAR.  

Figure 3: Schematic depicting various molecular tools for examining microglial receptor 

activation. Illustration highlights classical as well as recently developed tools used to investigate 

microglia and its receptor activation. 



 

Table Legends 

Table 1. Microglia receptors in various TBI models.  

Supplementary Table 1: Microglial receptors and their functional relevance. 



Table 1: Microglia receptors in various TBI models.  

Injury model reference 

CCI SOCS2[107], IL-1b [108], Sigma-1 Receptor [109], Cannabinoid-2 

Receptor [110], CX3CR1[86, 111, 112], Adenosine A1 Receptor 

[113], CR3[114], IL-4R[115], TLR4[116, 117], IL-2R [118], 

mGluR5[119, 120], TNFR [121], peripheral benzodiazepine 

receptor [122, 123], NLRP3[87], PPAR [124-126] 

FPI TSPO [127], TLR4[128], CCR2, CX3CR1[83], IL-1R [129], PPAR 

[130] 

Weight drop NMDAR[131, 132], Epo receptor [133], TLR4[134, 135], CCL2 

(MCP-1)[136], metabotropic glutamate receptor 5[137, 138], TLR2 

[135], P2X4[139], TNFR1 and Fas receptor [140]  

Blast CB2[141, 142], complement type three receptors (CR3), [143]  

Human  CD14[144], GPR17[145], IL-1R[146], CCL2 (MCP-1)[136], 

TNFR1[147]  
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Blast Induced Neurotrauma-Current state of clinical and experimental progress 

Namas Chandra1, Ajay K Singh2, Subash Khushu2 and Raj Gupta3 

Department of Biomedical Engineering, New Jersey Institute of Technology, New Jersey, USA 
Institute of Nuclear Medicine and Allied Sciences, Delhi, India 

U.S. Army Medical Research and Material Command, 504 Scott Street, Fort Detrick, MD 

Abstract 

Blast-induced Traumatic brain injury (bTBI) is a leading cause of morbidity and mortality in 
soldiers in combat and in training sites; it is becoming an important public health issue. The 
bTBI simultaneously causes primary (shockwave), secondary (penetrating), and tertiary (blunt-
accelerative forces) injuries causing different loading modalities and pathological outcomes 
compared to pure blunt injurya. In this presentation, we will give an overview of the relationship 
between a charged explosive, stand-off distance and the resulting shock-blast wave that 
propagates outwards and the effect of reflections of ground, structures on the shock profile. We 
will then present some clinical data on soldiers in the acute and short- and long-term chronic 
stages. We will then present the current progress in the design and findings of experimental 
animal modelsb,c. We will show that the biomechanical load causes blood-brain barrier 
compromise and excessive production of oxidative stress; in turn, these trigger many 
neuroinflammatory cascades leading to many observed clinical pathologies and 
neurodegenerative diseases. We will finally outline the path forward in the determination of 
injury mechanisms and treatment strategies. 

aN. Chandra, A. Sundaramurthy, R.K. Gupta, Validation of laboratory animal and surrogate 
human models in the primary blast injury studies, Journal of Military Medicine, 182, 3/4:105, 
(2017). 

bV. Mishra, M. Skotak, H. Schuetz, A. Heller, J. Haorah, N. Chandra, Primary blast causes 
mild, moderate, severe and lethal TBI with increasing blast overpressures: Experimental rat 
injury model, Nature-Scientific Reports, 6, 26992, (2016) 

cE. Alay, M. Skotak, A. Misistia, N. Chandra, Dynamic loads on human and animal surrogates 
at different locations in compressed-gas-driven shock tubes, Shock Waves, 1-12, (2018) 
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Abstract 

Traumatic Brain Injury (TBI) occurs when an external object interacts with the head in the form of 
blunt, blast or ballistic loadings. Though the biomechanics of each of these forms may be different, the 
resulting pathophysiological changes and hence cognitive, motor and behavioral consequences may 
parallel each other. Mild TBI, reported in almost 80% of the cases often goes undetected by 
conventional CT and MRI, yet has the potential to produce long-term symptoms and cognitive deficits. 
However, in this paper we show based on clinical observations that advanced imaging techniques are 
capable of deciphering mild TBI even when conventional CT and MRI images appear normal. Since 
imaging is essentially non-invasive and readily accessible to clinicians there is a pressing need for the 
development of objective measures that are more sensitive to the subtle alterations in brain 
morphology. 

The joint Indo-US collaboration seeks to assess the utility of advanced imaging techniques in better 
understanding the pathophysiology of TBI which would thus facilitate the accurate diagnosis and 
prognostication of injured individuals. Among the more promising of these tools are advanced MRI 
(magnetic resonance imaging) techniques, particularly DTI (diffusion tensor imaging), fMRI 
(functional MRI), MR spectroscopy and SWI (susceptibility weighted imaging).  

Brain trauma leads to diffuse axonal injury secondary to abrupt acceleration/deceleration and/or 
rotational/vibrational forces which cause axonal shearing. This has been characterized in this study by 
DTI, which provides an objective, quantifiable measure of axonal integrity. The subsequent functional 
disruptions in neural network communication are being assessed by resting state functional MRI 
(fMRI). SWI has been found useful to visualize traumatic micro-hemorrhages which are invisible to CT 
and conventional MRI. This collaborative study also assesses the severity of post-concussive symptoms 
and the level of cognitive deficit sustained in the chronic phase of injury. The preliminary results based 
upon an initial analysis of the mild TBI population that has been recruited so far demonstrates 
alterations in the structural integrity of multiple axonal tracts in the mild TBI population compared to a 
healthy control group and these alterations are associated with the severity of post-concussive 
symptoms. Reduced functional communication within two resting state networks, the default mode 
network and the somatomotor network has been observed in this cohort. Ongoing recruitment and 
additional analysis of the data will hopefully provide greater insights into the intriguing 
pathophysiology of TBI. 



Experimental Model of Blast Shows Whole-brain and Regional Variations in Histopathology and 
Metabolomics profile 
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Gupta3, Namas Chandra2

1Institute of Nuclear Medicine and Allied Sciences, Delhi, India
2Department of Biomedical Engineering, New Jersey Institute of Technology, New Jersey, USA
3U.S. Army Medical Research and Material Command, 504 Scott Street, Fort Detrick, MD, USA

Abstract 

Blast-induced Traumatic brain injury (bTBI) is a leading cause of morbidity and mortality in soldiers in the 
battle field as well as training sites and becomes an important public health issue. The bTBI is different from 
blunt TBI in that the shockwave generated by the blast diffuses throughout the brain while injuries caused by 
the blunt trauma are highly local. Although the primary mechanical injury itself caused by direct impact of the 
shockwave may perturb brain physiological homeostasis, the brain injury pattern resulting from shockwave 
propagation across different brain structures are not known.We have recently identified changes in blood-brain 
barrier (BBB) permeability in a rat mode of blast TBI as determined by extravasation of sodium fluorescein 
(NaFl, 376kDa), Evan blue (EB, 66kDa when bound to albumin) as well as disruption of vascular tight junction 
proteins (occludin and claudin 5) at as low as 70 kPa (10 psi) blast over pressure and the magnitude of BBB 
breakdown increases with BOP from 70 kPa, 130 kPa, 180 kPa. Such BBB disruption peaked at 4h post injury 
suggesting that secondary mechanisms (e.g., oxidative stress, neuroinflammation) activated by blast exacerbate 
the initial BBB damage caused by the shockwave itself. Our studies identified increased levels of NADPH 
oxidase (NOX), a plasma membrane bound superoxide producing enzyme at moderate blast 4h post injury 
throughout the brain including cerebellum and such increase displayed a regional variation and hippocampus 
showed highest increase. The BBB disruption and oxidative damage appears to cause long term metabolic 
effects as 1H NMR spectroscopy of brain extracts collected at 24h, 3 and 7 days after animals exposed to 
moderate blast (180 kPa) using 600 MHz NMR spectrometer (Bruker Biospin, Switzerland) showed changes in 
various metabolites associated with energy metabolism (lactate, alanine, AMP, creatinine), membrane 
metabolism (choline, glycerophosphoethanolamine, phosphocholine) and osmolytes (betaine, myoinositol).The 
study further shows maximum changes at day 3 post blast exposure which continued till day 7 Taken together, 
BBB disruption appears to be a “signature” wound and an earliest response to blast injury which is exacerbated 
by secondary mechanisms including oxidative stress and these abnormalities cumulatively impact on brain 
metabolomics and contribute to the pathophysiology of blastTBI. 
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Abstract 

Compressed gas drive shock tube has been extensively used for the generation of shock-blast 
loading conditions, occurring in the field. There are numerous variations in the design and 
operation shock tubes to conduct animal experiments; and only a few of them are capable of 
replicating primary blast loading conditionsa. Only a properly validated shock tube experimental 
platform can enable the controlled study of blast-induced traumatic brain injury. Robust 
validation of a compressed-gas driven shock tube entails comparison of the produced static and 
dynamic pressures with free-field shockwaves. The shock tube at the NJIT in the CIBM3 has 
been validated for shockwaves synonymous with mild and moderate traumatic brain injury. This 
shock tube has been duplicated by INMAS under a joint US-India collaborative program. 
Although similar in construction, differences in available materials, ambient conditions, and 
animal origin may result in natural variability in shockwave propagation. Therefore, a 
computational model of the shock tubes has been developed and validated against the shock tube 
at CIBM3. With an accurate measurement of the burst pressure, the static and dynamic pressures 
can be accurately calculated, compared to experimental measurements, and validated with 
theoretical free-field experiments. The Eulerian finite element model is accurate for moderate 
blast overpressures (130 kPa) with errors less than 10%. With validation of this tool, validation 
of the new shock tube can be completed efficiently and inexpensively. 

aN. Chandra, A. Sundaramurthy, R.K. Gupta, Validation of laboratory animal and surrogate 
human models in the primary blast injury studies, Journal of Military Medicine, 182, 3/4:105, 
(2017). 



Altered Diffusion Indices of the Rat Brain Parenchyma after Mild Blast Induced 

Traumatic Neurotrauma (BINT)  
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Introduction: Blast injury has become the major cause of mortality and morbidity in recent 
warfares.  It manifest as a complex of neuro-somatic damage, including blast induced traumatic 
neurotrauma (BINT).  Early assessment and identification of extent of injury in reproducible 
experimental models of primary blast wave exposure is vital to the development of therapeutic 
strategies for blast victims. In vivo conventional MRI (magnetic resonance imaging) studies have 
failed to show any apparent cell death and tissue damage in mild BINT. But animal models of 
BINT have demonstrated resultant cellular dysfunction and behavioral short- and long- term 
deficits.  Owing to neuropathological alterations and neuropsychological deficits in presence of 
normal conventional imaging, the present study aims to assess advanced imaging findings in 
acute phase of mild BINT. 

Methods and Materials: Ten adult, male Sprague-Dawley rats (8-10 weeks, 200-250gms), 
housed (23°C±1°C, 50% ±5% humidity, and 12 h light/dark cycle) with free access to food and 
water were used during the study. All the 10 rats were exposed to 10 psi overpressure using an 
in-house developed shock tube.  

MRI was performed in rats before blast exposure at day 0 (each rat served as its own 
control) and post exposer at 4 hours, 1 day, 3 days, and 5 days. All MR imaging was performed 
at a Bruker Biospec 7.0 Tesla. The MRI protocol included axial multislice Turbo RARE T2-
weighted and DTI images. DTI measures were calculated from the brain parenchyma of exposed 
animals at all time points. 

Results: A repeated measure ANOVA was performed to assess alterations in diffusion indices 
with time in different regions of brain. Injury induced decreased fractional anisotropy (FA) and 
mean diffusivity (MD) values were observed in the hippocampal region as compared to controls 
at all time points post exposure. 

Discussion & Conclusion: To conclude, in absence of any signal abnormality on conventional 
T2 image of mild BINT rodent model, we found successive decreases in diffusion measures at 
acute time points in the hippocampal region as compared to controls. This may be due to trauma 
induced hypoxic- ischemic injury, cytotoxic edema and reactive astrogliosis. These findings 
support the use of mild BINT as a model to evaluate putative therapeutic options.  





Microglia-Vascular interactions with the Blood Brain Barrier following blast TBI 

Daniel Younger1, Kakulavarapu V. Rama Rao1, Namas Chandra1

1Center for Injury Biomechanics, Materials, and Medicine, Department of Biomedical Engineering, 
New Jersey Institute of Technology, Newark, NJ 

Background 

Traumatic brain injury (TBI) is a leading cause of death and disability in individuals due 
to variety of head injuries resulting from blast waves generated by detonation of explosives in 
combat zones, automobile accidents as well as injuries caused by a variety of sports events. 
Among these, blast-induced TBI is becoming a leading cause of morbidity and mortality in 
soldiers in the battle field as well as training sites. While primary mechanical injury caused by 
direct impact may perturb brain physiological homeostasis, down-stream propagation of various 
biochemical events leading to brain injury are not fully understood. Studies have revealed that 
Blood Brain Barrier disruption is a “signature wound” that initiates various pathological factors 
secondary to blast injury. Earlier it has been demonstrated that the injury severity of singular 
blast-induced traumatic brain injury (bTBI) increases with blast over pressures in a dose-
response manner. The response to multiple blasts have not been studied in detail following 
injury, the central nervous systems innate immune system, composed of microglia cells, detect 
homeostatic changes to the brain parenchyma in response to mechanical damage through a 
diverse receptor system. Upon detection of danger associated molecules in the brain parenchyma 
through the compromised BBB, these cells activate and undergo morphological and biochemical 
changes that initiate several biochemical cascades such as oxidative stress and 
neuroinflammation. These biochemical cascades induce further damage to the neurons not 
caused by the initial mechanical insult.    

Of several factors that induce brain pathology in TBI, neuroinflammation is an important 
pathway triggered by upstream factors including the activation of Toll-like receptor4 (TLR4) that 
transcriptionally activates the synthesis of pro-IL-1β, a precursor of inflammatory cytokine IL-
1β. The resulting activation of NLRP3 inflammasome, an assembly of several proteins including 
apoptosis-associated speck-like protein (ASC1) and caspase-1 (IL-1β converting enzyme), 
induces the production of functional IL-1β. IL1-β promotes a variety of neuroinflammatory 
responses by altering cellular homeostatic events such as autophagy, a physiological process 
responsible for lysosomal-dependent degradation of senescent cytoplasmic proteins, intra-
cellular organelles as well as toxic protein aggregates.  A hallmark of defective autophagy is the 
accumulation of autophagosome marker LC3, a Microtubule-associated protein that fuses with 
autophagosome and promotes its degradation. Here we examined regional variations in the brain 
(frontal cortex, hippocampus, thalamus, visual cortex and cerebellum) levels of TLR4, pro-IL-
1β, NLRP3 as well as the levels of autophagy marker LC-3 in acute phase (4h) of severe-blast 
TBI (180 Kpa) in rats. We hypothesized that the pathophysiological outcomes, particularly 
neuroinflammation in response to TBI, is initiated by microglia interaction with the BBB and is 



dependent on the extent of blast over pressures and /or differential vulnerability of various brain 
structures. 

Methods 

Sprague-dawley rats (n=16, male, 350 ± 50g) were allocated into three groups (control, single 
blast, repeated blast) and exposed to a moderate shock wave of 180kPa or mild 5x 35 kPa in the 
helium-driven shock tube housed in CIBM3 at NJIT. Following blast injury, animals were 
closely monitored for any signs of trauma-related distress (apnea, loss of motor coordination). 
Neurological severity score was assessed five minutes’ post exposure and none of the animals 
included in this study displayed scores that differed from control animals. All animals were 
euthanized via transcardial perfusion-fixation either four hours, 24 hours, and 28 days’ post-
exposure. 

To evaluate the activation of microglia near blood vessels and the following blast injury, 
double immunofluorescence studies were conducted for Iba-1 and RECA-1 in the frontal cortex 
hippocampus, thalamus, visual cortex and cerebellum. Brains were extracted from cranial vaults 
and incubated in 4% PFA for additional 48 hours and cryoprotected by immersion in 30% 
sucrose before sectioning with Leica VT 1000S vibratome. Tissue sections (20 μm thick) were  
mounted on glass slides prepared from individual animals in each group were washed with 10 
mM phosphate buffered saline (PBS), fixed in ice-cold methanol (100%) solution for 10 
minutes at -20 °C. The tissue sections were blocked with 10% donkey serum at room 
temperature for 1 hour in PBS containing 0.03% Triton X-100. Fixed tissues were incubated 
overnight at 4 °C with respective primary antibodies to Iba-1 (goat polyclonal, Invitrogen, 
1:250) and RECA-1 (Mouse monoclonal, Abcam, 1:50). The tissues were incubated in goat 
biotin from one hour. Double immunofluorescence was performed using streptavidin 488 for 
Iba-1 and Alexafluor 594 for RECA-1. Slides containing different brain regions were digitized 
(20x magnification) using Leica Aperio Versa 200 fluorescent microscope and slide scanner. 
Morphological changes and migration of microglia cells were analyzed manually by calculating 
soma size, processes length and number of cells near the compromised BBB.   

To assess the downstream products of microglia activation levels of TLR4, pro-IL-1β, 
NLRP3 as well as the levels of autophagy marker LC-3 were assessed via western blot. 
Following perfusion with PBS, brains were excised from the cranial vaults, and micro dissected 
for individual regions and homogenized in ice using CellLytic-M (Sigma) using sonicator with 
probe amplitude set to 45%. Samples were then centrifuged at 14,000× g at 40C. The protein 
concentration in the samples was estimated by BCA method. Subsequently, 20 μg of protein per 
lane was loaded into 4–15% SDS-PAGE gradient gels (Bio Rad). Proteins separated according to 
their molecular size were then transferred onto PVDF membranes using Turbo Protein Transfer 
instrument (Bio Rad Laboratories) using manufacturer’s instructions. Membranes were blocked 
with 5% milk dissolved in Tris-Buffered saline containing 0.1% Tween-20 (TBS-T) and 
incubated overnight at 40C with TLR4, antibody (Sigma-Aldrich) or Pro IL-1β antibody (Novus 
Biologicals) or NLRP3 (Abcam), ASC1, or LC-3 at a dilution of 1:1000. Bands were visualized 
using Western Pico Chemiluminescence Substrate (Thermo Scientific) on Chemi Doc Imaging 
System (Bio Rad Laboratories). For densitometric quantitation of western blots, images were 
digitized using a BioRad GS800 calibrated densitometer, and analyzed with BioRad Quantity 
One software. 



Results 

Upon detection of compromised blood brain barrier microglia begin to activate which is 
characterized by a retraction of their radial processes, increase in soma size, and migration to the 
site of injury. As early as 4 hours following single moderate blast exposure (180 kPa) cells 
accumulated around the blood vessels of all sizes (10 – 120 microns in diameter) and remained 
in their active state for at least 7 days’ post injury. Following repeated mild blast microglia 
remain in their active amoeboid state chronically 28 days following injury. Immunoblot analysis 
showed a regional variability in the protein levels of these markers with hippocampus displaying 
highest increase in TLR4, Pro-IL1 and NLRP3 protein levels. Additionally, bTBI caused a 
pronounced accumulation of LC3 protein in hippocampus, which suggests a defective 
autophagy, process likely mediated by increased neuroinflammation. 

Conclusion 

 These results build a connection between the breakdown of the BBB and microglia role in the 
production of the neuroinflammatory state found following bTBI. This data collectively suggests 
that moderate bTBI induces acute neuroinflammatory response by triggering a cascade of events 
potentially resulting in perturbations in autophagy that may represent an important 
neuropathological event in bTBI. 



Role of Oxidative Stress on Blood-Brain Barrier Permeability Following Blast-Induced Traumatic Brain 
Injury 

Matthew Kuriakose1, Kakulavarapu V. Rama Rao1, Namas Chandra1

1Center for Injury Biomechanics, Materials, and Medicine, Department of Biomedical Engineering, 
New Jersey Institute of Technology, Newark, NJ 

Background 
Blast-induced traumatic brain injuries (bTBIs) have become the most prevalent form of 

neurotrauma amongst military soldiers and a growing cause of injury in civilian populations due to 
increased acts of terrorism domestically and abroad. However, in spite of the increase in BINT studies, 
there are still significant gaps in understanding of how primary mechanical injury and subsequent 
secondary injuries manifest and contribute to the pathophysiology following blast. A recent survey 
reported that more than 30 phase III clinical trials aimed at targeting TBI have failed due to lack of a 
thorough understanding of blast injury pathology. Our group has attempted to elucidate the temporal and 
spatial neuropathology of bTBI as it pertains to two commonly identified pathological factors: oxidative 
stress and blood-brain barrier breakdown. 

Oxidative stress has been implicated in multiple modes of TBI and is mainly induced by reactive 
oxidative species (ROS). These include, but are not limited to, superoxide (O2⋅−), hydroxyl radical (HO⋅), 
and hydrogen peroxide (H2O2). While a basal level of ROS participate in many physiological functions 
(cell growth, gene expression and signal transduction), an excess amount, as seen after injury, can be 
harmful. NADPH oxidase (NOX) is a multi-subunit enzyme that catalyzes the formation of superoxide 
radicals, from present molecular oxygen. Our recent studies have shown NOX isoform upregulation in 
different brain regions following blast injury and that neurons display highest increase in hippocampus 
compared to other neural cells.  

Oxidative stress has also been linked to the breakdown of the blood-brain barrier (BBB), which is 
a selectively-permeable membrane separating the brain from the circulatory system. The BBB consists of 
tight junction complexes, which attach adjacent endothelial cells together, as well as a host of 
dynamically modulating cells including pericytes and astrocytes, which wrap around the endothelium. 
Similarly to oxidative stress, increased permeability of the BBB has been observed in several modes of 
TBI including closed cortical injuries, weight drop models, and blast models. We recently identified that 
direct mechanical loading imparted by blast injury is able to compromise BBB integrity and such BBB 
disruption further enhanced 4 h post-injury, perhaps due to the contribution of secondary mechanisms. 
Damage to the BBB was established through extravasation of tracers Evans blue and sodium fluorescein, 
the dislodging of tight junction proteins, and leakage of blood-borne cells into the brain parenchyma and 
vice versa. Since our recent studies established increased expression of NADPH oxidase (NOX) and a 
concomitant increase in the production of superoxide, we sought to examine the role of oxidative stress in 
the compromise of BBB integrity following blast injury. Accordingly, we investigated whether apocynin, 
which inhibits the assembly of NOX subunits and prevents its activation, exerts a protective role against 
BBB disruption following blast injury. 

Methods 
Adult (10-week old), male Sprague-dawley rats (n = 42, 350 ± 50g) were divided into three 

groups (control, blast, blast + treatment) and exposed to a moderate shock wave of 180kPa in the helium-
driven shock tube housed in CIBM3 at NJIT. Animals in treatment group received intraperitoneal 
injection of apocynin (5mg/kg, Sigma-Aldrich) 30 minutes prior to blast exposure. Following blast injury, 
animals were closely monitored for any signs of trauma-related distress (apnea, loss of motor 
coordination). Neurological severity score was assessed five minutes post exposure and none of the 
animals included in this study displayed scores that differed from control animals. All animals were 
euthanized via transcardial perfusion-fixation four hours post-exposure. For extravasation studies, Evans 



blue (2% solution dissolved in PBS, 0.002g/ml, 0.7ml delivered) was injected intravenously through tail 
vein two hours prior to euthanasia (two hours post-blast).  

In order to evaluate the increase in NOX1 expression in vascular endothelial cells following blast 
injury, double immunofluorescence studies were conducted for NOX1 and RECA-1 in the frontal cortex. 
Brains were extracted from cranial vaults and incubated in 4% PFA for additional 48 hours and 
cryoprotected by immersion in 30% sucrose before sectioning with Leica VT 1000S vibratome. Tissue 
sections (20 μm thick) mounted on glass slides were prepared from individual animals and washed 
with 10 mM phosphate buffered saline (PBS), fixed in ice-cold methanol (100%) solution for 10 
minutes at -20 °C. The tissue sections were blocked with 10% donkey serum at room temperature for 
1 hour in PBS containing 0.03% Triton X-100. Fixed tissues were incubated overnight at 4 °C with 
respective primary antibodies to NOX1 (Rabbit polyclonal, Sigma-Aldrich, 1:400) and RECA-1 (Mouse 
monoclonal, Abcam, 1:50). Double immunofluorescence was performed using Alexafluor 488 for NOX1 
and Alexafluor 594 for RECA-1. Slides containing different brain regions were digitized (20x 
magnification) using Leica Aperio Versa 200 fluorescent microscope and slide scanner. Fluorescence 
intensities in each region were quantitated using AreaQuant software (Leica Biosystems) and expressed 
as average fluorescence intensity/unit area. 

Superoxide levels in different brain regions were measured using dihydroethidium (DHE) 
following previously established methods. Briefly, animals were injected with 5mg/kg DHE (Molecular 
probes, MA, dissolved in DMSO). Sectioning proceeded as described and fluorescent intensitites in each 
region were quantitated using slide scanner. 

As a means to determine the abundance of tight junction proteins and matrix metalloproteinases 
in the brain tissue, ELISAs were performed in the cerebral hemisphere. Following perfusion with PBS, 
cerebrum was homogenized in CellLytic-M (Sigma) using sonicator on ice. Samples were then 
centrifuged at 14,000g at 4°C. The protein concentration in the samples was estimated bicinochoninic 
acid (BCA) method (Thermo Scientific, Rockford, IL). Samples were diluted in PBS and loaded onto 
specific ELISA plates for MMP3, MMP9, occludin, and claudin-5 (LSBio, Seattle, WA). Plates were read 
in microplate reader (Spectra Max i3, Molecular Devices) at wavelength of 450nm. Steps of ELISA were 
conducted in accordance with manufacturer instructions. 

Results 
Based on double immunofluorescence studies (NOX1 and RECA-1, endothelial cell marker), 

NOX1 is significantly upregulated in neurovascular endothelial cells four hours following moderate blast 
injury. This corresponds to an increase in superoxide production at this time point; however, the 
pretreatment with apocynin substantially reduces superoxide production following blast, due to the 
neutralization of present NOX enzymes. In injured groups, concentration of matrix metalloproteinase III 
and IX robustly increase in brain homogenates, but in the treatment group present similarly as sham 
animals. Integrity of the BBB was assessed with ELISA for tight junction proteins occludin and claudin-5 
as well as a functional extravasation assay using Evans blue tracer. In blast groups, a significant reduction 
in tight junction protein abundance was observed, which concomitantly resulted in increased BBB 
permeability. Use of apocynin was demonstrated to protect the integrity of the tight junction complexes 
and thusly maintain control-like levels of BBB integrity.  

Conclusions 
This work elucidates the relationship between two commonly studied secondary injury 

mechanisms of blast-induced neurotrauma: oxidative stress and blood brain barrier breakdown. In the 
present study, oxidative stress is responsible for degradation of tight junctions and breakdown of the 
BBB, via catalysis of superoxide production and subsequent matrix metalloproteinase upregulation. 
However, pretreatment with apocynin, a NOX-inhibitor was shown to prevent degradation of the BBB. 



Computational and Experimental Methods to Understand Traumatic Brain Injury Mechanisms 
MT Townsend1, M Skotak1, N Chandra1

1Department of Biomedical Engineering, Center for Injury Biomechanics, Materials and 
Medicine, New Jersey Institute of Technology 

Background 
Conventional traumatic brain injury mechanisms rely on gross motion of the head and to predict 
injuries from a loading event. These injury mechanisms fail to predict injuries resulting from 
exposure to a primary blast, as these mild blast-induced traumatic brain injuries (mbTBI) are not 
always manifested with head accelerations1. Current experimental limitations preclude an 
understanding of the mechanical load experienced in the human brain. As the field of 
computational simulation advances, there is a potential to simulate the mechanism of injury in an 
anatomically realistic human head, enabling the development of blast-specific injury metrics. An 
important preliminary step in the creation of a high-fidelity computational model is to validate 
the loading and boundary conditions that are used to represent the primary blast. Therefore, this 
work uses a combined experimental and computational approach to validate the loading 
experienced by an instrumented realistic explosive dummy (RED) human head surrogate within 
a shock tube at a variety of blast overpressures and head orientations. 

Methods 
A RED head form was mounted to a Hybrid III neck surrogate and exposed to shock waves 
within a field-validated shock tube. The surrogate was exposed to shock waves of varying 
intensities (20-200 kPa) at three orientations with the blast, where the shock wave was travelling 
from anterior to posterior, laterally, and from posterior to anterior. Surface pressures were 
recorded at ten regions of interest on the surface of the head. Surface-measured reflected 
pressures were used as validation criteria for a hydrodynamics model of the experimental setup. 
The model was generated from the geometry of the RED head and the twenty-eight-inch shock 
tube. Surface reflected pressures were compared with experimental measurements, matching the 
rise times, peak intracranial pressures, durations, frequency content, and impulses in all three 
orientations. This validated the simulation inputs, enabling for the investigation of pressure and 
impulse contours on the simulated RED head. 

Results 
We demonstrate that the hydrodynamic simulation is capable of matching, with a high degree of 
accuracy, surface reflected pressures at various blast overpressures and surrogate orientations. 
Surface pressure measurements were found to be dependent on the alignment of the RED head, 
exhibited by a mean 22%±2.7% difference between the pressure measurements of the left and 
right eyes. The highest pressures were seen at areas of concavity, i.e. the eyes when the shock 
wave travelled in the anterior-posterior direction. As expected, good agreement was achieved 
between the simulation and the experimental reflected pressures. This resulted in highly accurate 
contour maps depicting the reflected pressures and impulses normalized with the input test 
conditions. 

Conclusions 
A computational model of the loading and boundary conditions was validated against shock tube 
experimentation with a surrogate head model. With confidence, we can now simulate how a 



shock wave interacts with the geometry of a human head. This enables the creation of finite 
element models depicting the internal complexity of the human brain with the confidence that 
loading and boundary conditions within the simulation accurately reflect the experimental testing 
conditions at a wide range of blast overpressures and impulses. This work is an important set to 
the development of mbTBI-specific injury mechanisms. 

References 
1. Skotak M, Wang F, Alai A, Holmberg A, Harris S, Switzer RC, et al. Rat injury model

under controlled field-relevant primary blast conditions: acute response to a wide range of
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Mechanisms underlying epileptogenisis following blast induced traumatic brain injury in 
rat model 

Madhuvika Murugan1, Vijayalakshmi Santhakumar2,3, Namas Chandra1 

1. Department of Biomedical Engineering, Center for Injury Biomechanics, Materials and
Medicine, New Jersey Institute of Technology, Newark, NJ; 2. Department of Pharmacology,
Physiology and Neuroscience, Rutgers New Jersey Medical School, Newark, NJ; 3. Department
of Molecular Cell and Systems Biology, University of California, Riverside, CA

Blast-related traumatic brain injury (bTBI) is the signature injury of combat troops in recent wars 
and leads to long-term physical, mental and cognitive deficits. bTBI is defined as an injury due 
to “primary” blast wave exposure which is distinct from impact TBI which is caused due to 
blunt-force or impact. Although brain injury is a known precursor for the development of post 
traumatic epilepsy (PTE), the singular contribution of the primary blast wave to PTE remains 
unknown. Hence, the primary aim of this study was to investigate the effect of bTBI on 
epileptogenisis in a military-relevant rat model of bTBI. Interestingly, we found that rats subject 
to mild bTBI (130 kPa) developed abnormal changes in EEG oscillations with a decreased in 
theta and increase in gamma frequency oscillations. We also demonstrated that behavioral 
seizures in blast-exposed animals occurred earlier than controls following kainic acid 
administration. Post-blast injury induced neuronal death in the cortex corresponded with the 
epileptogenic phenotype seen in bTBI rats. Our results suggest that bTBI causes neuronal loss 
and changes in the neuronal circuitry that enhance neuronal excitability and contribute to 
epileptogenesis. This study will further our understanding of the mechanisms underlying bTBI-
induced seizures and help identify targets for improved therapeutic solutions. 



Development, Convergence, and Validation of a Rat Finite Element Model 
Applicable to the Investigation of Blast-Induced Traumatic Brain Injury 

Debrina Roy, Dr. Molly Townsend, Dr. Maciej Skotak, Dr. Namas Chandra 

Experimental investigation into the complex nature of blast-induced traumatic brain injury is best 
accomplished using animal models. Additionally, concurrent and accurate use of the finite 
element method provides additional insights into the mechanics of injury that are difficult to 
investigate using experimental techniques alone. Therefore, a finite element model of a rat head 
and brain is under development for use in the understanding of injury mechanisms resulting from 
blast-induced traumatic brain injury. A three-dimensional geometrical model of the rat head, 
skull, and brain was developed by segmenting and combining several high-resolution magnetic 
resonance images and computed-tomography scans. Five major internal brain anatomical 
structures were partitioned based on scalable brain atlases. This resulted in a finite element 
model, which was subjected to an experimentally-relevant shockwave and the strain, pressure, 
and internal energy were converged. An extensive literature search was conducted to determine 
the appropriate constitutive material models and material properties of the rat brain at high strain 
rates. Ideal material properties were isolated using a sensitivity analysis, determining the 
parameters to which the model was most sensitive. Model validation was achieved through 
matching simulated intracranial pressure profiles with those obtained using experimental 
methods. The results of this work elucidate the relationship between the founded material 
properties and the biomechanical representation of differing brain regions and their responses to 
shockwave transmission. This work presents a high-fidelity model of a rat head under shock 
loading that will enable research into the connection between mechanical loading of brain 
regions and blast-induced traumatic brain injury. 



The limitations of a modeling shockwave development in a shocktube using 
commercially available finite element tools 
Molly T. Townsend, PhD and Namas Chandra, PhD 

The compressed-air driven shocktube is a powerful research tool that, when properly designed, 
operated, validated, and calibrated, is capable of reliably replicating free-field primary blast 
waves. However, variations in design and experimental procedures between experimental 
facilities make the validation process arduous and expensive. To this end, a computational model 
capable of simulating various shocktube configurations is being developed, to enable validation 
of shocktube experimental setups with other shocktubes and minimizing the need for free-field 
validation. A finite element model of the CIBM3 shocktube was created and the output of the 
model was compared to experimental data. The Eulerian model was developed that enables 
simulation of a shockwave, using only ambient atmospheric conditions, the driver gas, the 
shocktube shape, and the burst pressure. Methods of increasing the fidelity of the baseline model 
were investigated to improve validation by eliminating model assumptions. The baseline model 
matches (<10% error in pressure measurements) experimental conditions at 130 kPa 
overpressures. It proved to be limited in the prediction of lower and higher blast overpressures, 
unacceptably underpredicting pressures at lower blast overpressures (100 kPa) and 
overpredicting pressures at higher blast overpressures (240 kPa). Upon increasing model fidelity, 
results indicate that the assumptions investigated, including membrane inclusion, gas mixture 
ratio, and temperature variability, cause the model prediction to deviate from experimental 
results further. Initial conclusions indicate that the error may exist in the gas flow constitutive 
equations used by the commercial finite element solver. Work is ongoing to circumvent the 
native constitutive equations to implement a higher fidelity numerical approximation of the 
mechanics. 



About Us Centers Faculty Funding Resources Meetings & Seminars Support BHI

The 2017 BHI Symposium will be held at Raritan Valley

Community College, 118 Lamington Road, Branchburg,

NJ on Friday, December 1, 2017.

The day long-symposium will feature Dr. Regina Carelli

from University of North Carolina at Chapel Hill as the

Keynote speaker. Rutgers faculty awarded the 2016 BHI-

RUN-NJIT Pilot Grant Awards will present their work. A

poster session will be held at the end of the day; please

submit no more than one poster from each lab. The top

three posters will receive cash prizes ($150, $75 and $50).

The registration fee includes continental breakfast, buffet

lunch and a wine & cheese reception at the end of the day.

Round transportation will be provided from Newark and

Piscataway for a fee.

On-site cash only registration will be available

(Faculty: $60; Student/Post-Doc/Staff: $25)

 Home Meetings & Seminars The Third Annual Rutgers Brain Health Institute Symposium

The Third Annual Rutgers Brain Health Institute Symposium – Rutgers B... https://brainhealthinstitute.rutgers.edu/meetings-seminars/the-second-ann...



Directions to Raritan Valley Community College  (https://goo.gl/maps/weQa6L5uwq42)

Agenda for Third Annual Rutgers BHI Symposium

8.00 AM – 8.30 AM Registration and Breakfast

8.15 AM- 8.30 AM Welcome by Dr. Gary Aston-Jones (BHI Director), Dr. Nabil Adams (Vice-Provost for

Research Rutgers-Newark), Dr. Robert Weider (Provost-New Jersey Medical), Dr.

Atam Dhawan (Senior Vice Provost for Research, NJIT)

8.30 AM – 9.00 AM Gary Aston-Jones (Director, Brain Health Institute)

BHI Overview and Updates

9.00 AM - 9.10 AM Kelvin Kwan (RU-SAS-Cell Biology & Neuroscience)

A Bio-Inspired Transcription Factor for Spiral Ganglion Neuron Regeneration

9.15 AM – 9.25 AM Teresa Wood (RBHS-NJMS-Pharmacology, Physiology & Neuroscience)

Delineating Oligodendrocyte Progenitor Subtypes and their Roles in CNS

Remyelination

9.30 AM – 9.40 AM Morgan James (BHI)

Designer Receptors: A novel potential therapeutic for management of trigeminal

neuropathic pain

9.45 AM – 9.55 AM Viji Santhakumar (RBHS-NJMS-Pharmacology, Physiology & Neuroscience)

Novel model targeting Semaphorin-Neuropilin Signaling in Inhibitory Circuit

Development to examine mechanisms of Pediatric Epilepsy-Autism Comorbidity

10.00 AM – 10.10 AM Madhuvika Murugan (NJIT)

Biomechanical differences in injury rate determine neurological outcomes after

blast and impact TBI

10.15 AM – 10.25 PM Neha Sinha (RU-Newark)

The Third Annual Rutgers Brain Health Institute Symposium – Rutgers B... https://brainhealthinstitute.rutgers.edu/meetings-seminars/the-second-ann...



Blast and brain injury research at the Center for Injury Biomechanics materials and 
medicine at NJIT 
Madhuvika Murugan, Daniel Younger, Maciej Skotak, Rama Rao, Bryan Pfister, Namas 
Chandra 
Department of Biomedical Engineering, Center for Injury Biomechanics, Materials and 
Medicine, New Jersey Institute of Technology, NJ 

Brain injuries can be caused from impacts in automotive or sports accidents in the civilian world 
or blast related neurotrauma in the defense world. The injury produces short and long term 
neurological and behavioral dysfunctions and has serious economic and emotional consequences 
to the victim and their families. In our Center, we have developed unique facilities that 
accurately recreate impact and blast events using drop towers and field validated shock tubes. 
We have also developed animal injury models with capabilities to examine pathophysiological 
and behavioral effects of these injuries. Using these models, we have identified biomechanical 
and biochemical mechanisms. These findings have been used in the enhancement of better 
protection systems and in the development of new biomarkers, and therapeutics. 



Mechanisms underlying epileptogenesis following blast induced traumatic brain injury in 
rat model 
Madhuvika Murugan1, Bogumila Swietek2, Vijayalakshmi Santhakumar2, Namas Chandra1 

1Biomedical Engineering, Center for Injury Biomechanics, Materials and Medicine, New Jersey 
Institute of Technology, NJ;  
2Pharmacology, Physiology and Neuroscience, Rutgers New Jersey Medical School, NJ. 

Blast-related traumatic brain injury (bTBI) is the signature injury of combat troops in recent 
conflicts and leads to acute and chronic physical, cognitive and behavioral dysfunctions. bTBI is 
defined here as an injury due to pure shock wave exposure and impact TBI (iTBI) as injury due 
to blunt body impact or inertia. Although iTBI is known to contribute to the development of post 
traumatic epilepsy (PTE), the risk for PTE following bTBI is not known. Hence, the primary aim 
of this study was to investigate the effect of bTBI on epileptogenesis in a military- relevant rat 
model of bTBI. bTBI can be classified as mild, moderate or severe based on the magnitude of 
blast 
overpressure. In this work, we found that rats subject to mild bTBI developed abnormal EEG 
patterns and demonstrated behavioral seizures earlier than controls following kainic acid 
administration. Post-injury induced neuronal death and neuronal excitability changes in the 
dentate gyrus corresponded with the epileptogenic phenotype seen in bTBI rats. We further 
compared our results from bTBI model with a known model of iTBI- induced seizures (lateral 
fluid percussion injury- LFPI), in order to evaluate the effect of biomechanical differences in 
determining the neurological outcomes. Our results suggests that similar to the LFPI model, 
bTBI 
causes an axonal and ischemic pathology that enhance hippocampal dentate excitability and 
contribute to epileptogenesis. This study will further our understanding of the mechanisms 
underlying bTBI-induced seizures and help identify targets for improved therapeutic solutions. 
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Multidisciplinary Approach to Understand the Pathology of Blast induced Traumatic 
Brain Injury 

Madhuvika Murugan1, Maciej Skotak1, Rama Rao1, Molly Townsend1, Bryan Pfister1, Namas 
Chandra1 
1. Department of Biomedical Engineering, Center for Injury Biomechanics, Materials and
Medicine, New Jersey Institute of Technology, Newark, NJ

The goal of the Center for Injury Biomechanics, Materials and Medicine is to help understand 
the pathology underlying traumatic brain injury (TBI) using a multidisciplinary approach. A key 
focus is to identify the signature pattern for impact and blast injuries, which will help civilians, 
soldiers and athletes suffering from a particular form of injury.  The Center is equipped with 
facilities that accurately recreate impact and blast events using drop towers and field validated 
shock tubes. Primarily, the research team conducts testing of protective equipment for protection 
against impact and blast injuries. In addition, the team has developed an array of biochemical, 
histology and molecular assays to quantify injury severity and investigate the extent of brain 
damage following TBI. Of particular interest is trauma-induced changes to the blood brain 
barrier permeability, which can be used as a biomarker for diagnosis of blast-induced mild 
TBI.  Further, neurobehavioral and electrophysiological (EEG) studies show the manifestation of 
blast-TBI in pathologies such as post-traumatic mood-disorders and epilepsy, respectively. 
Computational models have been applied to various aspects of the studies, including generation 
of predictive tools to determine injury severity in blast-TBI patients based on biological 
experiments. Taken together, our findings have been used in the enhancement of better 
protection systems and in the development of new biomarkers and therapeutics. 



Blast-induced Traumatic Brain Injury Displays a Unique Pattern of Spatial Resolution of Brain NADPH 
oxidase 
Namas Chandra1, K V Rama Rao1, Stephanie Iring2, Daniel Younger1, Aswati Aravind1, Bryan Pfister1, and Maciej Skotak1

1New Jersey Institute of Technology, Newar, NJ, 2New Jersey Institute of Technology, Newark, NJ 

Introduction: Blast-induced Traumatic brain injury (bTBI) is a leading cause of morbidity and mortality in 
soldiers in the combat and in training sites and is becoming an important public health issue. The bTBI 
simultaneously causes primary (shockwave), secondary (penetrating), and tertiary (blunt-accelerative forces) 
injuries causing different loading modalities and pathological outcomes compared to pure blunt injury. 

Materials and Methods: The blast loading on the rodent model was generated using a field-validated shock tube 
that is capable of producing shock blast overpressure-duration in the range of 60-400 kPa, 2-7 milli-seconds 
duration. 10-week old male Sprague-Dawley rats were subjected to a blast overpressure of 180kPa which falls 
within the range of mild-moderate bTBI as determined by our group. 6 animals were subjected to these pressures 
while 6 other animals served as sham. The protein levels of NOX1 in neurons, astrocytes and microglia in 
different brain regions (20 µm sections obtained from proximal to distal areas) including frontal cortex, striatum, 
somatosensory barrel cortex, thalamus, hippocampus and cerebellum was determined  by double-
immunofluorescence analysis. Image acquisitions were performed using Leica Aperio Versa 2000 fluorescent 
microscope attached with Digital Pathology Scanner  and image quantitation was carried using FLAreaQuantV1 
algorithm. 

Results and Discussion: Immunofluorescence analysis of overall expression of NOX1 in different regions 
following bTBI showed the greatest increase in hippocampus (170%) followed by thalamus (140%), frontal 
cortex (48%) and cerebellum (35%). However, NOX1 levels did not change in striatum and brain stem. 
Evaluation of cell specific expression of NOX1 showed highest level of NOX1 in neurons as compared to 
astrocytes and microglia. Noteworthy that regions such as cerebellum and hippocampus which are known to 
contain higher density of neurons showed greatest increase in the levels of NOX1 following bTBI.   

Conclusions:  

Figure 1: A &B. Doubleimmunofluorescence of NOX1 with NeuN (showing neuronal localization) and GFAP (showing astrocytic localization) in different brain regions following 
blast-TBI. C&D: Quantitation fluorescence intensities of co-localized NOX with NeN and GFAP showing NOX1 is mainly localized in neurons.  

The regional vulnerability to oxidative damage (increased NOX1 expression) by bTBI is dictated not only by the 
uniform propagation of the shockwave throughout the brain regions, but also dependent on differential 
vulnerability of diffent brain structures to the injury. The cellular density and cell types distribution also  play a 
vital  role in the regional vulnerability in regions with greater density of neurons showed higher increase in 
NOX1. Further. Higher level of increase in NOX1 in neurons compared to glial cells (astrocytes and microglia) 
indicates that neurons are far more vulnerable to oxidative damage in bTBI. Such higher vulnerability for neurons 
may in part be due to lower antioxidant capacity of neurons as compared to glial cells. 
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Assessment of Cerebellar Injury in Rats Using Evoked Potentials and a Behavioral Task 
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Introduction: Understanding of the underlying cellular and pathophysiological mechanisms in traumatic brain 

injury (TBI) is important for deciding on therapeutic interventions. The cerebellum, in particular, can be affected 

during a TBI event even though the initial biomechanical loading is directed to a different region of the brain. 

Patients with cerebellar injury show motor and cognitive deficits. Electrophysiological and behavioral assessment 

tools can be utilized to detect acute and subacute phases of injury progression after the traumatic event. We 

hypothesized that evoked potentials (EPs) of the cerebellar cortex can be a sensitive measure capable of detecting 

even mild level cerebellar injuries before a functional deficit can be observed in behavioral tasks. The blast injury 

model was employed. In order to assess the impact of injury on the cerebellum, pre- and post-injury sensory EPs 

collected from the paramedian lobule (PML) of the cerebellum, and the horizontal ladder walking behavior were 

investigated.  

Materials and Methods: A flexible 32-contact multi-electrode array (MEA, NeuroNexus) was implanted 

subdurally on the PML cortex of the right cerebellum under isoflurane anesthesia. Three Long Evans rats (250-

350 g) were used in this study. All procedures were approved and performed in accordance to the guidelines of 

the Institutional Animal Care and Use Committee, Rutgers University, Newark, NJ. After completely recovering 

from surgery, the rats were anesthetized again with ketamine/xylazine cocktail (50/10 mg/kg, IP) for collection of 

EPs. A mechanical stimulation was applied to the animal’s ipsilateral hand and the EP signals were recorded as a 

baseline before the blast injury. As the behavioral paradigm, horizontal ladder walking was employed. The rungs 

were arranged with irregular spacing to make the ladder walking a challenging task. The number of misses during 

the foot placements on the rungs and the falls were scored. Animals were trained until they crossed the ladder 

without hesitation in about one week. Then, the rats were exposed to a mild blast (overpressure of 130kPa) using 

a field validated shock tube at the Center of Biomechanics, Materials, and Medicine (CIMB
3
) of NJIT, and 

changes in the EPs as well as the behavioral performances were analyzed. The EP data collection under anesthesia 

was repeated 1, 3, and 7 days after injury. In a separate group of animals, the immunohistological evaluations 

were performed at one day post-injury. 

Results: No significant differences were detected between pre- and post-injury measures using behavioral and 

histological assessments. On the contrary, evoke potentials allowed us to monitor the progression of cerebellar 

injury with reproducible signals and significant changes observed on different time points of the post-injury 

period. Amplitudes of the climbing fiber mediated EP components decreased and the latencies increased as a 

result of injury.  

Conclusion: Mild cerebellar injuries that are too subtle to be detected in a behavioral task can be assessed using 

evoked potentials of the cerebellum recorded from its cortex, and can be used as a tool to identify TBI injury 

severity. 
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Blood-brain barrier permeability is a sensitive neurological marker for single and repeated 

occupational low-level blast exposures in a rodent model
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Military service members are repeatedly exposed to blasts from a broad array of weapons (e.g., recoilless 

rifles, howitzers, rifles and hand grenades) during training and in combat. Additional threat of exposure 

exists in active war zones, from a variety of high-explosive sources: primarily the IEDs, a weapon of 

choice in the asymmetric warfare. Neurotrauma resulting from these blasts is caused by blast 

overpressures (BOP) in the range of 15 kPa to 300 kPa. Currently, there are no established diagnostic 

criteria for acute and chronic effects associated with occupational low-level multiple blasts due to lack 

of consistent clinical or experimental data. The design of diagnostic and protective measures calls for a 

dose-response curve that relates a single and multiple exposures to measurable and sensitive neurological 

marker(s). We have developed a dose-response curve for a rodent model in the range of a single BOP of 

15 to 400 kPa based on 24-hour survival in a live-fire, field validated shock tube. 

We hypothesize that injury severity is directly proportional to not only the intensity of BOP but also to 

the number of and the duration between exposures, i.e., there will be the higher propensity of severe 

injury outcome when a person has been exposed to the second blast early in the recovery phase. 

Accordingly, the pathological, cognitive and behavioral changes occurring in repeated blasts will be

determined by the intensity of BOP, the number of and the time interval between exposures and post-

injury elapsed time. We have recently identified changes in blood-brain barrier (BBB) permeability in a 

rat model of blast TBI using extravasation of sodium fluorescein (376 Da) and Evans blue (70 kDa, as

albumin conjugate) disruption of vascular tight junction proteins (occludin and claudin-5) at 70 kPa (10 

psi) BOP. The extent of BBB breakdown correlates with BOP intensity in the 70 kPa - 240 kPa range. 

We observed the BBB breakdown immediately (less than 15 minutes) after the injury, which indicates it 

is a direct result of biomechanical force can cause the vascular rupture mediated by dislodging of tight 

junction proteins. Such BBB breakdown right after exposure continues to persist for 24 hours triggering

inflammatory cytokines and activating immune microglia/macrophage and oxidative damage pathways. 

The threshold for BBB permeability using extravasation of tracer molecules in a single blast exposure is 

35 kPa BOP. However, exposure to five blasts with the same intensity within five minutes showed robust 

blood permeability into the brain comparable to the results observed at higher BOPs for a single exposure 

scenario. These results indicate that even exposure to a very low-level blast, when repeated successively 

will have a cumulative effect that can trigger measurable neurological events. In our innovative ongoing 

studies, we are modulating the injury severity by varying the blast overpressures, the number of

repetitions and the time interval between exposures to understand and characterize repeated occupational 

low-level blast exposures.
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