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Why Multi-Core Processors?

Processor development trend

• Increasing overall performance by integrating multiple cores

Embedded systems: Actively adopting multi-core CPUs

• Automotive: 

– Freescale i.MX6 4-core CPU

– NVIDIA Tegra K1 platform

• Avionics and defense:

– Rugged Intel i7 single board computers

– Freescale P4080 8-core CPU
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How Bad?
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Different for Applications (PARSEC 
Benchmark)

• 1 attacker  → Max 5.5x increase

• 2 attackers → Max 8.4x increase

• 3 attackers → Max 12x increase
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Some Solutions 
Partition Resources (e.g., cache partitioning)
+ Provides isolation of those resources that are partitioned
- Many resources cannot be partitioned
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Some Solutions 
Partition Resources (e.g., cache partitioning)
+ Provides isolation of those resources that are partitioned
- Many resources cannot be partitioned

Model Resources and Do Offline Analysis
+ Can be performed on all resources for which we have documentation
- Many resources are undocumented
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Some Solutions 
Partition Resources (e.g., cache partitioning)
+ Provides isolation of those resources that are partitioned
- Many resources cannot be partitioned

Model Resources and Do Offline Analysis
+ Can be performed on all resources for which we have documentation
- Many resources are undocumented

Reorganize the application software so that at each instant, there is at most one 
process that can issue memory requests.
- Requires local memory
- Does not work if working set is larger than local memory
- Costly to reorganize s/w
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Some Solutions 
Partition Resources (e.g., cache partitioning)
+ Provides isolation of those resources that are partitioned
- Many resources cannot be partitioned

Model Resources and Do Offline Analysis
+ Can be performed on all resources for which we have documentation
- Many resources are undocumented

Reorganize the application software so that at each instant, there is at most one 
process that can issue memory requests.
- Requires local memory
- Does not work if working set is larger than local memory
- Costly to reorganize s/w

Is there an alternative?
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Some Solutions 
Partition Resources (e.g., cache partitioning)
+ Provides isolation of those resources that are partitioned
- Many resources cannot be partitioned

Model Resources and Do Offline Analysis
+ Can be performed on all resources for which we have documentation
- Many resources are undocumented

Reorganize the application software so that at each instant, there is at most one 
process that can issue memory requests.
- Requires local memory
- Does not work if working set is larger than local memory
- Costly to reorganize s/w

Describe the effect of the sharing of hardware resources on the speed of execution 
of a process
+   Allows timing guarantees on undocumented multicore
- Relies on the abstraction: speed of a process as a function of its co-runners 

(currently obtained through measurements)
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The blue, red, and green tasks execute at
different times  no slowdown
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Shared hardware in the memory system

The blue and red tasks execute at
the same time  slowdown  increased execution time of blue and red.
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The blue, red, and green tasks execute at
the same time  slowdown  increased execution time of all tasks.
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Shared hardware in the memory system

The blue, red, and green tasks execute at
the same time  slowdown  increased execution time of all tasks.

Co-runner set Speed

{} 1

{red} 0.5

{green} 0.45

{red,green} 0.25

Cblue=4
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L1/L2

Core 1

L1/L2

Core 2

L1/L2

Core 3

Shared hardware in the memory system

The blue, red, and green tasks execute at
the same time  slowdown  increased execution time of all tasks.

Co-runner set Speed Exec time

{} 1 4

{red} 0.5 8

{green} 0.45 8.88

{red,green} 0.25 16

Cblue=4
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How does schedulability analysis work?

Define reqlp(t,,i,t) as the optimal value of the objective function of the following:
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How does schedulability analysis work?

Define reqlp(t,,i,t) as the optimal value of the objective function of the following:

These are variables. Everything else is a constant. Hence, the above is a linear 
program⎯can be solved quickly.
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How does schedulability analysis work?

Define reqlp(t,,i,t) as the optimal value of the objective function of the following:

Schedulability analysis (timing verification) is done as follows:
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How does schedulability analysis work?

Define reqlp(t,,i,t) as the optimal value of the objective function of the following:

Schedulability analysis (timing verification) is done as follows:

This is a generalization of the classic response-time analysis for Rate-Monotonic.
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This is a generalization of the classic response-time analysis for Rate-Monotonic.

Traditional Rate-Monotonic Analysis (for single core)

Our analysis for multicore

𝑹𝒊 = 𝑪𝒊 + ෍

𝒋∈𝒉𝒑 𝒊

𝑹𝒊
𝑻𝒋

∗ 𝑪𝒋

𝑹𝒊 = 𝒓𝒆𝒒𝒍𝒑 𝒊, 𝑹𝒊
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Schedulability

analysis

{yes,no}
Obtain taskset

Parameter
(e.g., through

measurements)

Limitation: Scalability

Advantage: Able to offer real-time guarantee even for h/w that is not documented 
(assuming that task parameters are OK)

Taskset
parameters

Time-complexity of schedulability analysis is polynomial in number of tasks and 
exponential in number of processors 
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A tool that offers timing guarantees of software
executing on undocumented multicore
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Fill out parameters describing the software
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This tool is available at
http://www.andrew.cmu.edu/user/banderss/projects.html

under the tab PY-CORUNNERS 

http://www.andrew.cmu.edu/user/banderss/projects.html


33
Timing Analysis of Undocumented Multicore Processors
© 2019 Carnegie Mellon University

[DISTRIBUTION STATEMENT A] This material has been approved for 

public release and unlimited distribution.

Conclusions
It is possible to provide timing guarantees of software 

executing on undocumented multicore.
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Main idea: If a given process performs more accesses to the memory bus than it is allowed, then the process is slowed down (by having the TLB

miss handler executing NOP instructions).

[Schönberg03] S. Schönberg, “Impact of PCI-bus load on applications in a PC architecture,” RTSS, 2003.

Main idea: Compute the slowdown (from DMA accesses causing memory bus accesses which contend with the program’s accesses on the memory

bus) of the execution of a program 

[Edwards07] S. Edwards and E. Lee, “The Case for Precision Timed (PRET) Machine,” DAC, 2007.

Main idea: Hw and sw abstractions need to change to be time predictable; e.g., cache should be replaced with scratchpad.

[Rosén07] J. Rosén, A. Andrei, P. Eles, and Z. Peng, “Bus Access Optimization for Predictable Implementation of Real-Time Applications on 

Multiprocessor Systems-On-Chip,” RTSS’07.

Main idea: Create a TDMA bus schedule according to the needs of a program (both message passing and cache misses).

[Pellizzoni07] R. Pellizzoni and M. Caccamo, “Toward the Predictable Integration of Real-Time COTS based Systems,” RTSS’07.

Main idea: Find a bound on the number of cache misses of a program and a bound on the number of front-side bus accesses from I/O device and

compute additional execution time of program. Round-robin bus. Also, perform policing of I/O device.
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but except from that, make no assumption on arbitration.

[Pellizzoni08] R. Pellizzoni, B. D. Bui, M. Caccamo, and L. Sha, “Coscheduling of CPU and I/O Transactions in COTS-based Embedded 

Systems,” RTSS, 2008.
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[Bui08] B. Bui, M. Caccamo, L. Sha, and J. Martinez, “Impact of Cache Partitioning on Multi-Tasking Real-Time Embedded Systems,” RTCSA, 

2008.

Main idea: Use genetic programming to decide how many cache colors a task should have.

[Bourgade 08] R. Bourgade, C. Ballabriga, H. Cassè, C. Rochange, and P. Sainrat, “Accurate analysis of memory latencies for WCET 

estimation,” RTNS, 2008.

Main idea: DRAM memories are organized as banks with one row buffer for each bank. If a memory access has a memory address such that

for the bank that holds that data, its row contains the data to be accessed, then the memory latency is small; otherwise it is large. This paper

considers this effect in WCET analysis.
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2009.
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severe if two tasks on different processor cores run the same software synchronized (this might be an issue if a multicore is used to achieve 

fault-tolerance). Also points out that certification requires transparency of hardware but chip makers typically do not want to disclose details. 

Points out that processor cores within a multicore share clock signals and power signals and hence are less fault tolerant than multiprocessors 

implemented with multiple chips.
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[Fuchsen10] R. Fuchsen and R. Winterheim, “How to address certification for multi-core based IMA platforms: current status and potential 

solutions,” DASC, 2010.

Main idea: Measure slowdown of execution because of sharing resources in the memory system.

[Lv10] M. Lv, W. Yi, N. Guan, and G. Yu, “Combining Abstract Interpretation with Model Checking for Timing Analysis of Multicore Software,”  

RTSS, 2010.

Main idea: Describe a program with a control flow graph (CFG) and use abstract interpretation to classify memory accesses in each basic

block and then formulate a timed automaton for each task with each basic block being a sequence of locations and then analysis bus

contention delay with a Timed-Automata model checker (Uppaal).
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2013.

Main idea: Use cache coloring and treat cache sets as a shared resource; that is, a task must clock cache sets before starting to execute; then
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Main idea: Model the time it takes for a memory operation to be performed considering DRAM timing parameters. Then use this to compute

upper bounds on cumulative delay that a program can experience.

[Suzuki13] N. Suzuki, H. Kim, D. de Niz, B. Andersson, L. Wrage, M. Klein, and R. Rajkumar, “Coordinated Bank and Cache Coloring for 

Temporal Protection of Memory Accesses,” ICESS, 2013.

Main idea: Setup the virtual-to-physical translation so that different tasks access different cache sets and different memory banks. This

provides cache and memory bank isolation.
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[Kim14] H. Kim, D. de Niz, B. Andersson, M. Klein, O. Mutlu, R. Rajkumar, “Bounding Memory Interference Delay in COTS-based Multi-Core 

Systems,” RTAS, 2014.

Main idea: Model the time it takes for a memory operation to be performed considering DRAM timing parameters. Then use this to compute

upper bounds on response times. Assume that a task ti performs at most Hi memory accesses.This work differs from [Wu13] in that

(i) schedulability analysis is performed (not just compute cumulative latency) and (ii) memory bank sharing is allowed.

[Lampka14] K. Lampka, G. Giannopoulou, R. Pellizzoni, Z. Wu, N. Stoimenov, “A formal approach to the WCRT analysis of multicore systems 

with memory contention under phase-structured task sets,” Real-Time Systems, 2014.

Main idea: Use PREM (that is a program is divided into three parts, fetch data, compute, and write-back result) and partitioned non-preemptive

scheduling. Consider the software as consisting of superblocks; a superblock has upper and lower bound on execution time and memory

accesses. For each processor core, find a function that is an upper bound on the number of memory accesses in a time interval of duration t.

For a processor core under analysis (denoted p), describe the upper bound of the number of memory accesses from other processor cores

and let us timed automaton represent the events that memory accesses are generated; this timed automaton must respect the upper bound

as mentioned. Then model the bus arbitrator as a timed automaton. And model a superblock as a timed automaton as well. Then state the

query that for all possible execution, the response time is at most certain bound. Do binary search on this upper bound. This gives us upper

bound on the response time. The paper shows that almost tight bounds can be computed.

[Ye14] Y. Ye, R. West, Z Cheng, and Y. Li, “COLORIS: A Dynamic Cache Partitioning System Using Page Color,” PACT, 2014.

Main idea: Use cache partitioning implemented in software (using the virtual-to-physical translation mechanism) and change the partitioning at

run-time (in order to support more tasks and so support changes in the memory footprint).

[Nowotsch14] J. Nowotsch, M. Paulitsch, D. Bühler, H. Theiling, S. Wegener, and M. Schmidt, “Multi-core Interference-Sensitive WCET Analysis 

Leveraging Runtime Resource Capacity Enforcement,” ECRTS, 2014.

Main idea: Use static scheduling (TDMA) to schedule tasks. Assume a round-robin bus. Compute the execution times of tasks. 



43
Timing Analysis of Undocumented Multicore Processors
© 2019 Carnegie Mellon University

[DISTRIBUTION STATEMENT A] This material has been approved for 

public release and unlimited distribution.

References
[Yun15a] Heechul Yun,, Gang Yao, Rodolfo Pellizzoni, Marco Caccamo, and Lui Sha, "Memory Bandwidth Management for Efficient 

Performance Isolation in Multi-core Platforms," IEEE Transactions on Computers, 2015.

Main idea: Perform policing on the memory bus. The available bandwidth is time-varying because some memory operations are fast (e.g., row

hit) and others are slow (e.g., row miss). For soft real-time: reclaim unused memory bandwidth; for hard real-time: disable the reclamation. The

sum of bandwidth should be kept below a certain threshold (e.g., 1.2GBps); this is typically much smaller than peak bandwidth (6.4GBps in the

system considered in the article).

[Graciolo15] G. Gracioli, A. Alhammad, R. Mancuso, A. A. Frölich, and R. Pellizzoni, “A Survey on Cache Management Mechanisms for Real-

Time Embedded Systems,” ACM Computing Surveys, 2015.

[Yun15b] H. Yun, R. Pellizzoni, and P. K. Valsan, “Parallelism-Aware Memory Interference Delay Analysis for COTS Multicore Systems,” 

ECRTS, 2015.

Main idea: Modify [Kim14] so that the model the analysis is based on allows read-prioritization and multiple outstanding memory requests.

[Yun15c] H. Yun and P. K. Valsan, “Evaluating the Isolation Effect of Cache Partitioning on COTS Multicore Processors,” OSPERT, 2015.

Main idea: Evaluate the impact of co-runners on execution times. Do this evaluation on three platforms: ARM7, ARM15, and Intel Nehalem.

Find that in some cases the execution time can increase 103 times. Even with cache partitioning, the execution time can increase 14times; this

is because of the Miss Status Holding Register (MSHR).

[Panchamukhi15] S.A. Panchamukhi and F. Mueller, “Providing Task Isolation via TLB Coloring,” RTAS, 2015.

Main idea: Use the compiler/linker to allocate code and data of each task so that when the tasks run, TLB entries of one task does not evict

TLB entries of another task.
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Main idea: Model many of the details of the memory controller (timing specifications by JEDEC) as a timed automaton. Then describe a

network of timed automata and compute the worst-case response time of a task.

[Sha16] L. Sha, M. Caccamo, R. Mancuso, J.-E. Kim, M.-K. Yoon, R. Pellizzoni, H. Yun, R. B. Kegley, D. Perlman, G. Arundale, and R. Bradford, 

“Real-Time Computing on Multicore Processors,” Computer, 2016.

Main idea: A framework single-core equivalence (SCE) involving (i) cache locking, (ii) bank coloring, and (iii) memory guard (policing the

memory accesses). The memory guard makes the execution time of one task independent of the memory bus contention of other task but it

comes at the cost of low memory bandwidth (1Gbps). SCE uses an I/O partition. SCE assumes that the h/w supports cache locking and

performance monitoring counters. With SCE, the execution time of a task can increase by approximately 50% (see Figure 5) for 8 cores.
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Main idea: Use isolation mechanisms for high-criticality tasks and let low-criticality tasks share resources.
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