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Abstract 

This report lists relevant questions that decision makers should ask of machine-learning practi-

tioners before employing machine learning (ML) or artificial intelligence (AI) solutions in the 

area of cybersecurity. Like any tool, ML tools should be a good fit for the purpose they are in-

tended to achieve. The questions in this report will improve decision makers’ ability to select an 

appropriate ML tool and make it a good fit to address their cybersecurity topic of interest. In addi-

tion, the report outlines the type of information that good answers to the questions should contain. 

This report covers the following questions: 

1. What is your topic of interest? 

2. What information will help you address the topic of interest? 

3. How do you anticipate that an ML tool will address the topic of interest? 

4. How will you protect the ML system against attacks in an adversarial, cybersecurity environ-

ment? 

5. How will you find and mitigate unintended outputs and effects? 

6. Can you evaluate the ML tool adequately, accounting for errors? 

7. What alternative tools have you considered? What are the advantages and disadvantages of 

each one? 
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Introduction 

This report focuses on machine learning (ML) tools for artificial intelligence (AI), and—specifi-

cally—about how to ensure that these tools are useful when applied to address a cybersecurity 

problem.1 The goal of the report is to assist managers and decisions makers who are considering 

employing ML for some cybersecurity purpose. 

For the purposes of this report, we define ML and AI narrowly to guide the discussions that fol-

low. We define ML as a set of statistical tools that analyze data to infer relationships and patterns. 

Ideally, the relationships and patterns inferred by ML will lead to a useful model of the object or 

phenomenon that the data describes. With respect to AI, we define it as a software agent that takes 

actions based on its environment. The goal of AI, therefore, is not to make the sci-fi dream of cre-

ating a thinking robot into a reality. Rather, its goal is to couple a tool, such as an ML tool, with a 

controller that can take actions based on the tool’s output. You can also use tools such as logics 

and expert systems to implement AI. 

Error! Reference source not found. captures four important aspects of an ML tool. An ML tool 

is trained on a body of observations, usually by calculating statistical parameters of the properties 

of these observations in a given context and in relation to prior observations. Based on these sta-

tistics, tool developers make predictions about a topic of interest. Then, the developers test these 

predictions and refine the tool using results from this testing. Observations need to be reliable and 

transparent as well as relevant to the topic, and this paper provides guidance for decision makers 

and managers to collect the information they need to ensure that the ML tool they use meets these 

requirements. 

 

1 ML and AI are becoming popular tools for addressing cybersecurity problems. However, this paper is not a tutorial 
on cybersecurity or ML. For more information, US-CERT provides a summary of cybersecurity concepts [US-
CERT 2019]. For a more thorough introduction, refer to Security Engineering: A Guide to Building Dependable 
Distributed Systems [Anderson 2008]. For an introduction to ML, the Machine Learning Wikipedia page is rea-
sonably accessible [Wikipedia 2019]. For other quality introductions, see Andrew Moore’s tutorial web page 
[Moore 2019] or Andrew Ng’s online course [Ng 2019]. 
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Figure 1: Relationships Between Parts of an ML Tool and Its Use 

ML tools do not generate topics for inquiry, but must be employed to address a question that you 

generate regarding a topic of interest or a business need. You can then evaluate an ML tool for 

suitability to that topic or need. In the sections that follow, this report outlines seven key questions 

that we designed to help structure that evaluation in the context of addressing a topic of interest or 

business need in the field of cybersecurity. 
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Seven Guiding Questions about ML Tools for Cybersecurity 

The most appropriate question to ask about a tool is whether it is a good fit for its intended pur-

pose. In the following sections, we expand this general question into a series of seven more tracta-

ble questions that are relevant to cybersecurity applications. It is important to note that we are not 

trying to find or define the optimal or best tools for cybersecurity, but, rather, satisfactory or 

good-enough tools. 

This report presents the seven questions in the order you should ask them. The first and final 

questions of the series help frame an evaluation to determine whether a tool is suitable for your 

needs, and they are questions that the managers and decisions makers who are employing the 

tools should ask of themselves. The middle five questions are for decision makers and managers 

to ask the ML tool developers or suppliers they are working with. We designed those middle five 

questions to help decision makers get the information they need to choose the right tool and de-

velop it correctly. 

You can refer to Error! Reference source not found. above to review the relationships that 

structure your inquiry, and the questions and discussion in the sections that follow will help you 

carry it out. Question 1 will help you establish the purpose of your inquiry, which constrains both 

the data and the ML models2 that will be adequate to fulfil it. The fourth aspect—reporting—is 

the focus of question 3. Questions 2 and 5 focus on data, models, and their relationship. The other 

questions discuss topics that are closely related to the structure of the inquiry. Question 4 focuses 

on defending the tool, its data, and its models from attack; question 6 focuses on evaluation of the 

tool as a whole; and question 7 focuses on comparing different tools to evaluate their fit for your 

project. 

The discussions in the sections below center on providing guidance about what kind of infor-

mation constitutes a good answer for each question. The report does not detail how to produce sat-

isfactory answers to these questions, but how to evaluate whether an answer is satisfactory. 

Table 1 introduces the questions in the order you should ask them. It also provides a summary of 

the information we cover in greater detail in the sections below about the information good an-

swers should contain. 

 

2 An ML model is, roughly, the mathematical structure the ML tool uses to produce its output from the data. 
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Table 1: Information That Good Answers to ML Questions Should Contain 

1. What is your topic 

of interest? 

The aim of this question is to establish the goal of your investiga-

tion. A good goal should address specific cybersecurity topics that 

will guide how you apply the tool, such as the impact or imple-

mentation of a specific security policy. 

2. What information 

will help you ad-

dress the topic of in-

terest? 

The aim of this question is to establish what information you will 

use to drive your investigation. A good response should demon-

strate that the input data includes or encodes features that allow 

meaningful assessment, such as prediction or classification. 

3. How do you antici-

pate that an ML tool 

will address the 

topic of interest? 

This question seeks to address the applicability and transparency 

of the tool. You must choose the ML tool carefully so that it will 

output appropriate information at a high enough standard to evalu-

ate it. 

4. How will you pro-

tect the ML system 

against attacks in an 

adversarial, cyberse-

curity environment? 

The purpose of this question is to evaluate the defensive disposi-

tion of the ML system. A response should describe what protec-

tions the tool itself has, as well as how the data it uses and pro-

duces is protected during both training and operation. 

Additionally, the response should address the measures that exist 

in the environment surrounding the ML tool that makes it resilient 

if an adversary successfully attacks it. 

5. How will you find 

and mitigate unin-

tended outputs and 

effects? 

This question addresses considerations for handling sensitive in-

formation carefully to avoid introducing both errors and bias into 

an ML system. A good response should consider the following 

five principles: representation, protection, stewardship, authentic-

ity, and resiliency. 

6. Can you evaluate 

the ML tool ade-

quately, accounting 

for errors? 

A good response to this question should plan an evaluation that 

assesses all of the following items in detail: data sources; design 

of the study; appropriate measures of success; understanding the 

target population; analysis to explore missing evidence; and the 

expected generalizability of results. 

7. What alternative 

tools have you con-

sidered? What are 

the advantages and 

disadvantages of 

each one? 

A fair answer to these questions should compare multiple types of 

tools. You should consider cost of development, maintenance, and 

operation. Since these are cybersecurity tools, you should con-

sider how an adversary might respond to them. 
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The answers to all these questions require good evidence. Collecting good evidence requires 

structured observations, such as experiments and case studies that you design to reduce mistakes 

and errors. Reliable and robust methods of reasoning are also important for collecting good evi-

dence. The research methods used in the sciences are a good source of guidance for study design 

and reasoning [Spring 2017]. In cybersecurity, researchers and analysts should interpret evidence 

knowing that an adversary may influence the decision-making process [Horneman 2017]. These 

considerations help us avoid messy situations, such as the one outlined in Figure 2, and move to-

wards better, more intelligible tools. 

 

Figure 2 “Machine Learning” by Randall Munroe [Munroe 2017] CC BY-NC 

1. What is your topic of interest? 

This first question—which managers and decision makers should ask of themselves—is important 

for at least two reasons. First, it helps establish the purpose of the tool so that you can evaluate the 

other questions. Second, as discussed in the introduction, ML tools do not generate topics for in-

quiry. Rather, you are the one that must pose a useful topic for a tool to address. A proper descrip-

tion of your topic of interest should address a problem you want to solve. 

In a business context, your topic of interest likely addresses a need of your organization. But a 

topic of interest should be specific. A topic as broad as “improve our security posture” should be 

broken into component parts. For example, a good topic might address whether a given attack on 

the organization is similar or related to certain prior attacks. Such a topic addresses the broad cy-

bersecurity need of analyzing malicious campaigns. More importantly, a topic is a good candidate 

for analysis by an ML tool if, given appropriate context, data on the organization’s network con-

tains features that enable an informed response to the question that the topic seeks to answer. A 

complete problem specification should contain descriptions of the tool’s available actions, what 

https://creativecommons.org/licenses/by-nc/2.5/


 

CMU/SEI-2019-TR-005 | SOFTWARE ENGINEERING INSTITUTE | CARNEGIE MELLON UNIVERSITY  6 

[DISTRIBUTION STATEMENT A] This material has been approved for public release and unlimited distribution.  Please see 

Copyright notice for non-US Government use and distribution. 

each action does, a test of success, and the difficulty or cost of each action [Russel 2010, chap-

ter 3]. 

On the other hand, common examples of ambiguous topics include “find unusual behavior,” or “is 

this computer behavior weird?” These questions provide no insight into what you actually want to 

accomplish. While often used as euphemisms for security violations, anomalies (i.e., something 

unusual or “weird”) might not always constitute security violations in practice. In other words, 

these examples do not provide enough information about your topic’s goal to be able to select 

data that contains the right information or features to deal with the problem. A good topic should 

indicate the criteria you can use to measure the success of the solution. To improve ambiguous 

topics and provide measures of success, you should specify the relationship between specific past 

anomalies, future anomalies, and security violations. 

After you settle on your topic of interest or need, you can start thinking about what you want to do 

about it. The first step in addressing your cybersecurity topic will be to identify what kinds of in-

formation you should have. The next section will help you ensure that you have adequate infor-

mation available, which is vital to confirm before you can ask how an ML tool will help you pro-

cess that information. 

2. What information will help you address the topic of interest? 

This is the first in the series of questions that managers and decision makers should ask the suppli-

ers or developers of an ML tool. You should expect a response to include a list of the available 

information that you can gather and its sources, as well as an explanation of why that information 

is adequate for your topic of interest. The response should also ensure that the gathering of infor-

mation meets ethical, legal, and privacy responsibilities. Understanding what information will 

help address your topic of interest is not a call to evaluate whether you can capture the right data 

fields. Rather, it is intended to make sure that the right kind of information is available in the first 

place, that the available data is sufficient in breadth and quality, and that you can access and use 

the information ethically. 

The available information must characterize the topic of interest and its context. For example, if 

an ML tool is going to make a detection decision about whether certain code is malicious, training 

data should include the organization’s security policy as well as other data that is relevant to it.3 

Including such data is important because the security of an information system is relative to the 

security policy of the organization that uses it. Security policies are not embedded in computer 

code per se, so evaluating whether software is malicious requires additional information beyond 

the software itself. Furthermore, software may behave in ways that violate one organization’s pol-

icy but not another’s. Or, certain software may violate an organization’s policy in one context but 

not in another. Therefore, a question of interest that involves correlating code snippets with a spe-

cific organization’s well-defined security policy, within a margin of error, would probably lead to 

a reasonable ML and AI task. On the other hand, the question, “Is a given piece of software mali-

cious in general?” is an example of an approach that is not useful because the input data does not 

 

3 For definitions of terms such as “security policy,” see the Internet Security Glossary, Version 2 [Shirey 2007]. 
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have the right type of information—namely, a security policy context to define the concept of ma-

liciousness. 

In addition to ensuring that available data is relevant, you must ensure that it is adequate. Infor-

mation can be inadequate if (1) training data is missing or poor; (2) there is not enough data to 

cover each relevant context; and (3) the data does not represent the topic of interest or the deploy-

ment environment. The changeability of adversary tactics and behaviors may be a common cause 

of all three of these types of inadequacy. What an adversary did last month does not necessarily 

predict what they will do next month. Gathering data, labeling it when needed, and continually 

investigating and learning about the cybersecurity field, therefore, will be ongoing needs for 

maintaining your ML tool. The answer to this section’s question should address not only how you 

can meet the data need initially, but how you will meet it throughout the life of the ML solution. 

Measures of adequacy change based on your problem as well as the type of ML tool you use. The 

question in the next section will help you ask about the problem type and refine whether the ethi-

cally available information is, in fact, relevant and adequate. 

In addition to being adequate, relevant information needs to be ethically available. You should 

consider ethics and privacy at multiple layers of an ML and AI tool’s development and use. For 

example, accessing data must not violate anyone’s right to privacy. If the ML tool will operate on 

data about citizens of the European Union, for example, then you are expected to use strong pri-

vacy controls as described by the General Data Protection Regulation (GDPR).4 Other jurisdic-

tions have different obligations, but ethical use of data should involve genuine consent from rele-

vant people, not just abiding by legal obligations. ML tools have documented privacy leaks and 

flaws [Papernot 2018], and such privacy leaks appear to be baked into the underlying formalism 

[Yeom 2018]. Therefore, adequate privacy in ML tools is a subject of ongoing research and can-

not be guaranteed. You should embed AI and ML tools in a systems approach that identifies and 

mitigates risks during the entire process of data collection, training, processing, use, and storage 

(see question 4 for further discussion about protection). 

After you refine your understanding about what information is relevant and ethically available for 

your purpose, the next step is for you to ask what a successful response from the ML tool should 

contain. An ML tool will process your information to address your topic of interest, but the fea-

tures you want the response to contain will place important constraints on the tool, its data, and its 

model. 

3. How do you anticipate that an ML tool will address the topic of 
interest? 

This third question of the series is also for managers and decision makers to ask the suppliers or 

developers of an ML tool. An adequate answer should include the following three items: (1) a de-

scription of the tool’s applicability based on your goals; (2) a description of what sort of results to 

expect; and (3) a description of the kind of explanation that the tool’s output, or the suppliers and 

 

4 For more information about GDPR, see the official European Commission resource [European Commission 2019]. 
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developers themselves, will provide to explain how it works and ensure it meets your needs. Be-

cause of the length of the discussion for this question, this section is broken into three subsections 

to address each of these items. 

Relatively speaking, this question is easier to answer if the topic of interest is about association or 

observation. If the topic of interest concerns intervention or causal reasoning, the question be-

comes more difficult to answer. Additionally, for the ML tool’s outputs to be adequately ex-

plained, the explanation should share certain characteristics with the explanations any human ex-

pert might provide about the services he or she offers. 

Item 1: Applicability 

When it comes to the first item concerning applicability, there are two issues you should consider 

to determine whether you can apply the ML tool to your topic. The first issue is to determine 

whether the way the ML tool works is relevant for addressing your question overall, and the sec-

ond issue is to determine the correct type of ML tool to use to meet your goals. 

For the first issue, you can help determine which tools are appropriate by thinking about the ques-

tion words in your topic of interest—words such as “what is,” “what if,” and “why.” ML models 

(recall Error! Reference source not found.) can be well-suited for answering questions about 

what something is, associations, or observations [Pearl 2019]. A question such as “Is this email 

spam?” is a promising start because it asks a specific “what is?” question. However, answering 

“what if?” and “why?” questions requires more than an ML tool alone. These questions require 

carefully structured data collection (experimental design) in addition to a statistical or ML tool. 

Such questions commonly form part of cybersecurity topics of interest. For example, an incident 

analyst might shape a plan to fix their network by asking “what if this system is infected?” How-

ever, ML is not likely well-suited for these types of situations [Pearl 2019]. For ML tools to im-

pact any such cybersecurity situation, you should have a careful strategy to bridge the gap be-

tween the cybersecurity topic of interest and the questions that ML tools are well-suited to 

answer. Better tools might include deployable logical reasoning [Klein 2010] or structured general 

knowledge [Spring 2018] to support counterfactual reasoning. 

To address the second issue, you should ask whether the type of ML tool will be useful for your 

purpose. Two important types of ML tools are those that use supervised learning and those that 

use unsupervised learning. In supervised learning, an ML tool learns to make predictions from 

properly labeled examples provided to it. In unsupervised learning, an ML tool finds patterns 

without explicit feedback, such as creating clusters of items that are somehow related [Russell 

2010, chapter 18]. 

There are many differences between the two types of ML tools, such as what questions they are 

suited to answer, what information needs they have, and what their computational costs are. One 

difference between the two is that supervised learning requires labeled data. It is important to 

highlight this small difference because it has outsized importance when it comes to cybersecurity. 

For example, if you want your tool to predict when network traffic is malicious, you need to be 

able to train your model on a large sample of traffic where each packet or flow has been labeled as 

malicious or not malicious. It is important to reflect on how these labels might be generated and 

where you might get them. Your organization is unique in important ways, and your traffic will be 
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different than that of other organizations, so reusing someone else’s labeled data can be problem-

atic. In cybersecurity domains, accurately labeled data that is representative is often not available. 

If you want to deploy a tool with supervised learning, check the answers you received for question 

2 and ensure you can acquire sufficiently high-quality labels. 

Item 2: What Results to Expect 

The second item that a good response to this question should contain involves getting a descrip-

tion of what results to expect from the ML tool. This description should help you better under-

stand the relationship between your topic of interest and the output of the ML tool so you can be 

in a better position to assess whether it will be the right fit for your purpose. To that end, consider 

asking the following three questions: 

 Will you be able to use the output directly for your purpose or will it need to be used as input 

to another process? 

 What sort of accuracy can you expect with respect to how you anticipate using the results? 

 Can you expect the tool to produce results within your time constraints? 

Item 3: Explanation of How the Tool Works 

The third and final item that a good response to this question should contain involves getting an 

explanation of how the tool works and whether the tool’s output will provide enough information 

for you to understand why it worked the way it did. To determine whether the tool’s output will 

provide enough information for you to understand it, it is useful to reflect on what we expect of 

human experts when they explain their decisions. When human experts provide advice or a rec-

ommendation, we often expect one of two things: (1) an immediate demonstration of success or 

(2) an explanation of their decision-making process that you can understand without having to be-

come an expert yourself. An ML tool should be able to provide an explanation of its output that 

meets one of these criteria. 

The first of the two criteria requires that the service or expertise be immediately testable. For ex-

ample, if a technician fixes a broken device, such as a car or a clock, then the proof of his or her 

expertise is immediate—the device either works or it does not. However, the requirements are dif-

ferent and more difficult to meet with the second of the two criteria, when you can’t test results 

immediately. For example, if the layperson wants to know something that is not immediately test-

able, such as whether a car will continue to work for the next five years after a certain repair, then 

he or she needs more information. The system that we currently have is that the expert should pro-

vide an explanation that may be oversimplified but has at least two important features: (1) it is at 

an adequate level of detail to transmit what the layperson wants to know when that information is 

not immediately testable, and (2) it is transparent enough to be auditable by other experts. These 

features essentially constitute a social system of accountability between laypeople and a network 

of experts, though in some places it is bolstered by legal conventions such as malpractice.5  

 

5 For a discussion on the topic of expertise and further references, see “How can the Public Assess Expertise?” 

[Douglas 2018]. 
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You should apply these expectations to explanations about ML tools as well. For example, ask 

whether the results of the ML tool are immediately testable or whether their impact will occur in 

the future. In the first case, explanation is less important than adequate tests. Questions 4 and 6 

below will help you ensure that you have adequate testing. In the second case, you must evaluate 

the ML tool’s decision-making process as you would an expert explanation. 

If the output from your ML tool will require an explanation rather than demonstration of success, 

the explanation may come from the designers or vendors of the tool rather than as part of its out-

put. However, if they are required to produce the explanation, make sure that your contract or ser-

vice agreement includes a provision for them to provide such explanations about unexpected re-

sults in the future. 

Existing ML and AI research is not well positioned to provide guidance on evaluating a tool’s de-

cision-making process. Explanations of decisions made by ML tools are the subject of a research 

area known as explainable AI, which focuses on the details of the ML apparatus. Current explain-

able AI research does not help with our question at hand, where the important aspect of whether 

an answer is good comes down to whether it helps the layperson understand why the expert’s 

choice is reliable. For example, if you ask a car mechanic why a certain repair is appropriate to 

make, you will most likely expect an explanation you can understand about how cars work and 

why the replacement parts and their installation are adequate. If, instead of getting an explanation 

about the car, you get an explanation about the mechanic from a doctor who images the me-

chanic’s brain during the repair and tells you that the readings indicate healthy memory, this ex-

planation is not strictly false. It is also, in some sense, encouraging. But it is not the explanation 

you requested regarding whether the repair was actually appropriate. It is not an explanation at the 

correct level.6 The current research into explainable AI is most likely going to provide an explana-

tion that is more like the doctor’s than the mechanic’s. Such technical explanations are not suffi-

cient to answer this section’s question. The literature on “mechanistic explanation” provides addi-

tional details on aspects of good explanations [Glennan 2017] that could be adapted to 

cybersecurity [Spring 2018].  

In addition, a single explanation is likely not adequate for all interested parties. Usually, experts 

address an explanation to a specific stakeholder community, and explanations that are adequate 

for one community are not always adequate for another [Preece 2018]. Practically, this means you 

should ensure that you, as a manager, get an adequate explanation to meet your needs, and that 

relevant stakeholders in your organization—such as developers, users, or lawyers—get an ade-

quate explanation that meets their needs as well. 

After you have addressed whether your ML tool’s outputs are adequate in general, you are ready 

to focus on how you should reflect on the outputs of an ML tool meant to function specifically as 

a cybersecurity tool, which is the subject of the next section. It is not enough to be sure your sup-

pliers have adequately designed and explained the results. Your adversaries will want to subvert 

or bypass your ML tool, and even well-designed tools are vulnerable. The next section is about 

mitigating the risks of corrupted results, models, or data. 

 

6 By “level,” we mean the mechanistic level of explanation as described in Explaining the Brain: Mechanisms and the 

Mosaic Unity of Neuroscience [Craver 2007]. 
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4. How will you protect the ML system against attacks in an 
adversarial, cybersecurity environment? 

This fourth question of the series is also for managers and decision makers to ask the suppliers or 

developers of an ML tool. This question aims to prepare you for the fact that, in the same way that 

no modern computer system can be absolutely assured, there is no fail-safe way to protect an AI 

or ML system. Research into defending ML tools is ongoing. Responses to this question should 

acknowledge this fact and take a systems-security approach for reducing the risk and the impact 

of attacks to acceptable levels. Three important examples of such protection include the follow-

ing: (1) robustness in the integrity of the tool as well as the protection of confidentiality; (2) resili-

ence against attacks during training and classification; and (3) evidence that the input data is relia-

ble and representative. 

ML tools contain well-known vulnerabilities, many of which are susceptible to adversary manipu-

lation. As a poignant example of attacks against ML tools, consider the case of self-driving cars. 

Such cars use ML tools to identify street signs, among other things. By intentionally manipulating 

a small section of a stop sign with a purpose-designed sticker, an adversary can make these opera-

tional ML tools reliably misclassify a stop sign as a 45-mile-per-hour speed limit sign [Eykholt 

2018]. Adversaries constantly expose cybersecurity tools to input that is likely less obvious to an 

analyst than a sticker on a traffic-control sign. Therefore, any cybersecurity system you imple-

ment using ML tools should take these threats seriously. 

To prepare for such possible manipulation, you should ask the developers and suppliers you are 

working with how the design and deployment of the ML tool protect against well-known attacks. 

This is not an abstract question about all possible attacks, but, rather, a way to address relevant 

attacks of which there are well-documented classes [Papernot 2018]. An adequate answer to this 

question should explain what protections will be in place against known attacks on the integrity of 

the tool’s decisions and the confidentiality of sensitive information during both training and de-

ployment. In addition, you should get evidence that the input data is reliable and representative. 

Cybersecurity cannot prevent all attacks, nor does it purport to, but any tool deployed in a cyber-

security context should be part of an explicit risk assessment.7 You can make your risk assessment 

easier if the tool is explainable—which we defined above in the discussion for question 3—but 

every tool should have a risk assessment. For ML tools, you should assess the tool’s vulnerability 

to known classes of attacks and assess potential damage to both the system and consumers of the 

tool’s output. A good answer to the question for this section should include an explanation of how 

a robust design of the ML model and of the tool itself protects it from attacks. It should also in-

clude an explanation of how you can continuously detect and mitigate any attacks that bypass 

these protections or manipulate the deployed ML tool. You should ask about plans for ongoing 

monitoring and evaluation. 

These first four sections covered questions about the tool’s purpose, data, model, and results to 

help ensure you understand what you want your ML tool to accomplish and what resources you 

have available to support it. The following two sections introduce questions that help ensure that 

 

7 For an example, see The Security Risk Assessment Handbook [Landoll 2005]. See also Introducing OCTAVE Alle-

gro: Improving the Information Security Risk Assessment Process [Caralli 2007]. 
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you use what you have to get what you want. The following section will help you discover and 

mitigate problems in your data and models. 

5. How will you find and mitigate unintended outputs and effects? 

Managers and decision makers should ask the suppliers or developers of an ML tool this question. 

You should expect a good response to identify stakeholders, provide guidance on how to consult 

them, and list sources of sensitive or misleading information. Additionally, a good response will 

provide information about how the tool performs its task without harming stakeholders. This topic 

is related to question 2, which discussed whether information was ethically available. 

ML models, as discussed above, find patterns that may not be apparent to a human analyst. In 

many cases, the model may capture sensitive information or reproduce unwanted biases even if 

they are explicitly excluded from the data [Rocher 2019]. Studies have vividly demonstrated the 

occurrence of this problem in AI that uses ML tools to advise on criminal sentencing in the United 

States. For example, African Americans are four times more likely to be arrested for drug charges 

than white Americans despite similar rates of drug usage between the two groups. ML tools that 

have been trained to provide information on recidivism have relearned this bias in the criminal 

justice system even when race is specifically excluded as a data input [Angwin 2016]. Such sys-

tems frequently relearn underlying human biases that exist in other fields of knowledge and cul-

ture as well [Caliskan 2017]. The ML tool’s strength in highlighting intricate relationships in data 

becomes a glaring weakness if it uses these relationships to reintroduce intentionally excluded 

features. 

You should ask tool developers and suppliers about how the tool avoids or mitigates such unin-

tended consequences. A good answer should provide assurance on—at minimum—the following 

five aspects of data handling and model development:8 

 Representation—all relevant subjects are proportionally represented in the data. One aspect 

of proportionality that is especially relevant for cybersecurity is that the ratio of benign to 

malicious elements in the training data is realistic. For example, if a company receives 1000 

emails from outside sources a week and only 50 of them contain malicious elements, the 

training data should reproduce that ratio. You should also represent other relevant features 

proportionally. Failing to provide accurate representation might introduce cultural bias into 

the initial classification. If all benign emails are in English, for example, but some malicious 

emails are not, the data will erroneously introduce a cultural bias that non-English languages 

are malicious. Commercial ML tools in other subject areas are known to commonly suffer 

from this problem. For example, poor representation in training data leads to systematically 

higher errors for facial recognition of darker-skinned women [Zou 2018]. 

 Protection—the ML tool does not mislearn confounding factors as proxies for sensitive 

characteristics, such as in the example above, where the ML tool relearned to detect race be-

cause other features of the data set (e.g., location) were correlated with it [Angwin 2016]. 

 

8 We adapted the first four items from “AI is convicting criminals and determining jail time, but is it fair?” [Plonski 

2018]. For other ethical considerations on collecting data in cybersecurity studies, see “The Menlo Report: Ethi-

cal Principles Guiding Information and Communication Technology Research” [Dittrich 2012]. 
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Just marking race as a sensitive characteristic is not enough to resolve this issue. You should 

ensure the characteristic is not predictable or learnable from the remaining data.  

 Stewardship—the relevant communities that produce the data that the ML tool analyzes, 

and which the ML tool’s use impacts, are engaged. For example, if your organization will 

use an ML system to screen email for malicious content, the users of the email system are a 

relevant community that you should consult about how screening impacts their work and 

how it safely manages their data. Furthermore, the data adequately represents the desired end 

state. An example of a violation of this aspect of stewardship would be if someone trained a 

tool to engage in conversation using early 20th century literature where it was common to use 

derogatory terms for various groups of people. 

 Authenticity—the features of the training data are faithful to the application environment. 

For example, you should ensure that past observations about a system are informative about 

its future, and that there is good justification to generalize from training examples to the de-

ployed application. 

 Resiliency—either (1) adversary access to the training or benchmarking data does not allow 

the adversary to easily interfere with the AI or ML tool, or (2) the tool does not rely on static 

input data. Resiliency is closely related to question 4. 

If you ensure that your ML tool treats relevant people fairly, you often improve the reliability and 

usefulness of the result because the data and the model better align with the tool’s purpose. A 

comprehensive evaluation of whether an ML tool’s results are adequate for its purpose, however, 

is a broad topic. The following section introduces evaluation and highlights three common mis-

takes that can occur when people evaluate cybersecurity tools.  

6. Can you evaluate the ML tool adequately, accounting for errors? 

This is the final question in the series for managers and decision makers to ask the suppliers or de-

velopers of an ML tool. You should expect a good response to give details about the evaluations 

you can perform, and these should be closely linked to the techniques that scientific and engineer-

ing researchers use in their evaluations, such as repeatability, validity, and generalizability.  

This section highlights three common flaws you should be sure the evaluations avoid. The first 

highlights the importance of performance measures. The second two are example mistakes that 

would subvert the generalizability of an evaluation. Generalizability ensures that your evaluation 

applies to other situations, such as your actual deployment of the tool. In summary, you can avoid 

some important common problems by ensuring that your evaluation (1) manages and assesses rel-

atively rare events adequately; (2) understands the relationship between the evaluated population 

and the population you want to learn about; and (3) properly accounts for missing evidence. This 

section is broken into three subsections to address each of these items as well as a concluding sec-

tion that addresses the importance of performance metrics. While far from exhaustive, the consid-

erations that follow will form a baseline for an adequate response to this question. For a thorough 

account of the framework for an adequate evaluation, see “Practicing a Science of Security” 

[Spring 2017]. 
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Item 1: Managing Rare Events 

A common problem for operators who manage alarms, such as nuclear power plant operators or 

computer security incident responders, is that people tend to ignore alarms if they are almost al-

ways triggered incorrectly and do not require a response most of the time. However, when people 

tend to ignore alarms because they are often false, errors occur when the system triggers a real 

alarm. This issue is more likely to happen if the event of interest is relatively rare compared to the 

normal state. Many relevant cybersecurity events are relatively rare. For example, most software 

instances are not malicious. The effect of a low base rate of occurrence is that seemingly small 

problems in detection result in overwhelming numbers of false alarms, and analysts may end up 

ignoring all of the alarms that the system produces. 

Rare Events and False Alarms 

To demonstrate the effect that rare events have on erroneous alarms, suppose we are interested in 

a malicious item with a base-rate of one in 10,000, so that in one million samples, only 100 will 

be malicious, and 999,900 will be benign. Now consider a tool that is correct 99% of the time, so 

that 1% of malicious events are identified as benign and 1% of benign events are identified as ma-

licious. This tool will misclassify 9,999 of the 999,900 benign events as malicious, and it will cor-

rectly classify 99 of the 100 malicious events as malicious. Therefore, despite a seemingly low er-

ror rate in the test, about 99% (calculated as 
9999

99+9999
= 99.0%) of the tool’s results are alarm 

errors [Axelsson 2000]. The fact that there are so many more benign cases in the population dras-

tically impacts the results. 

Table 2: An Example of Notional Alarm Errors with 1% Test Error 

 Total events Reported malicious 
(alarm) 

Reported benign 

Actual malicious 100 99 (correct alarms) 1  

Actual benign 999,900 9999 (alarm errors)  989,901 

 

Item 2: Understanding the Relationship Between the Evaluated Population and the 

Target Population 

The second common error you should avoid is called survivorship bias, which is a misunderstand-

ing of how the population you observe represents the population you want to study. This type of 

error got its name because it was first studied when evaluating new armor for military aircraft re-

turning from combat [Mangel 1984]. The goal of the armor evaluation was to estimate which vul-

nerable parts of a plane most often led to the plane being shot down. The difficulty was that only 

planes that were not shot down were the ones available for observation to determine the need for 

new armor. The engineers observing the planes originally considered the possibility that returning 

planes needed more armor where there was evidence that they had been shot. The right answer, 

however—which the project team correctly ascertained—was to put more armor where they were 

not shot. The planes that did not return likely took fatal damage in the places where the successful 

planes remained unscathed. 
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The general problem of survivorship bias also relates to cybersecurity. Usually, we want to esti-

mate something unobservable, such as how many intrusion events an organization did not detect. 

There are statistical methods for such evaluations, but using them is not always straightforward. 

The main pitfall to avoid is treating an observed or evaluated population as representative when it 

is systematically not representative. Analogously to the airplane example above, taking all the in-

trusions an organization knows about as input data is a strategy that is unlikely to be useful for 

evaluating a tool’s ability to detect intrusions the organization does not know about. 

Item 3: Accounting for Missing Evidence 

Misunderstanding absent evidence is the final common error to guard against during evaluation of 

AI systems and ML tools. Intelligence analysis has a long history of addressing this challenge, 

and cybersecurity should draw on that history. Heuer offered the following advice on overcoming 

this problem: “[I]dentify explicitly those relevant variables on which information is lacking, con-

sider alternative hypotheses concerning the status of these variables, and then modify… judge-

ment accordingly. [Also] consider whether the absence of information is normal or is itself an in-

dicator of unusual activity or inactivity” [Heuer 1999, p. 19]. This advice is worth quoting here 

because we should apply it to thinking about what answers the questions we ask about evaluation 

quality should include. 

The Importance of Performance Metrics 

The examples from each of the items above highlight the importance of selecting performance 

metrics. Performance metrics are the criteria that the tool’s users will employ to evaluate its suc-

cess or failure [Russell 2010, chapter 2]. In the best case, if you properly use performance metrics, 

the ML tool will perform well in the metrics you measure. On the other hand, the ML tool might 

perform poorly if you do not measure certain aspects of its performance. For example, if your per-

formance metrics do not include time calculations, then it is unlikely the ML tool will compute 

answers quickly. Or, if your performance measures do not consider usual rates of occurrence in 

your environment, the tool will likely overwhelm analysts with alerts. In broad strokes, make sure 

your evaluations measure what you actually care about improving. 

This section is not a complete checklist of the evaluation of a cybersecurity tool. We provided 

three common errors that you should ensure any answer avoids. For more comprehensive evalua-

tion requirements, see Security Engineering: A Guide to Building Dependable Distributed Sys-

tems, 2nd Edition [Anderson 2008] and Systems Security Engineering: Considerations for a Multi-

disciplinary Approach in the Engineering of Trustworthy Secure Systems [NIST 2016]. The 

following, and final, section asks you bring together what you have learned, compare options, and 

make your decision. 

7. What alternative tools have you considered? What are the 
advantages and disadvantages of each one? 

Managers and decision makers should ask themselves these final questions. As you do so, you 

should take stock of the answers to the previous six questions. However, to properly compare 

multiple tools, you should ask all seven of the questions in this report about multiple solutions. At 

this point, you should go beyond comparing answers to the previous questions and also address 
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business considerations. Estimating costs of development, deployment, and maintenance are im-

portant problems of their own,9 but we will not focus on those here. 

You should be sure to consider advantages and disadvantages at various stages in the tool’s lifecy-

cle. ML tools can quickly accrue unsustainable levels of maintenance costs and technical debt. In 

this case, cybersecurity tools are no better than any other software tool. Some risk factors that you 

should avoid where possible include complex ML models that erode software boundaries, hard-to-

trace data dependencies, and undue tolerance for software design anti-patterns that result in spa-

ghetti code [Sculley 2014]. 

In the case of cybersecurity, it is particularly relevant to understand the threat lifecycle and how 

you can update a tool when an adversary learns how to subvert it. For example, it is undesirable if 

one week of adversary effort takes a three-month tool redevelopment to counter. More generally, 

you should try to predict the adversary’s response to the tool and whether that response puts them 

in a better or worse position to carry out an attack [Spring 2015].  

 

9 For examples about estimating costs of development, deployment, and maintenance, see the publications on soft-

ware cost estimates at the SEI blog at https://insights.sei.cmu.edu/sei_blog/software-cost-estimates/. 

https://insights.sei.cmu.edu/sei_blog/software-cost-estimates/
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Conclusion 

Machine learning (ML) and artificial intelligence (AI), like any tools, should be designed to fit 

their intended purpose. ML tools have great promise, but you should take due care before apply-

ing them to cybersecurity problems. 

The cybersecurity context makes answering some questions difficult. For example, getting rele-

vant information can be difficult if what you need to gather is absolutely correct knowledge about 

malicious intent. Getting such information amounts to reading some unknown person’s mind. A 

well-designed tool will sidestep such difficulties to bring value where it can. 

Tools are part of systems. A hammer cannot drive a nail by itself, though it certainly makes your 

arm more effective at driving nails than it would be without the hammer. Well-designed ML tools 

should likewise integrate with the rest of your cybersecurity system. ML tools can make that sys-

tem better, and if well-integrated, the system can also protect and support an ML tool. 

If you ask the questions that we outline in this document, you should be better able to acquire a 

well-designed ML tool that fits your needs and to integrate it into your organization. And you 

should not forget that maintaining the tool means asking these questions again occasionally to 

make sure the context, environment, and purpose of the ML tool remain aligned. 
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