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Abstract 

This report introduces a framework for probabilistic flood hazard 
assessment (PFHA) whose basis leverages recent advances in the science 
of spatial extremes. The framework basis includes a latent variable model 
(LVM) or a max-stable process application wherein for either case model 
inference is likelihood based. The framework is flexible in that it can 
leverage robust approaches to quantify model uncertainty while also 
supporting the capacity to readily combine additional relevant data types; 
for example, historical and/or paleoflood data for flood frequency 
analyses. This report profiles applications of Bayesian inference for flood 
hazard curve development for at-site and spatial LVM analyses. Pointwise 
spatial model development using an LVM or a max-stable process requires 
the parameters of the model characterizing the pointwise extremes to vary 
spatially as a function of gridded covariate data relevant to the 
hydrometeorological extreme under consideration. Recent advances in 
mathematical regularization facilitate spatial pointwise model reduction. 
The PFHA framework accommodates the multiple model 
parameterizations encapsulated within a given LVM or max-stable process 
deployment by generalizing model choice using information criteria.       

 

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. 
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to 
be construed as an official Department of the Army position unless so designated by other authorized documents. 
 
DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR. 
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1 Introduction 
1.1 Background 

The United States Nuclear Regulatory Commission (NRC) is currently 
developing a risk-informed analytical approach for flood hazards and design 
standards at new nuclear facilities and significance determination tools for 
evaluating inspection findings related to flood protection at operating 
facilities. It is part of the NRC Probabilistic Flood Hazard Assessment 
(PFHA) research plan whose aim is to build upon recent advances in 
deterministic, probabilistic, and statistical modeling of extreme 
precipitation events to develop regulatory tools and guidance for NRC staff 
with regard to PFHA for nuclear facilities. The tools and guidance developed 
will support and enhance the NRC capacity to perform thorough and 
efficient reviews of license applications and license amendment requests. 
They will also support risk-informed significance determination of 
inspection findings, unusual events and other oversight activities. 

1.2 Objective 

The NRC PFHA research plan emphasizes the need for probabilistic 
treatment of flood hazard phenomena wherein application of such an 
approach would provide quantitative estimates of conservatism (in terms 
of probability or frequency of exceedance) and thus contribute to the risk-
informed assessment of flooding hazards. For inland nuclear facility sites 
(i.e., non-coastal sites), a PFHA must be able to incorporate probabilistic 
models for a variety of processes (e.g., precipitation, runoff, stream flow, 
operation of water control structures), allow for characterization and 
quantification of aleatory and epistemic sources of uncertainty, and 
facilitate propagation of uncertainties and sensitivity analysis. A PFHA for 
inland flooding must be able to accommodate models for various types of 
event scenarios: for example, (1) local intense precipitation, (2) larger-
scale rainfall via convective or synoptic processes, and (3) cool-season 
synoptic processes. Moreover, the PFHA framework should be capable of 
modeling spatial and temporal correlation between and within 
precipitation events. 
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1.3 Approach 

This report presents and demonstrates an ongoing technology-transfer 
focused applied research activity directed at the development of a 
conceptual, mathematical, and logical framework for the probabilistic 
modeling of extreme rainfall. Recent advances in extreme rainfall analysis 
are its basis, wherein by “extreme” the focus, in part, is directed to the 
presentation and application of methods with mathematical foundations 
that credibly support extrapolation rather than heuristic approaches that 
persist in engineering practice but that have not been shown to necessarily 
conform with the fundamentals of extreme value theory (EVT). This report 
primarily presents and demonstrates relevant applications of the Bayesian 
inference methodology that formally supports probabilistic analysis to 
yield point-based estimates of extreme rainfall for a given duration. 
Included in this report are several case study applications that 
demonstrate individual component parts of a general framework 
developed not only for the analysis of extreme precipitation but also other 
extreme hydrometeorological data. It is acknowledged that for some 
readers the adopted individual case study approach that is presented in 
this report may not be convincing, or lack cohesion; however, from a 
pedagogical perspective it might be easier to attempt to digest and 
understand individual component pieces rather than application of the 
complex whole simultaneously. The regional extreme rainfall analysis case 
study presented later in this report profiles an application of Bayesian 
inference to develop pointwise return-level maps of extreme rainfall. 
Precipitation and other PFHA relevant hydrometeorological data occur 
naturally as spatial processes; hence, formal spatial analysis of extremes 
methods is required. This section also includes additional related analysis 
methodology and discussion of spatial methods whose application fully 
conforms with the extremal paradigm and furthermore, how either of 
these approaches, or their adaptions, can be employed within the 
proposed general framework for probabilistic flood hazard analysis.  
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2 Background 

The ability to estimate the depth, duration, and frequency of extreme 
rainfall is an essential component of flood hazard assessment. Extreme 
rainfall directly affects the infrastructure and residents of its impact area 
while also having an indirect economic effect. However, extreme rainfall 
analysis is difficult not only due to incomplete process understanding but 
also because there is a paucity of extreme data to support empirical model 
construction. As a result, extreme value models are based on formal 
mathematical limit arguments (Gumbel 1958; Fisher and Tippett 1928; 
Gnedenko 1943). These models based on asymptotic argument are the 
basis to credibly extrapolate from observed to unobserved levels. A 
succinct review of salient features of EVT is included in Appendix A.  

A flood hazard assessment may likely benefit from or require a regional 
rather than simply an at-site analysis. Extremal models are also used while 
inferring the spatial process of hydrometeorological (e.g., rainfall) 
extremes by simultaneously considering a finite set of monitoring station 
observations in a region of interest. This partial realization of the spatial 
process is then used to predict extreme values at other locations 
throughout the region. The PFHA framework for regional analysis enables 
this broad interpolation, despite the existence of only a finite set of surface 
network observation locations, by specifying an associated structured 
dependence (Banerjee et al. 2015; Ribatet 2013).  

The standard sequential approach to modeling extremes involves data 
analysis, extremal model selection, inference, and prediction. Its 
application may be iterative by virtue of inference and a possible model 
selection process. For example, pointwise trend surface model 
development may involve the evaluation of multiple models of varying 
complexity while considering process-relevant available covariate data. 
Models commonly used in engineering practice for the analysis of rainfall 
extremes include the Kappa (Hosking 1988; Hosking and Wallis 1997; 
Parida 1999), exponential (Guo and Adams 1998), Weibull (Schoof et al. 
2010), gamma (Şen and Eljadid 1999), Gumbel (Hershfield 1962; Miller et 
al. 1973), generalized extreme value (GEV) (Schaefer 1990; Hosking and 
Wallis 1997; Overeem et al. 2008) and log-Pearson type III (Phien and 
Jivajirajan 1983) distributions. Awadallah and Younan (2012) grouped the 
point-frequency distributions (models) widely used for the analysis of 
rainfall extremes in hydrology into three categories, which include Fréchet 
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(EV2), Halphen IB, Log-Pearson three, Inverse Gamma, Halphen type A, 
Halphen type B, Gumbel (EV1), Pearson type III, Gamma, and exponential 
distributions. Appendix B includes some commentary about distributions 
beyond those from EVT that have been documented to model extreme 
rainfall. The noted existence of multiple models for extreme rainfall 
analysis is a source of epistemic uncertainty. In an attempt to account for 
this source of uncertainty, the PFHA framework proposed in this report 
presents in Appendix C some available methods by which to generalize the 
problem of model selection. 

The Bayesian inference methodology is heavily profiled in this report for 
several reasons. First, it is a formal means by which to account for and 
compute both aleatory and epistemic sources of uncertainty (Banerjee et 
al. 2015; Economou et al. 2014; Dyrrdal et al. 2015; Cooley et al. 2007; 
Cooley and Sain 2010; Soltyk et al. 2014; Steinschneider and Lall 2015). 
Second, the approach coherently and flexibly combines different data 
types such that there is a maximal use of all available complementary data 
sources relevant to the analysis of extreme rainfall (Coles and Tawn 1996; 
Coles and Pericchi 2003; Smith 2005; Cheng and AghaKouchak 2014; 
Katz et al. 2002; Eckersten 2016; Winter 2011; Economou et al. 2014; 
Dyrrdal et al. 2015; Cooley et al. 2007; Cooley and Sain 2010; Soltyk et al. 
2014; Steinschneider and Lall 2015). Third, it is applicable for both at-site 
and regional extreme rainfall analyses (Coles et al. 2003; Economou et al. 
2014; Dyrrdal et al. 2015; Cooley et al. 2007; Cooley and Sain 2010; Soltyk 
et al. 2014; Steinschneider and Lall 2015; Reich and Shaby 2012). Fourth, 
it permits the inclusion of covariate information in the extreme value 
model parameters (Cheng and AghaKouchak 2014; Katz et al. 2002; 
Eckersten 2016; Winter 2011; Economou et al. 2014; Dyrrdal et al. 2015; 
Cooley et al. 2007; Cooley and Sain 2010; Soltyk et al. 2014; 
Steinschneider and Lall 2015); hence, for example, it can readily support 
treatments of non-stationarity. Last, it supports the capacity to compute 
the posterior distribution for a future prediction based on the observed 
data (Coles 2001; Renard et al. 2015).  

While there exist many different approaches to estimate the parameters of 
a statistical model selected for the analysis of extreme rainfall data, the 
Bayesian inference methodology is primarily profiled in this report for 
PFHA framework application for several reasons. First, Bayesian-based 
modeling fully supports the capacity to make formal probabilistic 
statements about related quantities of interest, including, among possible 
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others, the extremal model parameters and extreme rainfall quantile 
levels. Related, its model uncertainty estimates are consistent with 
everyday interpretations. In addition, the Bayesian methodology is flexible 
in that it readily supports combining data of different types to make 
maximal use of all available relevant information in an analysis of rainfall 
extremes. For example, information derived from expert elicitation can be 
combined with the observed data record in an extreme rainfall analysis. 
The Bayesian inference methodology can also accommodate modeling 
treatments of non-stationarity. Furthermore, a Bayesian hierarchical 
modeling framework can support regional extreme rainfall analysis 
(Cooley et al. 2007). Moreover, Bayesian inference can support the 
application of Bayesian model averaging (BMA) to generalize the problem 
of model selection. Banjeree et al. (2015) and Congdon (2010) both 
underscored the relevancy of Bayesian estimation and inference to handle 
the types of data and problems tackled by modern scientific research. In 
summary, the Bayesian approach is a coherent, flexible, and revisable 
framework for probability-based extreme rainfall analysis. 

With the Bayesian inference methodology, the focus is on updating 
knowledge about a model’s unknowns, 𝜃𝜃 (e.g., the selected extremal model 
parameters, on the basis of observations 𝑦𝑦, with revised knowledge 
expressed in the posterior density, 𝑝𝑝(𝜃𝜃|𝑦𝑦). The sample of observations 𝑦𝑦 
provides new information about the unknowns while the prior density 
𝑝𝑝(𝜃𝜃) of the unknowns represents formulated beliefs about 𝜃𝜃 before 
observing or analyzing the data 𝑦𝑦. The benefits of using a prior distribution 
informed by outside information about the process itself are likely to be 
great in an analysis of extreme rainfall, where by definition the data are 
often scarce. Additional details regarding Bayesian inference are provided 
in Appendix D.  

Direct sampling of the posterior density 𝑝𝑝(𝜃𝜃|𝑦𝑦) of the unknowns is not 
feasible because the integral in Equation D.1 is too difficult to evaluate 
analytically or to compute numerically for all but a small class of problems. 
Markov Chain Monte Carlo (MCMC) methods, which sample from 𝑝𝑝(𝜃𝜃|𝑦𝑦) 
without necessarily knowing its analytic form, have popularized the use of 
Bayesian techniques. MCMC simulation is a technique to estimate the 
posterior density 𝑝𝑝(𝜃𝜃|𝑦𝑦) of the unknowns: for example, the GEV 
distribution parameters in an analysis of annual rainfall maxima. The idea 
behind MCMC simulation is that while one wants to compute a posterior 
density, 𝑝𝑝(𝜃𝜃|𝑦𝑦), there is the understanding that such an endeavor may be 
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impracticable. Additionally, simply being able to generate a large random 
sample from the posterior density would be equally sufficient as knowing its 
exact form. Hence, the problem then becomes one of effectively and 
efficiently generating a large number of random draws from 𝑝𝑝(𝜃𝜃|𝑦𝑦). An 
efficient means to this end is to construct a Markov chain, a stochastic 
process of values that unfold in time, with the following properties: (1) the 
state space (set of possible values) for the Markov chain is the same as that 
for 𝑝𝑝; (2) the Markov chain is easy to simulate from; and (3) the Markov 
chain’s equilibrium distribution is the desired posterior density 𝑝𝑝(𝜃𝜃|𝑦𝑦). A 
Markov chain with the above-mentioned properties can be constructed by 
choosing a symmetric proposal distribution and employing the Metropolis 
acceptance probability (Metropolis et al. 1953) to accept or reject candidate 
points. By constructing such a Markov chain, one can then simply run it to 
equilibrium (and this period is often referred to as the sampler burn-in 
period) and subsequently sample from its stationary distribution. 
Quantitative convergence diagnostics such as the Gelman and Rubin (1992) 
quantitative measure are commonly employed to assist with diagnosis of 
MCMC sampler convergence. A key element of an MCMC sampler is the 
proposal distribution, which generates the candidate jumps for 
consideration as part of the Markov Chain directed random walk of the 
posterior. For a given problem, there are many possible acceptable proposal 
distributions. However, its specific choice can dramatically impact the 
overall efficiency of the sampler, to the target equilibrium distribution. 
Proposal distributions that generate either small or large jumps yield low 
acceptance rates and slow convergence. The primary goal is to choose a 
proposal distribution that is easy to sample from, generates unbiased 
moves, and which results in optimal mixing of the chains. The interested 
reader is directed to Gelman et al. (2004), Banerjee et al. (2015), and 
Renard et al. (2015), and references cited therein, for more information 
regarding technical details and implementation issues related to the theory 
and application of Bayesian inference and MCMC. Appendix D includes 
some additional details regarding application of MCMC. 

An attractive methodological approach for regional extreme rainfall 
analysis is Bayesian Hierarchical Modeling (BHM). With BHMs, 
sometimes referred to as latent variable models (LVMs) (Davison et al. 
2012), the product of the data likelihood and the prior in Equation D.1 is 
modified to account for the introduction of latent variables that define one 
or more latent process layers intermediate between the observed data and 
the priors. BHM employs MCMC for simultaneous model optimization 
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and inference and distributes EVT model parameters in space using 
covariate information pertaining to geographical and climatological factors 
that influence regional rainfall extremes (Wikle et al. 1998; Davison et al. 
2012; Ribatet et al. 2012; Banerjee et al. 2015). One or more of the 
extremal model parameters may also be indexed in time to support the 
development of a spatiotemporal BHM (Wikle et al. 2001; Kwon et al. 
2008; Sang and Gelfand 2008; Ghosh and Mallick 2011; Economou et al. 
2014; Steinschneider and Lall 2015). The advantages of BHM-based 
analysis of hydrometeorological extremes, in contrast with regional 
frequency analysis (RFA), are that BHM does not require the 
decomposition of the study region into homogeneous sub-regions (Cooley 
et al. 2007), it includes the spatial components of the data, it is robust in 
the treatment of uncertainty (Cooley et al. 2007; Banerjee et al. 2015), and 
it can be easily adapted to accommodate treatments of non-stationarity 
(Banerjee et al. 2015; Cheng et al. 2014; Economou et al. 2014). 
Additionally, the Bayesian framework permits one to combine additional 
data types into the analysis (e.g., information derived via elicitation and 
climate indices [Coles and Tawn 1996; Kwon et al. 2008; Economou et al. 
2014; Steinschneider and Lall 2015]). Appendix E includes a succinct 
mathematical summary of BHM for the spatial analysis of extremes.  

While spatial or spatiotemporal BHM is attractive for the multiple reasons 
previously mentioned, it assumes conditional independence among the 
extremes and often treats residual dependence using a zero mean 
Gaussian process, which does not fully conform with the extremal 
paradigm (Davison and Gholamrezaee 2012; Cooley et al. 2012). Just as is 
the case for the univariate analysis of extremes, the spatial analysis of 
hydrometeorological extremes must also have a solid mathematical 
foundation to support any extrapolation necessary beyond the observed 
tail of the data. Their applications must be flexible and efficient but not 
violate EVT. In particular, the marginal distributions must be 
appropriately modeled while also accounting for the observed dependence 
among the extreme data (Davison and Gholamrezaee 2012). By applying 
spatial analysis of extremes that fully adhere to EVT, not only can 
traditional predictive pointwise return-level maps be produced, but in 
contrast with other approaches, additional more complex assessments of 
risk can also be evaluated. For example, the joint spatial modeling of 
observations (e.g., precipitation, snow water equivalent [SWE], snowmelt 
rate, or temperature), denoted for generality by Υ(𝑥𝑥), over a basin ℬ, 
supports the capacity to compute an integral such as 
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 Pr �∫ Υ(𝑥𝑥)𝑑𝑑𝑥𝑥 > 𝑧𝑧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℬ � (1) 

where 𝑧𝑧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 denotes a critical quantity greater than zero (Dey and Yan 
[2016] and references cited within). With the application of formal spatial 
analysis of extremes using max-stable processes, based on fitting a defined 
composite likelihood, marginal distributions, while fixed and defined by 
the GEV model, can flexibly and efficiently be modeled leveraging readily 
available and relevant spatial and temporal covariate data, with model 
selection supported using information criteria (Varin and Vidoni 2005; 
Takeuchi 1976). Spatial extreme (max-stable) models can subsequently be 
fit that combine the flexibly modeled marginals while simultaneously 
accounting for the observed dependence among the extremes. Pointwise 
return-level maps can subsequently readily be developed, and moreover, 
more complex spatial assessments of risk can also be computed (e.g., as is 
expressed in Equation 1). While Reich and Shaby (2012) did develop and 
demonstrate a max-stable process model for the spatial analysis of 
extremes approach using Bayesian inference, a limitation of their method 
is that it only considers one of a handful of available models to account for 
the dependence among the extreme data. Several recent studies have 
profiled the use of max-stable process models for the spatial analysis of 
hydrometeorological extremes (Smith 1990; Davison and Gholamrezaee 
2012; Davison et al. 2012; Olinda et al. 2014; Nicolet et al. 2015; Sebille et 
al. 2016). These studies, and references cited within, also summarize 
mathematical details of max-stable processes. This report also includes a 
case study that applies max-stable process models (Ribatet 2013) for the 
spatial analysis of extreme rainfall using the R package SpatialExtremes 
(Ribatet 2017). The following section of this report includes comments for 
consideration regarding the application of spatial or spatiotemporal BHM 
and also max-stable process models for PFHA analyses of 
hydrometeorological extremes. 



ERDC/CHL TR-19-14 9 

3 Framework  

The proposed general PFHA framework adopts key components of the 
flood frequency hydrology concept (Merz and Blöschl 2008a,b). Merz and 
Blöschl (2008a,b) proposed the concept of flood frequency hydrology, 
which emphasizes the importance of combining local flood data with 
additional types of temporal, spatial, and causal information using 
hydrologic reasoning to perform a flood frequency analysis at a site of 
interest. Temporal expansion involves the collection and consideration of 
information on flood behavior before or after the period of record of 
measured discharge. It accommodates short records that are not 
completely representative of a system’s flood behavior. Flood marks on 
buildings and paleoflood information are two types of temporal 
information expansion data. Spatial information expansion involves 
trading space for time by using flood information from neighboring 
systems, viz., a regional flood frequency analysis methodology such as the 
index flood method (Dalrymple 1960), to improve upon the flood 
frequency analysis at the site of interest. Introducing hydrologic 
understanding of local flood production factors is the goal of causal 
information expansion.  

With flood frequency hydrology, in estimating flood frequencies, the intent 
is to extract the maximum amount of information from all available 
complementary data sources and to combine the additional data types 
(i.e., temporal, spatial, causal) using hydrologic reasoning. Merz and 
Blöschl (2008a,b) underscore that a key element of the combination 
process is to account for the uncertainty of the various pieces of 
information. Whereas Merz and Blöschl (2008a,b) relied upon heuristic 
hydrologic reasoning to combine the different data types, Viglione et al. 
(2013) approached the flood frequency hydrology concept within a 
Bayesian analysis framework. 

The general PFHA framework proposed herein adopts key ideas and 
terminology from the flood frequency hydrology concept. In particular, it 
also employs causal, spatial, and temporal information expansion data in 
attempts to leverage all available and relevant complementary data for an 
analysis of hydrometeorological extremes. It can be viewed as a two-step 
process as is shown in Figure 1. The foundation for the first step is of 
course solid statistical data analysis to ensure proper extremal model 
selection and likelihood function formulation. The first step involves 
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combining causal, spatial, and temporal information expansion data. The 
first step is iterated K times using K distinct applicable models selected for 
the analysis of extremes. The second and final step averages the K models.  

It is recommended that the vehicle for PFHA framework application either 
be adaption of a selected BHM or a max-stable process model based upon 
an initial assessment of (in)dependence among the extreme data. If it is 
determined to be reasonable to assume independence among the 
extremes, then one could proceed with applying a BHM, adapted, if and as 
necessary, to accommodate for the inclusion of any available temporal 
information expansion data. For example, in a flood frequency analysis 
application context, the spatial BHM likelihood (i.e., Equation E.5) could 
be readily adapted to flexibly combine location-specific 
historical/paleoflood data with the pooled systematic data record. Instead, 
if the application involves extreme rainfall or snow water equivalent data, 
then selection of a spatiotemporal BHM may be more appropriate to 
potentially leverage climate index data that could be interpreted as 
temporal information expansion data to combine with the pooled 
systematic record. With BHM application, process understanding (i.e., 
causal information expansion data, can be included either via elicitation 
and/or by also combining into the analysis extreme data derived using a 
simulation model calibrated, most likely, using a subset of the available 
pooled systematic record). For example, cool season process flood hazard 
assessments might capitalize upon extending limited station specific SWE 
records using a calibrated model and forcing data that exists outside of the 
station’s SWE data period of record. The process layer modeling and its 
related covariate data could also be viewed as a means by which to 
incorporate process understanding (i.e., causal information) into the 
PFHA analysis. Regardless of the specific hydrometeorological extreme 
data considered, with application of a spatial/spatiotemporal BHM or 
adapted BHM, the K different models to average in attempts to generalize 
the problem of model selection could be one or more identified acceptable 
distributions, and for each given distribution a set of different process 
layer configurations of varying complexity.  

Conversely, if it is not reasonable to assume independence among the 
extreme data, hence, problematic to employ a spatial/spatiotemporal 
BHM designed with a likelihood assuming conditional independence, or it 
is simply preferred to employ a spatial extremes methodology that fully 
conforms with EVT wherein any hazard curve extrapolation rests on solid 
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mathematical ground, then it is recommended to use max-stable process 
models for PFHA analyses. With application of max-stable process 
models, it is conjectured that the likelihood (Ribatet 2013) can also be 
adapted, much as was the case with BHM samplers constructed assuming 
conditional independence, to potentially accommodate the inclusion of 
historical/paleoflood data in a flood frequency application context. Max-
stable process model applications permit the modeler to interject into the 
analysis a degree of process understanding through inclusion of spatial 
and temporal covariate data, and these data can be interpreted as causal 
and/or possibly also temporal information expansion data. Also, as with 
BHMs, when using max-stable process models for PFHA analysis, process 
understanding could also involve the inclusion of simulated extreme data 
from a model calibrated using the available pooled systematic record. It is 
emphasized that the PFHA framework proposed herein leverages, rather 
than solely relies upon, any additional extreme data to be gained from a 
process-based simulation model for flood hazard curve characterization 
primarily due to the potentially problematic nature of such an approach, 
by itself, to fully leverage all relevant and available complementary data. 
By contrast, the PFHA framework approach proposed herein does readily 
combine all of the available complementary data identified as relevant to 
characterize the flood hazard curve. Moreover, and quite important, max-
stable spatial process model applications solidly rest on EVT for credible 
flood hazard curve extrapolation. Generalization of model selection can be 
accounted for through consideration of one or more max-stable models 
and for each selected max-stable model, different trend surface 
configurations for defining the marginal distributions. 

Several case studies now follow. The first four case study demonstrations 
focus on the foundational issue of data analysis and, related, model 
selection and likelihood formulation while also profiling the merits of 
Bayesian inference and covering basic issues pertaining to the practical 
application of MCMC for univariate extreme rainfall analysis. The fifth 
demonstration profiles the value of using informed priors in a Bayesian 
analysis of extreme rainfall. The sixth demonstration is a simple example 
that profiles the capacity of Bayesian inference to readily support an at-site 
non-stationary extreme rainfall analysis. It is readily acknowledged that 
the first five demonstrations are simple at-site analyses, but the intent in 
each case is to clearly demonstrate specific individual merits of Bayesian 
inference for PFHA analyses. The seventh and eighth demonstrations 
profile application of BHM and max-stable process models, in particular, 
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instance applications of the proposed framework, for the spatial analysis of 
extreme rainfall, respectively. The final demonstration profiles an 
application of multi-model averaging as a means by which to generalize 
the problem of model selection. The case studies that follow mostly use 
readily available and documented R software packages (R Core Team 
2013) that exist in the public domain and which support clear, technically 
sound, consistent, complete, and efficient PFHA analyses of varying 
complexities. It is emphasized that their application herein is not an 
endorsement or recommendation. There is no recommendation that one 
would need to evaluate any particular R software package regarding its 
suitability for use for any specific application. 
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Figure 1. PFHA framework for extreme rainfall analysis. (Trenberth, Kevin, and National Center for Atmospheric Research Staff [eds.]). Last modified 02 
February 2016. “The Climate Data Guide: Nino SST Indices (Nino 1+2, 3, 3.4, 4; ONI and TNI. “ Retrieved from https://climatedataguide.ucasr.edu/climate-

data/nino-sst-indices-nino -12-3-34-4-oni-and-tni.) 

 

https://climatedataguide.ucasr.edu/climate-data/nino-sst-indices-nino%20-12-3-34-4-oni-and-tni.
https://climatedataguide.ucasr.edu/climate-data/nino-sst-indices-nino%20-12-3-34-4-oni-and-tni.
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3.1 Station specific analysis 

3.1.1 Systematic data only 

3.1.1.1 Block maxima data 

This case study revisits simple but important at-site extreme rainfall 
analyses that were originally presented by Coles et al. (2003). This first 
demonstration primarily focuses on application of Bayesian estimation 
using a relatively unique and interesting annual maxima rainfall dataset 
to infer models from EVT. Principal topics of emphasis, beyond some 
demonstration of basic issues related to the practical application of 
MCMC using readily available R software packages, are extremal model 
selection and inference methodology. With Bayesian estimation and 
inference, as indicated in Equation D.3, the two main elements to 
describe include the likelihood and the prior distribution. For this data 
scenario, the likelihood is as indicated in Equation D.2. For example, if 
the GEV or Gumbel model is selected, then the density in Equation D.2 is 
given by 𝑓𝑓 = 𝐺𝐺′ where 𝐺𝐺 is as defined in Equation A.1 or A.4, respectively. 
The prior distribution on the parameters is commonly specified using 
arbitrary distributions with a large variance, viz., uninformative 
distributions, to reflect prior beliefs that are often rather vague relative to 
the information in the likelihood. Following successful completion of an 
MCMC simulation, empirical estimates of posterior densities for given 
quantile levels are easily computed using the MCMC sampler post burn-
in monitoring period draws, together with use of either Equation A.3 or 
A.5 depending upon whether the GEV or Gumbel model is chosen. 
Related, return level plots are easily generated from the posterior draws 
as well by simultaneously evaluating multiple return periods, also using 
either Equation A.3 or A.5 depending upon the selected EVT model. 
Moreover, the predictive return levels for a future annual maximum 
observation can also be computed using Equation D.8. 

Case study demonstration – annual maxima rainfall data from the 
Maiquetia international airport station  

Heavy rainfall from the storm of 14–16 December 1999 caused 
catastrophic landslides and flooding along a 40-kilometer coastal strip 
north of Caracas in the northern coastal state of Vargas, Venezuela. More 
than 8,000 homes and 700 apartment buildings were destroyed in 
Vargas, displacing up to 75,000 people. Public services such as roads, 
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telephone, electricity, and water and sewage systems were severely 
disrupted, and in some places completely disappeared. Total economic 
losses are estimated at $1.79 billion U.S. dollars (Salcedo 2000). Early 
estimates suggested that between 5,000 and 50,000 people may have 
perished (Brandes 2000; Sancio and Barríos 2000; Salcedo 2000; 
USAID 2000), the figure of 30,000 is now generally cited as the 
approximate number of fatalities (USAID 2000), which amounts to 
approximately 10% of the local population. Many people were buried or 
carried out to sea by the debris flows and flooding, and only approx-
imately 1,000 bodies were recovered. Widespread looting and sacking 
forced the military to implement martial law. The volume of debris-flow 
deposits and the large boulders that the flows transported qualified the 
1999 event amongst the largest historical rainfall-induced debris flows 
documented worldwide (Wieczorek et al. 2001). The annual maxima 
rainfall data for the Maiquetia international airport, originally analyzed 
by Coles et al. (2003), were requested and received from the second and 
third authors of the study (Drs. Pericchi and Sisson). The annual 
maxima data are shown in Figure 2. 

Figure 2. Annual maxima daily rainfall values recorded in Maiquetia, Venezuela. 
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The R software (R Core Team 2013) and its evdbayes (Stephenson and 
Ribatet 2014), extRemes (Gilleland and Katz 2011), and coda (Plummer et 
al. 2006) packages, all in the public domain, are used to demonstrate 
application of Bayesian estimation and inference using the Maiquetia 
international airport station annual rainfall maxima dataset. The 
evdbayes and extRemes R packages include MCMC samplers to support 
application of the Bayesian inference methodology. As originally profiled 
by Coles et al. (2003), model selection involves consideration of the GEV 
distribution and also the simplified Gumbel model. As observed in Figure 
2, the annual maxima dataset is punctuated at the end of its record with 
the 1999 event. It is of interest to examine how well an event the 
magnitude of the 1999 event could have been anticipated statistically 
prior to its occurrence. 

The MCMC sampler as implemented in the evdbayes R package was 
employed to infer GEV model parameters using the annual rainfall 
maxima from the Maiquetia international airport station excluding the 
1999 datum. In particular, the following sequence of R commands 
resulted in the plots shown in Figure 3 (a), (b), and (c), respectively. 

 

mcmcA<-
posterior(1000000,init=c(5,1,.1),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.02,.1,.1)) 
mcmcA_coda<-as.mcmc(mcmcA) 
plot(mcmcA_coda) 
 
mcmcB<-
posterior(1000000,init=c(5,1,.1),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.1,.1,.1)) 
mcmcB_coda<-as.mcmc(mcmcB) 
plot(mcmcB_coda) 
 
mcmcC<-
posterior(1000000,init=c(5,1,.1),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.5,.1,.1)) 
mcmcC_coda<-as.mcmc(mcmcC) 
plot(mcmcC_coda) 
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Figure 3. Trace and density plots of the GEV model parameters for three distinct MCMC 
simulations using the pre-1999 annual rainfall maxima from the Maiquetia international 

airport station and the MCMC sampler as implemented in the R software package evdbayes. 

 
(a) 

 
(b) 

 
(c) 

The active reader is directed to the R documentation for a complete 
summary description of the evdbayes package posterior function call 
(Stephenson and Ribatet 2014) including input specifications to follow for 
its application. However, briefly, the sequence of inputs provided to the 
posterior function calls listed directly above include the total number of 
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iterations to perform, the initial values, the prior, the likelihood, the 
annual block maxima rainfall data excluding the 1999 datum, and a 
vector containing the standard deviations for the MCMC sampler 
proposal distributions. The prior was defined by the marginal 
distributions 𝜇𝜇 ~ 𝑁𝑁(0,104), 𝜎𝜎 ~ 𝐿𝐿𝑁𝑁(0,104), and 𝜉𝜉 ~ 𝑁𝑁(0,102). The 
specified high variances reflect the absence of prior beliefs regarding the 
extremal model parameters (Stephenson and Ribatet 2014). Despite the 
trace plots in Figure 3 (c) indicating highly efficient convergence for the 
given sampler configuration, the first 200,000 iterations are arbitrarily 
discarded as transient burn-in samples using the first in the sequence of 
specified R commands listed directly below. The final summary R 
command listed directly below results in a reporting of posterior estimates 
for the GEV model parameters as shown in Figure 4, which are in close 
agreement with the values originally reported by Coles et al. (2003) when 
using Bayesian inference with the pre-1999 annual block maxima extreme 
rainfall dataset from the Maiquetia international airport station. As can be 
verified upon brief examination of the sequence of R commands that 
resulted in Figure 3 (a), (b), and (c), respectively, the only difference 
among the three MCMC simulations was the standard deviation specified 
for the proposal distribution for the location parameter of the GEV 
distribution. Clearly, the MCMC sampler as implemented in the R software 
package evdbayes does require tuning of the proposal distribution input 
parameters for optimal performance, wherein by optimal it is meant 
efficient characterization of the posterior, which is better achieved when 
the sampled values exhibit lower serial correlation. 

 

 

mcmcCarb<-mcmcC[200001:1000000,] 
mcmcCarb_coda<-as.mcmc(mcmcCarb) 
summary(mcmcCarb_coda) 
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Figure 4. Summary of posterior estimates for the GEV model 
parameters using the pre-1999 annual rainfall maxima from the 
Maiquetia international airport station and the MCMC sampler 

as implemented in the R software package evdbayes.  

 

While the MCMC sampler as implemented in the R package evdbayes is a 
single chain sampler, it can be run multiple times with the same 
configuration but with different initial points, at nominal compute cost, 
and the results from the multiple simulations can be combined to further 
assess sampler convergence beyond an inspection of the trace plots from 
any one given simulation. For example, the R commands listed directly 
below execute three separate MCMC simulations, all configured in the 
same manner with the exception of initialization, using the sampler as 
implemented in the R software package evdbayes, to infer GEV model 
parameters using the pre-1999 annual maxima dataset from Venezuela. 
After each respective simulation is complete, trace and density plots are 
generated using the plot command. The trace and density plots for the 
final 1.5 million iterations (the first 500,000 were arbitrarily discarded as 
transient burn-in samples) are shown in Figure 5. The three simulations, 
upon completion, are combined into a list to support computation of the 
Gelman and Rubin (GR) quantitative convergence diagnostic (Cowles and 
Carlin 1996) using commands contained in the R software package coda. 
Figure 6 is a plot of the GR statistic as a function of MCMC simulation 
iteration for each of the GEV model parameters. The R software coda 
package documentation states that values for the GR statistic 
substantially above 1 indicate lack of convergence. Conventional guidance 
suggests GR values to be less than approximately 1.1 (Gelman et al. 
2004). However, sole reliance upon the GR quantitative diagnostic to 
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assess sampler burn-in is not advised as it can misdiagnose convergence 
(Gelman et al. 2004). The plots of the GR statistic shown in Figure 6 
clearly indicate lack of convergence. The trace plots of the chains for the 
location parameter shown in Figure 5 corroborate this assessment. The 
serial correlation present in the trace plots for the GEV location 
parameter in Figure 5 suggest tuning its related proposal distribution in 
attempts to improve sampler performance. Highly useful additional 
measures and capabilities exist within the R software package coda not 
only to assist with convergence diagnosis but also overall MCMC sampler 
performance. 

 

mcmcA1<-
posterior(2000000,init=c(5,1,.1),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.02,.1,.1)) 
mcmcA1_coda<-as.mcmc(mcmcA1) 
plot(mcmcA1_coda) 
 
mcmcA2<-
posterior(2000000,init=c(25,5,.5),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.02,.1,.1)) 
mcmcA2_coda<-as.mcmc(mcmcA2) 
plot(mcmcA2_coda) 
 
mcmcA3<-
posterior(2000000,init=c(30,50,.2),prior=pn,lh=”gev”,data=vam_pre99[,2],psd=c(.02,.1,.1)) 
mcmcA3_coda<-as.mcmc(mcmcA3) 
plot(mcmcA3_coda) 
 
mcmc_coda_list<-mcmc.list(mcmcA1_coda,mcmcA2_coda,mcmcA3_coda) 
gelman.plot(mcmc_coda_list) 
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Figure 5. Trace and density plots of the GEV model parameters resulting from three MCMC 
simulations configured in the same manner using the pre-1999 annual rainfall maxima from 

the Maiquetia international airport station and the MCMC sampler as implemented in the 
R software package evdbayes. 
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Figure 6. Plot of the Gelman and Rubin quantitative convergence diagnostic as a function of 
simulation iteration using the results from the three MCMC simulations profiled in Figure 5. 

 

Functionalities existing within the R software package evdbayes were 
applied, using the monitoring period draws associated with the MCMC 
simulation whose results were previously presented in Figure 4 (and also 
in Figure 3 (c) for the entire MCMC simulation), to generate return level 
plots and also posterior densities for the 10-, 100-, and 1000-year 
quantile levels as shown in Figures 7 and 8, respectively. The densities 
shown in Figure 8 could be viewed as vertical slices of the return level 
plots shown in Figure 7 at the noted quantile levels. Emphasis is on the 
asymmetry of the uncertainties shown in Figures 7 and 8, which are 
different than traditional frequentist confidence intervals that invoke 
normal distribution assumptions for uncertainty. The R commands that 
were employed to generate the plots shown in Figure 7 and Figure 8 are 
provided directly below. It is readily acknowledged that critical 
infrastructure applications would likely focus on quantile levels greater 
than 1000 years. This introductory example profiles some practical 
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aspects of Bayesian estimation and inference for a simple at-site analysis, 
in this case when working with a block maxima extreme rainfall dataset. 
This specific example including the demonstration results as shown 
should not be misinterpreted as a/the recommended approach for critical 
infrastructure applications. 

 

Figure 7. Return level plots resulting from analysis of the post burn-in draws generated from 
application of the MCMC sampler as implemented in the evdbayes R package that was 

employed to infer GEV model parameters using the annual rainfall maxima from the 
Maiquetia international airport station excluding the 1999 datum. The red dashed lines are 
the computed 5th and 95th percentile values. The solid black line is the estimated median.  

 
(a) 

 
(b) 

rl.pst(mcmcCarb,lh="gev",xlim=c(1.001,100),ylim=c(0,400)) 
rl.pst(mcmcCarb,lh="gev",xlim=c(100,1000),ylim=c(100,1000)) 
 
poq<-mc.quant(mcmcCarb,p=c(.9,.99,.999),lh="gev") 
plot(density(poq[,1), xlim=c(50,200),ylim = c(0,.05)) 
plot(density(poq[,2]), xlim=c(0,600),ylim = c(0,.01)) 
plot(density(poq[,3]), xlim=c(0,2000),ylim = c(0,.01)) 
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Figure 8. Posterior densities for quantile levels associated with the (a) 10-, (b) 100-, and (c) 
1000-year return periods that result from analysis of the post burn-in draws generated from 

application of the MCMC sampler as implemented in the evdbayes R package that was 
employed to infer GEV model parameters using the annual rainfall maxima from the 

Maiquetia international airport station excluding the 1999 datum. 

 
(a) 

 
(b) 

 
(c) 
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Posterior predictive return level plots were computed using the same R 
software package evdbayes MCMC simulation monitoring period draws 
that were also used to generate Figures 7 and 8. The predictive return 
level plots shown in Figure 9 were generated using Equation D.9 with 𝐿𝐿 =
1. The specific R commands employed are provided below. Examining 
Figure 9 (b), the predictive return period estimate for the 1999 event 
(410.4 millimeters [mm]) is approximately 668 years, which is in close 
agreement with the value of 660 years originally reported by Coles et al. 
(2003). The R software packages evdbayes and coda were also used with 
the full annual maxima dataset including the 1999 datum, and in this 
case, the posterior predictive return period estimate for the 1999 event 
(410.4 mm) is approximately 162 years, which is also in close agreement 
with the value of 177 originally reported by Coles et al. (2003). 

 

Figure 9. Posterior predictive return level plots for the GEV model of the Venezuelan annual 
maximum daily rainfall excluding the 1999 datum. 

 
(a) 

 
(b) 

While the R software package evdbayes does not explicitly support 
specification of the Gumbel model with its posterior function, it does 
seem possible to effectively apply the Gumbel model through user 
specification of the prior, proposal distribution standard deviations, and 
sampler initialization. The prior was updated only for the shape 

rl.pred(mcmcCarb,lh="gev",period=1,qlim=c(0,500)) 
rl.pred(mcmcCarb,lh="gev",period=1,qlim=c(400,420)) 
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parameter, with its marginal distribution now given by 𝜉𝜉 ~ 𝑁𝑁(0,10−10). 
Figures 10, 11, and 12 were obtained with the R commands provided 
below. The summary model parameter posterior estimates provided in 
Figure 11 and also the predictive return levels encapsulated in Figure 12 
are in close agreement with their respective values that were originally 
reported by Coles et al. (2003) using the pre-1999 annual maxima dataset 
from Venezuela. The predictive return period estimate for the 1999 event 
(410.4 mm) is approximately 2,360,000 years. A similar Bayesian 
analysis using the R software packages evdbayes and coda with the full 
Venezuelan annual maxima dataset yields model parameter posterior 
estimates in close agreement with those originally provided in Coles and 
Pericchi (2003) rather than those provided in Coles et al. (2003) and a 
predictive return period estimate for the 1999 event (410.4 mm) of 
approximately 177,000 years, which is comparable with the value of 
233,000 originally reported by Coles et al. (2003). The Gumbel model is 
of course not recommended for extreme rainfall analysis (Koutsoyiannis 
2004a). Moreover, this specific application is not recommended and was 
performed simply for demonstration purposes in attempts to further 
focus on the issues of model selection and inference methodology with the 
noted Venezuelan block maxima dataset while revisiting analyses 
originally performed and reported upon by Coles et al. (2003) and Coles 
and Pericchi (2003).  

 

mcmcG<-posterior(2000000, init=c(5,1,0.0000000000001), lh="gev", 
data=vam_pre99[,2], psd=c(1,.1,.000000000000000001), prior=pn2) 
mcmcGarb<-mcmcG[500001:2000000,] 
mcmcGarb_coda<-as.mcmc(mcmcGarb) 
plot(mcmcGarb_coda) 
summary(mcmcGarb_coda) 
rl.pred(mcmcGarb,lh="gev",period=1,qlim=c(0,500)) 
rl.pred(mcmcGarb,lh="gev",period=1,qlim=c(400,420)) 
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Figure 10. Trace and density plots of the GEV model location and scale 
parameters for an MCMC simulation using the pre-1999 annual rainfall 
maxima from the Maiquetia international airport station and the MCMC 

sampler as implemented in the R software package evdbayes, 
configured in attempts to effectively apply the simplified Gumbel model. 

 

Figure 11. Summary of posterior estimates for the GEV model parameters using the 
pre-1999 annual rainfall maxima from the Maiquetia international airport station 
and the MCMC sampler as implemented in the R software package evdbayes and 

configured in attempts to effectively apply the simplified Gumbel model. 
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Figure 12. Posterior predictive return level plots for the GEV model of the Venezuelan annual 
maximum daily rainfall excluding the 1999 datum using the R software package evdbayes 

configured in attempts to effectively apply the simplified Gumbel model. 

 
(a) 

 
(b) 

The MCMC sampler as implemented in the R software package extRemes 
was also applied using the Venezuelan annual maximum daily rainfall 
excluding the 1999 datum. Priors were defined in the same manner as 
they were previously specified when the MCMC sampler as implemented 
in the evdbayes R software package was used to infer the GEV model 
parameters, viz., 𝜇𝜇 ~ 𝑁𝑁(0,104), 𝜎𝜎 ~ 𝐿𝐿𝑁𝑁(0,104), and 𝜉𝜉 ~ 𝑁𝑁(0,102). The 
default random walk proposal distribution was employed together with 
associated standard deviation values user specified to be equal in value to 
(0.5,0.1,0.1) for each respective GEV model parameter (i.e., (𝜇𝜇,𝜎𝜎, 𝜉𝜉)). 
While the trace and density plots and also plots of the GR statistic (shown 
in Figures 13 and 14, respectively) derived by applying the single chain 
sampler as implemented in the extRemes package multiple times 
indicated sampler convergence with each application, the computed 
posterior summaries for the inferred GEV model parameters did not 
agree with the values originally reported by Coles et al. (2003) (see Figure 
15 and compare with Figure 4 above and/or Table 1 in Coles et al. 
[2003]). Computed GEV model parameter posterior standard deviations 
are consistently larger than their comparable values previously reported 
in Figure 4, obtained using the MCMC sampler as implemented in the 
evdbayes R software package. Possibly, additional simulation is required 
with the extRemes package MCMC sampler to explore in more detail the 
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sensitivity of specified proposal distribution standard deviations. 
However, as a matter of interest, the predictive posterior return level 
(computed using the evdbayes package function “rl.pred”) of 410.4 mm 
for 𝐿𝐿 = 1 and based on the extRemes package MCMC sampler monitoring 
period draws derived using the pre-1999 annual maxima was estimated to 
be 409 years.  

Figure 13. Trace and density plots of the GEV model parameters for 
an MCMC simulation using the pre-1999 annual rainfall maxima 
from the Maiquetia international airport station and the MCMC 
sampler as implemented in the R software package extRemes. 
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Figure 14. Plot of the Gelman and Rubin quantitative convergence diagnostic as a function 
of simulation iteration using the results from the two MCMC simulations performed using the 

R software package extRemes. 

 

Figure 15. Summary of posterior estimates for the GEV model parameters using 
the pre-1999 annual rainfall maxima from the Maiquetia international airport 

station and the MCMC sampler as implemented in the R software 
package extRemes. 
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The R software packages ismev, evd, and extRemes possess functionalities 
to employ maximum likelihood estimation (MLE) to estimate extremal 
model parameters, and the active reader is directed to their respective 
documentation for additional related information (Stephenson 2002; 
Stephensen 2016). Use of the MLE functionalities encapsulated in these R 
software packages did yield GEV and Gumbel model parameter and return 
level estimates in close agreement with the values originally reported by 
Coles and al. (2003) for the Venezuelan annual maximum daily rainfall, 
with and without consideration of the 1999 datum. For example, the return 
level estimates of 410.4 mm for these models, obtained using the R 
software package evd, were approximately 4440/310 and 
18,300,000/756,000 years when the 1999 datum was excluded/included 
while using the GEV and Gumbel models, respectively.  

This demonstration has revisited analyses originally performed and 
reported upon by Coles et al. (2003) and Coles and Pericchi (2003) using 
the Venezuelan annual maxima rainfall dataset while applying the 
Bayesian inference methodology by using and profiling various related 
capacities of readily available cited software for the analysis of extremes. 
The revisited analysis and its related results are particularly notable in 
that model selection criteria would support choosing the Gumbel rather 
than the GEV model when excluding the 1999 datum (Laio et al. 2008). 
The results further suggest, as was originally underscored by Coles et al. 
(2003), that not only model selection but also inference methodology 
matters in an extreme rainfall analysis. 

3.1.1.2 Threshold exceedance model 

This second example further focuses on the topics of model selection and 
inference methodology, now leveraging available daily rainfall data for the 
Maiquetia international airport rather than its annual maxima dataset, 
which was the basis for the first example demonstration. For this data 
scenario, the likelihood is as indicated in Equation D.2. For the Generalized 
Pareto Distribution (GPD) model, the density in Equation D.2 is given by 
𝑓𝑓 = 𝐻𝐻′ where 𝐻𝐻 is as defined in Equation A.6. As with the treatment of 
block maxima data, the prior distribution on the parameters is commonly 
specified as uninformative, and among possible others following successful 
completion of a simulation, the MCMC sampler post burn-in monitoring 
period draws are used to compute posterior densities, return level plots, 
and posterior predictive distributions for future observations. 
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Case study demonstration – Daily rainfall data from the Maiquetia 
international airport station  

The daily rainfall data for the Maiquetia international airport, originally 
analyzed by Coles et al. (2003), were also requested and received from 
Drs. Pericchi and Sisson. The 14,184 daily rainfall data, which cover the 
period 1 January 1961 to 31 December 1999 minus February 1996 and 
January 1998, are shown in Figure 16. The availability of this dataset in 
addition to the annual maxima permits further examination as to how 
well an event the magnitude of the 1999 event could have been 
anticipated statistically prior to its occurrence. 

Figure 16. Daily rainfall values recorded in Maiquetia, Venezuela, for calendar years 
1961-1999, inclusive. 

 

The R software packages ismev, evd, and extRemes have the capacity to 
generate a mean residual life plot to facilitate threshold selection. The 
extRemes package contains a function to facilitate declustering data 
above a given threshold. The evd and extRemes packages have the 
capacity to estimate the extremal index. Moreover, these three packages 
readily support application of MLE with the GPD model. MLE estimates 
for the GPD model parameters and their related return level estimates, 
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obtained with and without consideration of the 1999 daily data and 
applying respective functionalities in each of these three R packages, 
agreed well with the values originally reported by Coles et al. (2003). The 
extRemes package estimates a return level of approximately 769/252 
years for the 1999 event value of 410.4 mm following MLE estimation of 
the GPD model parameters without and with consideration of the 1999 
daily data. These values agree well with the corresponding estimates of 
752 and 251 originally reported by Coles et al. (2003) for this model 
selection, inference methodology, and data scenario. 

The MCMC sampler as implemented in the R software package extRemes 
was applied to infer the GPD model parameters using a specified 
threshold value of 10 for the daily dataset while including and also 
excluding the 1999 data. The extRemes R software package was used for 
this modeling analysis rather than the evdbayes package due to 
difficulties experienced with successful application of the MCMC sampler 
as implemented in the evdbayes package while using the GPD EVT model. 
Simulation results are shown in Figures 17 and 18 for these two MCMC 
simulations, which modeled the daily data in the same manner as 
originally reported in Coles et al. (2003). The GPD model parameter trace 
plots shown in Figure 17 indicate the sampler was configured well for the 
problem and also suggest that the sampler achieved equilibrium early in 
the simulation. The summary posterior estimates for the GPD model 
parameters, based on the entire simulation in each case, are shown in 
Figure 18. The posterior mean shape value of 0.2721 reported in Figure 18 
(a) for the simulation that excluded the 1999 daily data is less than the 
shape value of 0.30 originally reported by Coles et al. (2003) for the same 
analysis. The subsequently computed predictive posterior return levels 
(for 𝐿𝐿 = 1) of 410.4 mm were estimated to be equal to 423 and 181 years 
for these two simulations, which excluded and included the 1999 daily 
data, respectively. These noted return levels values do slightly differ with 
the comparable values of 260 and 116 originally reported by Coles et al. 
(2003) for their GPD model application using Bayesian inference and the 
same data and threshold value. The slight discrepancy with the reported 
return levels is attributed to the noted difference in the shape values. 
Additional MCMC simulation could, and likely should, be performed to 
verify that the results reported in Figures 17 and 18 that were obtained 
using the MCMC sampler as implemented in the R software package 
extRemes properly reflect estimates of the posterior distribution. 
Regardless, this additional exploration with the available daily data does 
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provide further reinforcement to what was originally underscored in the 
first example, viz., the importance not only of inference methodology but 
also model/data choice in an extreme rainfall analysis. 

Figure 17. Trace and density plots of the GP model parameters for MCMC simulations using 
the daily rainfall data from the Maiquetia international airport station (a) without and (b) with 
consideration of the 1999 data, a threshold of 10, and the MCMC sampler as implemented 

in the R software package extRemes. 

 
(a) 

 
(b) 

Figure 18. Summary of posterior estimates for the GP model parameters 
using daily rainfall data from the Maiquetia international airport station 
(a) without and (b) with consideration of the 1999 data, a threshold of 

10, and the MCMC sampler as implemented in the R software 
package extRemes. 

 
(a) 

 
(b) 

3.1.2 Combining Different Observed Data Types 

Bayesian inference is attractive in that it can flexibly support combining 
complementary data sources into an extreme rainfall analysis. This third 
example revisits work originally presented by Coles and Pericchi (2003) 
that demonstrates one way in which different data can be combined in an 
at-site analysis of extreme rainfall. As with the first two examples, this 
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case study further analyzes the issue of data analysis, model selection, 
and inference methodology in an analysis of extremes. 

3.1.2.1 Case study demonstration – Combine annual maxima and daily 
rainfall data from the Maiquetia international airport station 

Coles and Pericchi (2003) observed that the annual maxima and daily 
rainfall datasets from the Maiquetia international airport station differed 
with respect to their periods of record. By considering a point process 
(PP) model, they exploited the fact that estimated PP model parameters 
correspond directly to the GEV parameters of the annual maxima 
distribution of the observed process and formulated a likelihood that 
maximally uses both of the available data sets.  

The MCMC sampler as implemented in the R software package evdbayes 
was initially applied to infer the PP model parameters using the pre-1999 
daily data, a threshold value of 10, and excluding any consideration of the 
annual maxima data. Simulation results are shown in Figures 19 and 20. 
The predictive posterior year return level (for 𝐿𝐿 = 1) for the 1999 event 
from this model is 338 years. A population-based MCMC sampler (ter 
Braak and Vrugt 2008) was subsequently applied to infer the PP model 
parameters using the log likelihood defined by Coles and Pericchi (2003), 
which maximally uses the block maxima and threshold exceedance data 
from the Maiquetia international airport station, uninformative uniform 
priors, and while also including the annual maxima data but excluding 
the 1999 annual maximum and 1999 daily data. The population-based 
MCMC sampler (ter Braak and Vrugt 2008) was implemented and used 
since the MCMC samplers in the R software packages evdbayes and 
extRemes did not appear to readily support this case study demonstration 
modeling scenario. A population of size 60 was specified for the MCMC 
simulations. Latin hypercube sampling of the box defined by the specified 
lower and upper bounds for the three PP model parameters was used to 
initialize the population for simulation. The simulation results presented 
in Figure 21 and Table 1 are based on a thinned history, viz., every tenth 
evolution, of the approximately 500,000 specified total post burn-in 
monitoring period model runs. The PP model parameter posterior 
estimates presented in Figure 20 and Table 1 indicate that combining the 
daily and annual maxima datasets is of incremental value relative to 
simply working with the daily data itself, at least for this particular case 
study demonstration. This is further corroborated with a comparison of 
the estimated value of 287.9 for the predictive posterior 100 year return 
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level (for 𝐿𝐿 = 1) for the evdbayes supervised MCMC simulation that 
excluded the annual maxima data. This noted return level value is only 
slightly lower than the comparable value of 297.9 reported by Coles and 
Pericchi (2003), which is based on combining the pre-1999 annual 
maxima and daily data in the point process modeling analysis. 

Figure 19. Trace and density plots of the point process model 
parameters for a MCMC simulation using the pre-1999 daily 

rainfall data from the Maiquetia international airport station, a 
threshold of 10, and the MCMC sampler as implemented in the 

R software package evdbayes. 

 

Figure 20. Summary of posterior estimates for the point process model 
parameters using the pre-1999 daily rainfall data from the Maiquetia 

international airport station, a threshold of 10, and the MCMC sampler as 
implemented in the R software package evdbayes. 
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Figure 21. Trace plots of the point process model parameters for a MCMC simulation using 
the pre-1999 daily rainfall data and pre-1999 annual maxima data from the Maiquetia 
international airport station, a threshold of 10, and a population-based MCMC sampler 

(ter Braak and Vrugt 2008). 

  

 

Table 1. Summary of posterior estimates for the point process model 
parameters using the pre-1999 daily rainfall data and pre-1999 annual 

maxima data from the Maiquetia international airport station, a threshold of 
10, and a population-based MCMC sampler (ter Braak and Vrugt 2008). 

  mu sigma xi  

 Mean 49.2852 21.0692 0.2740  

 SD 2.8587 2.6862 0.0615  

      

 2.50% 25% 50% 75% 97.50% 

mu 44.2679 47.2823 49.0774 51.0741 55.4512 

sigma 16.6817 19.1572 20.7546 22.6634 27.2204 

xi 0.1612 0.2311 0.2715 0.3139 0.4016 
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3.1.3 Seasonality 

In this fourth example, the focus is on applying physical rainfall process 
understanding into the analysis of the daily data from the previous two 
examples and subsequent model inference and prediction.  

3.1.3.1 Case study demonstration – A seasonal model of daily rainfall data 
from the Maiquetia international airport station 

Coles and Pericchi (2003) developed a model that divided the year into 
two seasons based on previously documented summaries that the rainfall 
climatology in Venezuela exhibits a two-season cycle with events 
determined by cold fronts in the winter and tropical storms in the 
summer, respectively. Their changepoint model considered two seasons, 
viz., Ι1 = [1,𝑘𝑘1 − 1] ∪ [𝑘𝑘2, 366] and Ι2 = [𝑘𝑘1,𝑘𝑘2 − 1], where the two 
seasons are indexed by the day of the year and 𝑘𝑘1 and 𝑘𝑘2 are changepoint 
parameters introduced to account for uncertainty regarding the timing of 
the seasonal changes. Their likelihood formulation involved distinct point 
process model parameterizations for Ι1 and Ι2. The two changepoint 
parameters were also included as part of the model inference using 
uninformative uniform priors (𝑘𝑘1~U[50,250] and 𝑘𝑘2~U[200,366]) and the 
constraint that 𝑘𝑘1 < 𝑘𝑘2. Coles and Pericchi (2003) underscored the 
capacity of the Bayesian inference methodology to accommodate this 
variable changepoint modeling analysis. With its application, regardless 
of whether the 1999 daily data from the Maiquetia International Airport 
Station were included or excluded in the analysis, Coles and Pericchi 
(2003) indicated that mid-November to April best defined the winter 
period and the remainder of the year the summer period. 

The R software package evdbayes was used to infer point process model 
parameters for a 167-day long winter period mid-November to April using 
the daily data, excluding 1999, from the Maiquetia international airport 
station and a threshold of ten. The winter dataset consisted of 157 daily 
exceedances. The subsequently computed predictive posterior return level 
(for 𝐿𝐿 = 1) of 410.4 mm was estimated to be equal to 133 years for this 
simulation, which excluded 1999 daily data. This value agrees well with 
the estimate of 131 years originally reported by Coles et al. (2003) for 
their related seasonal GPD modeling analysis. This case study 
demonstration clearly underscores the importance and impact of data 
analysis in the analysis of extreme rainfall.  
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The first four examples have revisited at-site extreme rainfall analyses 
originally profiled by Coles et al. (2003) and Coles and Pericchi (2003), 
primarily using R software packages that are in the public domain. In 
particular, there was a re-examination of the available block maxima and 
threshold exceedance rainfall data for the Maiquetia international airport 
station individually and in combination, and for the daily data also 
seasonally while primarily using Bayesian inference but also by 
comparing with results obtained using MLE. Table 2 summarizes results 
from the noted analyses, presenting return period estimates for the 1999 
event (410.4 mm) from EVT models obtained using either Bayesian 
inference or MLE without and also with consideration of the 1999 data. 
The results in Table 2 clearly underscore the importance of data analysis, 
model selection, and inference methodology in an analysis of extremes. 
The seasonal PP model inferred using the pre-1999 daily data assigns an 
anticipatory non-negligible probability to the catastrophic 1999 event. 

Table 2. Return period estimates for the 1999 extreme rainfall event 
(410.4 mm) at the Maiquetia international airport station.  

  Return Period of 410.4 mm 

Inference 
Method Model 

1999 Datum 
Excluded 

1999 Datum 
Included 

MLE Gumbel 18,300,000 756,000 

 GEV 4,440 310 

Bayes Gumbel 2,360,000 177,000 

 GEV 668 162 

 PP (daily) 338  

 Seasonal PP 133  

3.1.4 Expert elicitation  

This simple at-site case study example is included to profile the potential 
value of prior information. Coles and Tawn (1996) underscored the 
importance of injecting expert knowledge, independent of the available 
systematic record, into the analysis of extremes. They analyzed a 54-year 
series of daily rainfall totals and combined that dataset, within a Bayesian 
framework, with supplemental information obtained by way of expert 
elicitation. Coles and Tawn (1996) elicited the expert information in 
terms of extreme quantiles rather than distribution parameters, noting 
that extreme quantiles is a scale on which the expert has familiarity. Coles 
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and Tawn (1996) elicited prior information in terms of three distinct 
ordered return levels (i.e., 𝑞𝑞𝑝𝑝1 < 𝑞𝑞𝑝𝑝2 < 𝑞𝑞𝑝𝑝3 for 𝑝𝑝1 > 𝑝𝑝2 > 𝑝𝑝3) but worked 
with their differences (i.e., 𝑞𝑞�1 = 𝑞𝑞𝑝𝑝1, 𝑞𝑞�2 = 𝑞𝑞𝑝𝑝2 − 𝑞𝑞𝑝𝑝1, 𝑞𝑞�3 = 𝑞𝑞𝑝𝑝3 − 𝑞𝑞𝑝𝑝2) to 
ensure the correct ordering of quantiles. The 𝑞𝑞�𝑐𝑐, 𝑖𝑖 = 1,2,3, were specified 
by gamma distributions  

 𝑞𝑞�𝑐𝑐~Γ(𝜆𝜆𝑐𝑐 , 𝜈𝜈𝑐𝑐)  (2) 

whose parameters were determined by way of the expert elicitation. The 
joint prior for the 𝑞𝑞𝑝𝑝𝑖𝑖 is given by 

 𝑝𝑝�𝑞𝑞𝑝𝑝1 , 𝑞𝑞𝑝𝑝2 ,𝑞𝑞𝑝𝑝3� ∝ 𝑞𝑞𝑝𝑝1
𝜆𝜆1−1exp�−𝜈𝜈1𝑞𝑞𝑝𝑝1�∏ �𝑞𝑞𝑝𝑝𝑖𝑖 − 𝑞𝑞𝑝𝑝𝑖𝑖−1�

𝜆𝜆𝑖𝑖−13
𝑐𝑐=2 exp �−𝜈𝜈𝑐𝑐�𝑞𝑞𝑝𝑝𝑖𝑖 − 𝑞𝑞𝑝𝑝𝑖𝑖−1�� (3) 

on 𝑞𝑞𝑝𝑝1 ≤ 𝑞𝑞𝑝𝑝2 ≤ 𝑞𝑞𝑝𝑝3. Substituting the quantile expression in Equation A.3 
into Equation 3 and multiplying by the Jacobian of the transformation 
�𝑞𝑞𝑝𝑝1 , 𝑞𝑞𝑝𝑝2 ,𝑞𝑞𝑝𝑝3� → (𝜇𝜇,𝜎𝜎, 𝜉𝜉) (Smith 2005) leads directly to an expression for 
the prior in terms of the GEV model parameters. Multiplication by the 
likelihood then gives the posterior. This expert elicitation framework is 
implemented in the R software package evdbayes to support at-site block 
maxima and/or point process threshold exceedance modeling analysis of 
extremes. Smith (2005) further examined this approach of prior 
elicitation in a multivariate Bayesian analysis of extreme rainfall. Morris 
et al. (2014) recently profiled a web-based tool for eliciting probability 
distributions from experts. 

The previously mentioned expert elicitation framework was applied using 
a relatively short record of annual maxima rainfall data for the city of 
Oxford located in the United Kingdom (see Figure 22 (a)). In this simple 
example, there was the use of return level information previously elicited 
from an expert regarding extreme rainfall for Oxford (Fawcett 2013) to 
obtain prior distribution estimates for the 10-, 100-, and 1000-year return 
levels, defined as 𝑞𝑞10~Γ(126,2), 𝑞𝑞100~Γ(200,2), and 𝑞𝑞1000~Γ(250,1.5), and 
which are plotted in Figure 22 (b). Return level plots obtained from GEV 
models inferred using Bayesian inference with uninformative and the 
previously mentioned informative priors are shown in Figure 22 (c) and 
(d), respectively. By using the informative prior distributions obtained via 
expert elicitation, one can better leverage the full capability of the 
Bayesian inference methodology. It is clear to see the value of including 
such prior information in terms of vastly increasing the precision of 
return level estimates in this example, which involves a simple at-site 
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analysis with a short period of record. Further note that sensitivity 
analyses can easily be performed to evaluate the worth of the elicited data 
by considering different parameterizations for the 𝑞𝑞�𝑐𝑐. 

Figure 22. (a) 35 years of annual maxima rainfall data for the city of Oxford in the UK; (b) prior 
distributions for the 10-, 100-, and 1000-year return levels informed via elicitation; (c) and (d) extreme 

rainfall return levels, including uncertainty, for Oxford computed using Bayesian inference with 
uninformative and informative priors, respectively.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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3.1.5 Non-stationary climate condition  

Coles (2001), Katz et al. (2002), and AghaKouchak et al. (2013), and 
references cited within discuss the treatment of nonstationary sequences 
in the analysis of extremes, which is an active and evolving area of 
research. Garcia-Aristizabal et al. (2015), Cheng and AghaKouchak 
(2014), Economou et al. (2014), Renard et al. (2013), Winter (2011), 
Renard and Bois (2006), and references cited within examine the 
treatment of non-stationarity while using Bayesian inference for the 
analysis of extremes. The principal approach is to assume a regression 
model that links the extremal model parameters with time-variant 
covariates (e.g., a climate index). For example, Garcia-Aristizabal et al. 
(2015), Cheng and AghaKouchak (2014), and Winter (2011) considered a 
linear trend in the GEV EVT model location parameter with their 
Bayesian supervised extremes analyses. Both Garcia-Aristizabal et al. 
(2015) and Cheng and AghaKouchak (2014) simply considered a linear 
model in time for the GEV model location parameter, whereas with 
Winter (2011), their linear trend involved use of the North Atlantic 
Oscillation (NAO). Renard and Bois (2010) considered a simple linear 
trend in the location and scale parameters in their extremes analysis 
using the GEV EVT model. Economou et al. (2014) considered latitude 
and the NAO as covariates in their spatio-temporal BHM analysis of 
extreme cyclones. Renard et al. (2013) underscored the attraction of the 
Bayesian inference methodology in terms of its adaptability to support the 
analysis of nonstationary sequences. The R software packages evdbayes 
does provide some functionality for the treatment of a non-stationary 
analysis of local extremes using Bayesian inference. The R software 
package SpatialExtremes (Ribatet 2017) supports treatments of non-
stationarity, primarily through the inclusion of time variant covariate data. 

3.1.5.1 Case study demonstration - White Sands National Monument rainfall 
station Intensity-Duration-Frequency (IDF) curve development 

The purpose of this case study is to demonstrate a very simple treatment 
of non-stationarity while using the flexible Bayesian inference 
methodology for an analysis of extreme rainfall. It is readily 
acknowledged that treatments of non-stationarity likely of more relevance 
to extreme rainfall analyses within the PFHA framework would rather 
involve the use of climate indices as covariate information as has been 
profiled by Economou et al. (2014) and Winter (2011), for example.  
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The Bayesian supervised IDF curve development analysis for the White 
Sands National Monument rainfall station originally profiled by Cheng 
and AghaKouchak (2014) is independently revisited, albeit by applying a 
different MCMC sampler (ter Braak and Vrugt 2008), to further focus on 
a comparison of Bayesian-inferred IDF curves under stationary and 
nonstationary conditions. As with Cheng and AghaKouchak (2014), non-
stationarity is treated by defining the GEV location parameter to vary 
linearly in time, t: 

 𝜇𝜇 = 𝜇𝜇(𝑡𝑡) = 𝜇𝜇1𝑡𝑡 + 𝜇𝜇0.  (4) 

This specific temporal treatment of the GEV location parameter is but one 
of many possible time variable approaches one could apply for IDF curve 
development using Bayesian MCMC. The linear in-time treatment of the 
GEV location parameter is employed primarily for the purposes of 
demonstration. In so doing, an additional random variable is introduced 
such that there are now four random variables, viz., 𝜇𝜇1, 𝜇𝜇0,𝜎𝜎, and 𝜉𝜉, to 
simultaneously optimize and infer using MCMC. The quantiles are 
computed from the post burn-in random draws as described in Cheng 
and AghaKouchak (2014). In particular, for each given post burn-in 
random draw, the 95th percentile value for the location parameter, 
obtained by applying Equation 4 (i.e., 95th percentile of 𝜇𝜇(𝑡𝑡 = 1),…, 𝜇𝜇(𝑡𝑡 =
100)), is used to compute its related quantile value for a specified value of 
p. The entire set of 𝑥𝑥𝑝𝑝 computed from the post burn-in draws characterize 
its posterior distribution.  

Annual rainfall maxima series associated with the National Oceanic 
Atmospheric Administration (NOAA) Atlas 14 update for the White Sands 
National Monument rainfall station located in the state of New Mexico 
(latitude: 32.7817; longitude: 106.1747; elevation: 1217.7 m) for the 52-
year period 1949–2000 were collected using the NOAA National Weather 
Service Hydrometeorological Design Studies Center Precipitation 
Frequency Data Server for eight specific durations (1 hour [hr], 2 hr, 3 hr, 
6 hr, 12 hr, 24 hr, 48 hr, and 96 hr) to support Bayesian supervised IDF 
curve development analysis under stationary and nonstationary 
conditions. With the intent to illustrate the potential negative impacts of 
ignoring non-stationarity at a site that has been assessed otherwise based 
on application of the Mann-Kendall trend test (Cheng and AghaKouchak 
2014), 16 distinct MCMC simulations were performed to develop IDF 
curves under stationary and nonstationary conditions using the annual 



ERDC/CHL TR-19-14 44 

 

rainfall maxima for the noted eight durations for the White Sands 
National Monument rainfall station. As previously mentioned, an 
adaptive population-based MCMC sampler (ter Braak and Vrugt 2008) 
was employed to infer the joint posterior for the GEV distribution 
parameters. All 16 MCMC simulations specified a population size to 
evolve equal in value to five times the dimensionality of the estimation 
problem. Latin hypercube sampling was used to initialize the population. 
The size of the initial history of past simulated states to draw upon to 
generate jump proposals was specified to be equal in value to one 
hundred times the dimensionality of the estimation problem. For each 
simulation, an uninformed uniform prior distribution was employed as 
well as a likelihood function as indicated in Equation D.2 with the density 
in Equation D.2 given by 𝑓𝑓 = 𝐺𝐺′ where 𝐺𝐺 is as defined in Equation A.1. 

For each MCMC simulation, the Gelman and Rubin (1992) quantitative 
convergence diagnostic was used together with visual inspection of trace 
plots of the chains to in aggregate assess the completion of sampler burn-
in. In each case, subsequent to the weight of evidence-based assessment 
that sampling is occurring with stable frequency from the target 
distribution, a thinned history, viz., every tenth evolution of the 
approximately 1 million specified total post burn-in monitoring period 
model runs was saved and used to support IDF curve development.  

Figure 23 is a result from 2 of the 16 MCMC simulations, with the 
remaining summarized in Tables F-1 through F-3 and Figures F-1 through 
F-8 located in Appendix F. Tables F-1 and F-2 list the posterior mode 
(PM) (i.e., the GEV model p which maximizes p(p|D)) estimates 
computed for each of the eight previously mentioned duration-based 
simulations under stationary and nonstationary conditions, respectively, 
and in each case, the related quantile estimates calculated for five distinct 
return periods, viz., 2, 10, 25, 50, and 100 years. It is underscored to the 
reader that the nonstationary results, as mentioned above, are computed 
and processed for a discrete point in time. Tables F-1 and F-2 also list by 
duration the computed 2.5, 50, and 97.5 percentiles of the posterior 
predictive distribution for each of the five quantiles. These noted 
percentile values are the basis for Figure 23 and also Figures F-1 through 
F-7, which are plots of the IDF curves computed under stationary and 
nonstationary conditions for the White Sands National Monument 
station, by duration. On each IDF curve shown in Figure 23 and also 
Figures F-1 through B-7, the 95% credible interval, based on the 
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respective 2.5 and 97.5 percentile values listed in Tables F-1 and F-2, is 
shown for each quantile. Each figure also includes plots of the predictive 
distributions derived from the post burn-in random draws for the 2-year 
and 100-year return period quantiles. Table F-3 summarizes the 
computed percent increase obtained when the nonstationary, PM-based 
quantile estimates presented in Table F-2 are compared with their 
counterparts listed in Table F-1, which were obtained assuming a 
stationary climate. Figure F-8 is a plot of the data presented in Table F-3. 

A strength of the MCMC methodology for IDF curve development is the 
flexibility and ease with which one can readily incorporate a treatment of 
a nonstationary climate condition into the analysis. Cheng and 
AghaKouchak (2014) underscored a primary strength of the MCMC 
methodology for IDF curve development, viz., its capacity to formally 
quantify uncertainty for the computed quantiles. This capacity is clearly 
emphasized graphically in Figure 23 and also Figures F-1 through F-7 
wherein the posterior distributions (pdfs and cdfs) for the 2-year and 
100-year quantiles, under stationary and also nonstationary conditions, 
characterized using the post burn-in random draws, are shown for each 
duration. It is also emphasized in the same set of figures, with the IDF 
curves themselves including a display of the 95% credible interval 
together with the 50th percentile value at each quantile level.  
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Figure 23. Bayesian MCMC simulation-derived, 1 hr IDF curves for the White Sands National 
Monument rainfall station computed under stationary and nonstationary conditions. The 2.5, 

50, and 97.5 percentile values from each respective predictive posterior distribution are 
shown at each quantile level. These three values are clearly identified for the stationary 10-

year return period results. Their relative locations equally apply for the remaining return 
periods for both the stationary and nonstationary analyses not only in this figure but also 
Figures F-2 through F-7. Plots of the posterior predictive distributions for the 2-year and 

100-year return period level quantiles are also shown. 

 

3.2 Multiple station analysis 

The station-specific types of analyses profiled in the previous section could 
be applied on a point-by-point basis to generate, by way of interpolation, 
spatial maps of hydrometeorological extremes; however, such an approach 
is not explicitly spatial. An alternative approach for updating precipitation 
frequency estimates under stationary and/or nonstationary climate 
conditions involves using spatial modeling analysis methodologies such as 
spatial or spatiotemporal BHM or max-stable processes as previously 
mentioned in this report. These methods, or their adaptions, in fact are the 
basis for the PFHA framework outlined earlier in this report. For the 
purposes of demonstration, this section profiles applications of spatial 
BHM and max-stable process models for the spatial modeling of extreme 
daily precipitation in the Willamette River Basin, Oregon. 
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3.2.1 WRB summary description 

The 11,478-square-mile WRB is located in northwestern Oregon, a major 
tributary of the Columbia River whose 187-miles-long main stem, the 
Willamette River, flows northward between the Coastal and Cascade 
Ranges. The WRB contains approximately two-thirds of Oregon’s 
population and 20 of the 25 most populous cities in the state. The U.S. 
Army Corps of Engineers (USACE) Portland District operates 13 dams in 
the WRB. Extreme rainfall estimates are required to support risk-
informed hydrologic analyses for these projects as part of the USACE 
Dam Safety Program. The primary operative mechanism for extreme 
rainfall in the WRB is winter storms that occur between October and 
March, which typically make up to 75%-80% of the region’s annual 
precipitation (Redmond and Koch 1991; Lee and Risley 2002; Chang and 
Jung 2010). Temperature fluctuations are relatively small due to the 
basin’s proximity to the Pacific Ocean; however, elevation plays a major 
role in its variability (Melack et al. 1997; Lee and Risley 2002). Elevations 
within the WRB range from near sea level along the Columbia River to 
over 10,000 feet in the Cascade Range. The orographic effect of the 
Cascade Range results in relatively high amounts of rainfall along the 
Columbia River Gorge (Daly et al. 1994). Overall, the Pacific Northwest 
region experiences warm, dry summers due to intensification of the 
Pacific subtropical high, and cool, wet winters as the polar jet stream dips 
southward bringing storms from the Gulf of Alaska (Mock 1996). 
Figure G-1 located in Appendix G depicts the Willamette River Basin, 
including hydrography, projects, and cities located in the basin, and also 
its relative location in the state of Oregon. 
(http://www.nwp.usace.army.mil/Locations/Willamette-Valley/) 

3.2.2 Annual maxima data summary description 

The time series of Annual Maxima (AM) data for the WRB was produced 
for the Oregon Department of Transportation by Schaefer et al. (2008), 
which was conducted due to the lack of a NOAA precipitation atlas update 
for the region (Bonnin et al. 2006). The data set is comprised of daily 
annual precipitation maxima for 128 stations throughout Oregon, where 
annual is defined as the period between January 1 and December 31 
(Schaefer et al. 2008). The length of record for each location ranges from 
10 to 66 years, with a combined 2,912 AM for the WRB. Stations were 
used that fall within the specific study region; 68 stations fall within the 
WRB region (Figure 24). Schaefer et al. (2008) performed quality checks 

http://www.nwp.usace.army.mil/Locations/Willamette-Valley/
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on the station records for errors, incomplete records, and any anomalous 
precipitation amounts relative to neighboring gages. Schaefer et al. 
(2008) also checked the station data for stationarity and independence 
using a null hypothesis of zero slope and zero serial correlation, 
respectively; they could not reject the null hypothesis at a significance 
level of 0.05. Figure 25 presents a summary count by month for the 
occurrence of annual maxima across all of the stations located in the 
WRB extreme rainfall analysis study area. The pooled extreme daily 
rainfall data for the study area underscore the previously mentioned 
seasonal storm climatology for the WRB. 

Figure 24. Locations of the 68 rain gages with daily AM data that were used to perform 
spatial analyses of extreme rainfall in the Willamette River Basin. The numeric index 

assigned to each station is also shown. 
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Figure 25. Summary count by month of the daily AM across all stations located in the WRB 
extreme rainfall analysis study region. 

 

3.2.3 Covariate data  

The Parameter-elevation Relationships on Independent Slopes Model 
(PRISM) data sets are the source of gridded covariate information to 
support the spatial analyses of extreme daily rainfall in the WRB, as they 
not only have the advantage of being extensively peer-reviewed but also a 
relatively fine spatial resolution across the entire conterminous 
United States (~ 800m). PRISM is a knowledge-based mapping system 
that uses a local linear regression function to combine point measurements 
with digital elevation model (DEM) grid cells and spatial data sets to 
produce gridded climate data sets (Daly et al. 2008; Daly et al. 2015). 
Interpolation of the precipitation and temperature data is performed using 
a DEM as the predictor grid. The PRISM long-term mean monthly data set 
used in this study is Norm81m, which is based on the climatology for the 
time period of 1981 to 2010 and has a 30-arc-second resolution. It contains 
monthly averages for the following elements: precipitation; temperature 

https://drive.google.com/file/d/0B2dNlldV2s8DbE42TmhYcnpRVGM/view?usp=sharing
https://drive.google.com/file/d/0B2dNlldV2s8DbE42TmhYcnpRVGM/view?usp=sharing
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minimum, maximum, and mean; mean dew point temperature; and vapor 
pressure deficit minimum and maximum. 

Temporal covariate data can also be leveraged with an application of a 
spatiotemporal BHM or a max-stable process model, and herein for the 
analysis of extreme daily rainfall in the WRB, there is an exploration in a 
limited manner use of the Oceanic Niño Index (ONI) data averaged over 
the winter period, by year.  

3.2.4 Spatial Bayesian hierarchical modeling 

The spatial BHM extreme rainfall analyses were performed using the R 
software package spatial.gev.bma (Dyrrdal et al. 2015; Lenkoski 2014). 
The R software package spatial.gev.bma implements an MCMC sampling 
methodology to estimate the spatially dependent parameters of the GEV 
distribution (Dyrrdal et al. 2014). Additionally, it uses BMA to assess 
model uncertainty related to the covariates employed (Dyrrdal et al. 
2014). The spatial BHM developed by Lenkoski (2014) assumes 
stationarity with time (Dyrrdal et al. 2014). 

The covariates employed include the x and y location for each station 
(longitude and latitude converted to Universal Transverse Mercator 
coordinates), along with the elevation, monthly and annual precipitation, 
mean temperature, and mean dew point temperature from the PRISM 
Norm81m long-term (1981-2010) mean monthly gridded data set. From 
the PRISM data set, there was derived the seasonal mean (November-
March and April-October means) of the three climatological variables for 
use in the models. As is suggested by Dyrrdal et al. (2014) to improve 
inference, all covariates were standardized prior to model simulation. The 
choice of specific covariate data used for each of the models varies from 
simple (just x and y; model XY) to more complex (x, y, elevation, monthly 
precipitation (𝑃𝑃), monthly dew point temperature (𝑇𝑇𝑑𝑑), and monthly 
mean daily temperature (𝑇𝑇); model XYZPT6) (Table 3). 
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Table 3. Model acronyms and covariates employed. (Numbered subscripts denote month 
(e.g., 1 for January, 12 for December). An asterisk denotes the mean across wet season 
months [November-March] while a superscript “c” denotes the mean across dry season 

months [May-April]. Annual means [January-December] are denoted with a subscript “A”.) 

Acronym Model Covariates 

XY Latitude, Longitude 

XYZ Lat., Lon., Elevation 

XYZPT1 Lat., Lon., Elevation, PA 

XYZPT2 Lat., Lon., Elevation, P*, Td*, T* 

XYZPT3 Lat., Lon., Elevation, PA, TdA, TA 

XYZPT4 Lat., Lon., Elevation, P*, Td*, T*, Pc, Tdc, Tc 

XYZPT5 Lat., Lon., Elevation, P1, …, P12, TdA, TA 

XYZPT6 Lat., Lon., Elevation, P1, …, P12, Td1, …, Td12, T1, …, T12 

The predictive performance of each model was evaluated through 
application of leave-one-out cross validation (LOO-CV) and minimization 
of the continuous ranked probability score (CRPS) and root mean 
squared error (RMSE). The CRPS compares the simulated and observed 
cumulative distribution functions, and can be defined as 

 𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶 =  ∫ �𝐹𝐹(𝑧𝑧) −𝐻𝐻(𝑧𝑧 − 𝑧𝑧𝑗𝑗)�2 𝑑𝑑𝑧𝑧∞
−∞  (5) 

where 𝑧𝑧 represents the simulated values and 𝑧𝑧𝑗𝑗 the observed values 
(Gneiting and Raftery 2007; Hersbach 2000). For 𝐹𝐹(𝑧𝑧), the median of the 
simulated GEV cumulative distributions across all iterations was used 
(post burn-in). 𝐻𝐻(𝑧𝑧) is the Heaviside step function where 

 𝐻𝐻(𝑧𝑧) = �0, 𝑧𝑧 < 0
1, 𝑧𝑧 ≥ 0. (6) 

As the distributions become increasingly similar, the CRPS approaches 
zero (Hersbach 2000). As noted by Dyrrdal et al. (2014), a small 
(hundredths) change in CRPS corresponds with a substantial difference 
in performance. For this study, a derivation of CRPS was used, which can 
be written as 

 𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶 =  1
𝐽𝐽𝐽𝐽

 ∑ ∑ [𝐹𝐹(𝑧𝑧𝑘𝑘) − 𝐻𝐻�𝑧𝑧𝑘𝑘 − 𝑧𝑧𝑗𝑗�]2𝐽𝐽
𝑘𝑘=1

𝐽𝐽
𝑗𝑗=1  (7) 
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where 𝑘𝑘 is the number of simulated values and 𝑗𝑗 is the number of 
observed values.  

Application of LOO-CV with the WRB extreme daily rainfall dataset 
involves 68 separate BHM model runs wherein for each simulation the 
data from an individual station is withheld, and following each simulation 
model predictive performance is subsequently evaluated at the hold-out 
data station location. It is readily acknowledged that application of LOO- 
CV is compute intensive and atypical for many practical application 
settings. LOO-CV is asymptotically equivalent with the Akaike’s 
Information Criterion (AIC) (Stone 1977) and the Bayesian Information 
Criterion (BIC) (Shao 1997); hence, its application not only supports a 
comprehensive assessment of model performance but also model 
selection. The deviance information criterion was proposed by 
Spiegelhalter et al. (2002) to provide a criterion appropriate for BHMs, 
and it is straightforward to implement and by contrast with LOO-CV 
computationally efficient to use. It has been applied in several studies for 
model comparison and selection (Cooley et al. 2007; Najafi and 
Moradkhani 2013; Sang and Gelfand 2008; Yan and Moradkhani 2014).  

Spatial BHM results 

Following application of LOO-CV with the WRB extreme daily rainfall 
dataset for each BHM configuration (Table 3), the mean and median CRPS 
and RMSE were computed across all 68 stations as summary measures of 
overall model performance (Figure 26). As is indicated in Figure 26, the 
overall performances, regardless of chosen aggregate metric, for four of the 
eight spatial BHM configurations listed in Table 3, viz., XYZPT2, XYZPT4, 
XYZPT5, and XYZPT6, cluster closely together away from and with 
improved values relative to the remaining four BHM configurations 
considered for modeling extreme daily rainfall in the WRB. These four 
BHMs with improved mean overall performance scores relative to the 
remaining four either include seasonality or monthly rather than annual or 
no mean climatological covariate information in the general linear model 
terms which define the GEV model parameters by location. 
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Figure 26. Plot of mean and median CRPS and RMSE for the eight spatial BHM 
configurations listed in Table 3 which were considered for modeling extreme daily 

rainfall in the WRB. 

 

The station-specific computed CRPS values resulting from application of 
LOO-CV with the XYZPT2 BHM configuration listed in Table 3 are 
plotted in Figure 27. Similar location-specific model performance values 
as that shown in Figure 27 were also obtained from the other three 
mentioned BHM configurations with comparable overall model 
performance measures. The LOO-CV results shown in Figure 27 clearly 
demonstrate that BHM performance does vary by location. For the 
XYZPT2 BHM configuration, individual plots of station specific 
performance versus any one of the normalized model covariate data (i.e., 
x, y, z, P*, Td*, and T*) show little correlation. However, as mentioned 
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previously, the methodology used here includes a BMA functionality that 
provides an estimate of the posterior inclusion probability (PIP) for the 
general linear model terms of the BHM. While most covariates have a 
non-negligible PIP, it is demonstrated that mean wet-season precipitation 
(November-March) has the greatest influence on the location parameter, 
μ, of the GEV distribution (Figure 28). Seasonal precipitation and 
temperature and also longitude (x) have the largest PIP for the inverse-
scale parameter, 𝜅𝜅 (Figure 28). Elevation (z) appears to have the most 
influence on the shape parameter, 𝜉𝜉 (Figure 28). 

Figure 27. Location specific model performance computed based on application of LOO-CV 
with the XYZPT2 spatial BHM configuration listed in Table 3. 
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Figure 28. Posterior inclusion probability for each covariate of BHM configuration XYZPT2 
listed in Table 3. 

 

BHM predictions from configurations XYZPT2, XYZPT4, XYZPT5, and 
XYZPT6 at three distinct hold-out locations, viz., station numbers 25, 26, 
and 63 (Figure 24), that resulted in categorically “low,” “average,” and 
“high” location-specific model performances are shown in Figure 29. 
These plots are a means by which to visualize and qualitatively assess and 
also compare reported performance scores. The spatial BHM 
configuration XYZPT2 resulted in CRPS scores of 0.2104, 0.1415, and 
0.1083 at stations 25, 26, and 63, respectively. For comparison, station 
number 25 yielded the second highest CRPS score value among the 68 
stations with application of LOO-CV using the spatial BHM configuration 
XYZPT2. In addition, 5 and 41 of the 68 stations yielded better location 
specific CRPS scores than those reported for stations 63 and 26, 
respectively. Figures 30-32 are return level plots for stations 25, 26, and 
63, respectively, obtained using BHM configurations XYZPT2, XYZPT4, 
XYZPT5, and XYZPT6 wherein for each of the four models the data from 
all 68 stations is used for optimization and inference. Figures 30-32 show 
the value of trading space for time for improved at-site analysis, not only 
in terms of reducing uncertainty as is notably evident in Figure 32 but 
also in influencing estimates to better align on a regional basis. The latter 
mentioned benefit of regionalization is particularly apparent in Figure 30 
for station number 25, where by contrast the at-site analysis is based on a 
very short record of 10 annual maxima data points. 
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The spatial BHM analysis structure and a given configuration’s associated 
gridded covariate datasets are the means by which to generate pointwise 
return level plots as well as spatial surfaces of other relevant parameters 
of interest throughout the study area. With an extreme rainfall analysis, 
parameters of potential interest to map, beyond return levels and their 
uncertainty, might include the posterior extremal model parameters and 
their respective linear model and random effects terms. For example, 
Figure 33 is a representative spatially coherent map of the distribution of 
pointwise extreme daily precipitation for the Willamette River Basin 
generated using a BHM and daily precipitation measurements from a 
relatively sparse network of the 68 observation stations combined with 
geographic and other meteorological information. 

Figure 29. LOO-CV predictions from spatial BHM configurations XYZPT2, XYZPT4, XYZPT5, 
and XYZPT6 (Table 3) at stations with IDs 63, 26, and 25 (Figure 24). 
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Figure 30. Return level plots, including 95% uncertainty bounds, for station 25 obtained via 
application of spatial BHM configurations XYZPT2, XYZPT4, XYZPT5, and XYZPT6 together 
with at-site analysis results obtained also using Bayesian inference. (red=at-site analysis; 

black/grey=BHM analysis; solid lines=median) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Figure 31. Return level plots, including 95% uncertainty bounds, for station 26 obtained via 
application of spatial BHM configurations XYZPT2, XYZPT4, XYZPT5, and XYZPT6 together 
with at-site analysis results obtained also using Bayesian inference. (red=at-site analysis; 

black/grey=bhm analysis; solid lines=median) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Figure 32. Return level plots, including 95% uncertainty bounds, for station 63 obtained via 
application of spatial BHM configurations XYZPT2, XYZPT4, XYZPT5, and XYZPT6 together 
with at-site analysis results obtained also using Bayesian inference. (red=at-site analysis; 

black/grey=bhm analysis; solid lines=median) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 



ERDC/CHL TR-19-14 60 

 

Figure 33. A representative return level map generated using a BHM configuration defined 
in Table 3. 

 

3.2.5 Max-stable process model application 

While the application of spatial or spatiotemporal BHMs is highly flexible 
and uncertainty quantification and also prediction at unobserved sites is 
straightforward, as previously mentioned, their design does not fully 
conform with EVT, and the assumption of independence among the 
observed extreme data is problematic. This section briefly profiles a 
second base application approach of the PFHA framework proposed 
earlier in this report for the analysis of hydrometeorological extremes. 
Here, regional extreme rainfall analyses of the daily AM rainfall dataset 
for the WRB are performed using a max-stable process via application of 
capabilities encapsulated in the R software package SpatialExtremes 
(Ribatet 2017). Max-stable process models fully conform with EVT and 
account for the dependence among the extreme data. Hence, their 
application supports more complex risk analysis beyond the generation of 
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pointwise return level maps. In moderate to large basins, hydrologic 
engineers and hydrologists use depth-area relationships to convert point 
rainfall depths to areal average depths for the same duration and 
recurrence interval since point estimates are not representative. A depth-
area reduction factor (ARF) is defined as the ratio of two expectations 
wherein the denominator is the average of n point estimates and the 
numerator is the spatially averaged depth of rainfall over an area for the 
same duration and return period as the point rainfall. All stations used for 
its computation are assumed to be simultaneously experiencing rainfall 
over the duration of interest (Durrans et al. 2002). Svensson and Jones 
(2010) noted that ARFs are a function of rainfall characteristics, physical 
characteristics of the basin, and also the data and methods used for their 
computation. The empirical approaches that are commonly used to 
compute ARFs are data intensive and laborious. Moreover, ARFs suffer 
from being the same for all watersheds falling within a large region and do 
not provide a pattern of rainfall variation over space within the watershed 
(see Singh [2017] and references cited within). By contrast, estimation of 
integrals such as Equation 1, not only for rainfall, but also other relevant 
hydrometeorological variables for flood hazard assessment, and also for 
comparison on a regional basis for any area ℬ (e.g., subwatershed), are 
relatively straightforward to estimate via simulation from a fitted max-
stable model of spatial extremes, all the while the analysis accounting for 
the dependence among the data and conforming with EVT whereupon 
there is assurance of mathematically credible extrapolation.  

A key component of modeling spatial extremes is accounting for the 
observed dependence among the extreme data. The extremal coefficient 
function, denoted by 𝜃𝜃(ℎ), is commonly used to measure dependence as 
a function of distance, ℎ, and its lower value of 1 corresponds with 
complete dependence and its upper value of 2 with independence 
(Cooley et al. 2012). Figure 34 is a plot of the extremal coefficient 
function for the observed daily AM rainfall data for the WRB, which 
clearly exhibit moderately strong dependence for distances, ℎ (in 
meters), as great as the entire length of the Willamette River. This 
observed dependence must be accounted for when assessing the risk of 
daily duration extreme rainfall in the WRB. 

Following the initial assessment that dependence among the extremes 
cannot be ignored, a typical analysis of spatial extremes involves (a) 
fitting simple max-stable parametric models to the extreme data 
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transformed to fixed unit Fréchet margins such that only the dependence 
is treated, (b) fitting the extreme data to simple trend surface models 
using spatial and possibly also temporal covariates and wherein the 
dependence is ignored, and (c) subsequently fitting a general max-stable 
process model that simultaneously models the dependence and the 
margins by leveraging information gleaned from the previous two steps. 
In each step, model selection is informed using calculated information 
criteria. For the case study herein, only a single max-stable parametric 
model is considered, viz., the Schlather process (Schlather 2002). The 
trend surface modeling analysis considers the eight models previously 
listed in Table 3 with and without inclusion of a mean winter ONI 
temporal covariate dataset for the years 1950-2006, inclusive.  

Figure 34. Plot of the extremal coefficient function for the WRB daily AM rainfall dataset. 

 

Max-stable process model results 

Figure 35 is a plot of a simple max-stable Schlather process, using the 
Whittle-Matérn covariance model, fitted to the daily duration AM rainfall 
data for the WRB by maximizing the pairwise likelihood. The solid blue 
line is the theoretical extremal coefficient associated with the fitted model 
whereas the black circles are the pairwise estimates. A typical application 
may evaluate several max-stable process permutations with model 
selection based on associated information criteria; however, only the 
Schlather process with the Whittle-Matérn covariance model is 
considered herein for the purposes of demonstration. While for the 
Schlather process the extremal coefficient has a theoretical upper limit of 
1.838 in ℝ2 as ℎ → ∞ when using isotropic positive definite correlation 
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functions, it is argued that its use for this case study is justified given the 
moderately strong dependence demonstrated in Figures 34 and 35 among 
the pairwise estimates for distances as great as the entire length of the 
Willamette River.  

Fitting a simple max-stable process only models the spatial dependence 
by transforming the extreme data such that the marginals are fixed and 
unit Fréchet. Of course, the marginals are not unit Fréchet. The results 
presented in Figure 36 summarize simple and efficient trend surface 
modeling analysis of the marginals, leveraging previously mentioned 
spatial and temporal covariate information, now while assuming 
independence among the extreme data. As was also the case with the 
spatial BHM analysis of the daily AM rainfall dataset for the WRB, the 
XYZPT2, XYZPT4, XYZPT5, and XYZPT6 model configurations listed in 
Table 3 achieved lower aggregate model performance values relative to 
the remaining configurations that only considered spatial covariates. The 
results presented in Figure 36 also show that the additional use of the 
ONI temporal covariate data resulted in a higher information criterion 
value for each respective configuration listed in Table 3.  

Following the trend surface analysis for modeling the marginals, five 
general Schlather processes were subsequently fitted, viz., the XYZPT2, 
XYZPT4, XYZPT5, XYZPT6, and XYXPT6 WONI configurations for the 
marginals, with related information criterion values for each of these five 
max-stable models summarized in Figure 37. After fitting a general max-
stable model, it should be evaluated not only in terms of its location 
specific performance but also that it models well the observed 
dependence. While not shown, following the fitting process, the extremal 
coefficient was plotted to ensure that each of the five previously 
mentioned models captured the observed dependence among the 
extremes. Figure 38 contains plots of the fitted Schlather process model 
for the XYZPT2 configuration together with the AM data for station 
locations 63, 26, and 25 for which spatial BHM modeling results were 
presented in the previous section. Predictions from the XYZPT2 Schlather 
process, which obtained the highest information criterion value among 
the five fitted models, at each of these three locations are similar to the 
results obtained from the spatial BHM modeling results that were 
presented earlier in Figure 29. Figures 39-41 are the 10-, 100-, and 
1000-year pointwise return-level maps of daily extreme rainfall that were 
readily generated by predicting from the fitted XYZPT2 Schlather process 
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model using configuration specific processed PRISM gridded covariate 
data. Also in Figures 39-41, included simply for a quick comparison, are 
comparable predictions obtained from the RFA analysis performed by 
Schaefer et al. (2008). Figures 42-44 demonstrate the variability in 
pointwise return level values generated from several spatial BHM and 
max-stable model configurations for station locations 25, 26, and 63, 
respectively. One notable observation is that the XYZPT6 and XYZPT6 
WONI Schlather process predictions are markedly different from the 
remaining three max-stable model predictions at each location. Despite 
these two highly complex models achieving the lowest information 
criterion values (see Figure 37), prior to their further application, 
additional evaluation is suggested (e.g., comprehensive assessments of 
location specific performance).  

A strength of max-stable spatial process applications is their capacity to 
quantify complex areally based assessments of risk, via simulation, for 
arbitrary subareas ℬ in the computational domain. For example, for 
extreme rainfall analyses, they can be used to compute subwatershed-
specific exceedance probabilities, accounting for the dependence among 
the extremes and without relying upon traditional empirical ARFs. 
Moreover, meanwhile, and notable, the analysis framework is in 
compliance with EVT. Figure 45 includes four simulated independent 
copies of  a max-stable process fitted for extreme precipitation analyses 
within the WRB. The contributing drainage areas associated with four 
dams located in the WRB are considered simply for the purpose of 
illustration (see Figure 46). While based on a limited number of 
simulations, Figure 47 presents estimation of  

 Pr �∫ Υ(𝑥𝑥)𝑑𝑑𝑥𝑥 > 𝑧𝑧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℬ �,  (8) 

where Υ(𝑥𝑥) is the field of extreme precipitation for each of the separate 
drainage areas ℬ as shown in Figure 46. Evaluation of integrals such as 
the one presented in Equation 8, readily estimated via simulation from a 
fitted max-stable process, is highly relevant for extreme rainfall analyses. 
The uncertainty associated with fitting a general max-stable process can 
of course be used to bound the expected areal-based return levels that are 
shown in Figure 47. 
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Figure 35. A fitted max-stable Schlather process obtained by maximizing the pairwise likelihood. 

 

Figure 36. Information criterion values obtained from trend surface modeling analysis of the marginals. 
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Figure 37. Information criterion values for five general Schlather processes fitted for modeling 
daily AM rainfall data in the WRB. 

 

Figure 38. Plot of the MS XYZPT2 fitted Schlather model together with observations for station locations 
(a) 63, (b) 26, and (c) 25, respectively. 

 
(a) 

 
(b) 

 
(c) 

332000 334500 337000 339500 342000

MS XYZPT2

MS XYZPT4

MS XYZPT5

MS XYZPT6

MS XYZPT6 WONI

Information Criterion

M
aa

x-
st

ab
le

 M
od

el
 C

on
fig

ur
at

io
n



ERDC/CHL TR-19-14 67 

 

Figure 39. Gridded 10-year pointwise return level map predictions of daily AM rainfall (in 
inches) from (a) the fitted Schlather process model for the XYZPT2 configuration and (b) the 

RFA analysis of Schaefer et al. (2008). 

 
(a) 

 
(b) 

Figure 40. Gridded 100-year pointwise return level map predictions of daily AM rainfall (in 
inches) from (a) the fitted Schlather process model for the XYZPT2 configuration and (b) the 

RFA analysis of Schaefer et al. (2008). 

 
(a) 

 
(b) 
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Figure 41. Gridded 1000-year pointwise return level map predictions of daily AM rainfall (in 
inches) from (a) the fitted Schlather process model for the XYZPT2 configuration and (b) the 

RFA analysis of Schaefer et al. (2008). 

 
(a) 

 

(b) 

Figure 42. Return levels at station location 25 generated from several spatial BHM and 
Schlather max-stable process model configurations. 
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Figure 43. Return levels at station location 26 generated from several spatial BHM and 
Schlather max-stable process model configurations. 

 

Figure 44. Return levels at station location 63 generated from several spatial BHM and 
Schlather max-stable process model configurations. 
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Figure 45. Simulated independent copies from a fitted max-stable process model for extreme 
precipitation for a 3 by 3 degree domain that contains the Willamette River Basin. 
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Figure 46. Four subareas 𝓑𝓑 in the WRB defined for simulation. 

 

Figure 47. Estimated exceedance probability for each 
subarea 𝓑𝓑 shown in Figure 46. 

  

3.3 Muliti-model averaging 

It is not extraordinary to expect different modelers, or modeling teams, to 
produce different usable models for the characterization of hazard curves. 
In fact, the two instance applications of the proposed PFHA framework 
each included results that underscore this expectation (see Figures 26, 
29-32, and 42-44). With either instance application of the framework, the 
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difference among the competing models is, of course, more apparent for 
larger return periods. For example, Figure 48 presents pointwise return 
level predictions for a 10,000-year return period from three of the fitted 
Schlather process configurations wherein for each model the estimate and 
its standard error are shown. A PFHA assessment should account for a 
likely range of models (e.g, including parsimonious model deployments 
with reduced relative uncertainty together with results from more 
complex models that exhibit greater relative uncertainty as is shown in 
Figure 48 specifically for station 59 and as was presumed, and, in fact, 
assessed to be the case in general for the three profiled Schlather process 
configurations of varying complexity based on the computed average of 
the pointwise predictions across all 68 locations). The development of 
additional figures like Figure 48 for any other station location, or any 
pointwise predicted location using a given configuration’s covariate data, 
will demonstrate similar types of variability across the models. The 
generalization of model selection via application of a multi-model 
averaging technique is an important component part of the proposed 
PFHA framework (see Figure 1) wherein its application ensures a more 
complete assessment of (model structure) uncertainty for a given PFHA 
analysis. Also included in Figure 48 are two multi-model averages of the 
three Schlather process configuration’s 10,000-year return period return-
level predictions, viz., a simple average and an information criteria-based 
average. The information criterion-based average presented in Figure 48 
employs the information criterion reported in Figure 36, whose values 
yield a strong preference to the more parsimonious XYZPT2 
configuration, almost no weight to the most complex XYZPT5 model, and 
approximately a weight of 0.08 to the XYZPT4 model. By contrast, a 
weights-assignment strategy based on the information criterion reported 
in Figure 37 solely selects the most complex XYZPT5 model with zero 
weight given to the remaining two model configurations. It is argued that 
the former rather than the latter approach is more representative of 
differences across the individual configurations as the information 
criterion values of the latter approach (see Figure 37) are mostly 
associated with the assessment of spatial dependence rather than the 
modeling of the marginals. Areal-based exceedance probability 
calculations associated with multiple configurations of a given max-stable 
process can be weighted in a similar fashion as was shown here for 
pointwise return level predictions. Moreover, if more than one max-stable 
process parametric model is employed in the PFHA analysis, then, as 
mentioned earlier in the report, the model averaging would occur across 
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the processes including each of their associated individual configurations. 
Figure 49 presents computed pointwise return levels for stations 25, 26, 
and 63 based on simply averaging the predictions from the spatial BHM 
configurations XYZPT2, XYZPT4, XYZPT5, and XYZPT6. As previously 
mentioned, if multiple distributions are used in a spatial/spatiotemporal 
BHM analysis, then, similar to the approach mentioned for analysis using 
max-stable processes, the averaging would occur across the distributions 
including their associated individual configurations. 

Figure 48. Pointwise return level predictions at station 59 (near Salem, OR) for T=10,000 
years from the fitted Schlather process configurations XYZTP2, XYZPT4, and XYZPT5 and two 

multi-model averages of the three models. 
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Figure 49. Simple computed average pointwise return level predictions of the XYZPT2, 
XYZPT4, XYZPT5, and XYZPT6 spatial BHM configurations at station locations 25, 26, and 63. 

 
(a) 

 
(b) 

 
(c) 



ERDC/CHL TR-19-14 75 

 

4 Discussion and Recommendations 

This report proposed and demonstrated a conceptual, mathematical, and 
logical framework for PFHA analysis wherein while the focus is directed 
to the evaluation of critical infrastructure, viz., nuclear facilities, its 
application results in a complete flood hazard curve. The bases for the 
proposed framework are two distinct spatial analysis methodologies for 
characterizing hazard curves that each in their own right are recent 
advances in the modeling of extreme events. The two spatial methods 
were selected as the basis given that most relevant flood hazard 
phenomena naturally occur as spatial processes and regionalization is 
likely a minimum requirement toward improved accuracy and precision 
of estimates. Related, the two methods are each designed in a manner 
such that they, or their respective adaptions, can be readily applied to 
leverage any and all available relevant information for a given hazard 
analysis. The first method is spatial or spatiotemporal BHM whereas the 
second approach employs max-stable processes. The application of either 
approach involves the use of spatial and temporal covariate data to 
distribute extremal model parameters in space and also account for 
temporal trends. The spatial/spatiotemporal BHM methodology is simple 
and flexible and leverages the multiple merits of Bayesian inference to 
support probabilistic flood hazard analyses to readily develop spatially 
coherent pointwise return-level maps. However, its likelihood 
formulation assumes conditional independence among the extremes, 
which can be difficult to ignore for flood hazard phenomenon, and its use 
of a Gaussian process for the latent variable model results in a lack of 
conformance with EVT. The second framework approach, viz., max-stable 
processes, when applied, does account for the dependence among the 
extremes, conforms with EVT, which is highly notable as framework 
applications require credible extrapolation well beyond the observed 
record, and moreover, supports the capacity for more complex areal 
assessments of risk beyond the simple generation of pointwise return 
levels. For extreme rainfall analyses, it is particularly noteworthy that 
max-stable process applications can develop areal-based exceedance 
probabilities without having to employ empirical areal reduction factors. 
The proposed framework also involves a multi-model averaging step in 
attempts to account for the uncertainty associated with model choice.  

The two separate approaches constituting the proposed PFHA framework 
were each applied in a limited manner to analyze extreme daily rainfall in 
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the Willamette River Basin in the State of Oregon. However, beforehand, 
the individual merits of Bayesian inference, which is associated with the 
spatial/spatiotemporal BHM framework method, were extensively 
profiled by considering six simple at-site extreme rainfall analysis case 
studies. The first four demonstrations in aggregate clearly emphasized the 
importance of data analysis, model selection, and inference methodology 
for at-site extreme rainfall analyses. The fifth case study demonstrated 
the value of using informative priors when using Bayesian inference. The 
sixth demonstration emphasized the flexibility of the Bayesian inference 
methodology to accommodate treatment of non-stationarity in an 
analysis of extreme rainfall. The extreme rainfall analyses, which used the 
two distinct methods which form the basis of the proposed PFHA 
framework, were each limited framework applications in that neither 
instance was necessarily complete in combining any and all available 
information to improve the accuracy and precision of the estimates. For 
example, in the first instance application a spatiotemporal rather than 
spatial BHM might have been used to leverage temporal information data 
encapsulated in a potentially relevant climate index. In addition, causal 
information expansion data derived from expert elicitation to yield 
informative priors would have more fully leveraged the Bayesian 
inference methodology of the spatial BHM. Furthermore, the spatial 
BHM application might have also considered additional distributions 
beyond the GEV to support a more complete assessment of model choice. 
For the PFHA framework max-stable method application only a single 
max-stable parametric model was applied for the extreme rainfall 
analysis. The consideration of more than one max-stable process model, 
and different correlation functions associated with each selected max-
stable model, would have been a more complete application of that PFHA 
framework methodological approach. Including causal information 
expansion data derived from regional rainfall modeling analysis, beyond 
the existing pooled systematic data record, would have, for either of the 
two methods, resulted in more complete applications of the PFHA 
framework. Last, further explorations of process understanding via the 
latent process modeling for the spatial BHM and the trend surface 
modeling of the marginals in the max-stable method could have been an 
additional opportunity for more complete applications of the PFHA 
framework. Despite these observed limitations with each of the instance 
applications of the proposed PFHA framework, the final two examples did 
profile some of the features of a framework application for each method. 
For an extreme rainfall analysis, either framework method can develop 
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spatially coherent pointwise return level maps that leverage the pooled 
systematic record of observations, temporal covariate data, additional 
data developed from external analysis (e.g., modeling and/or elicitation), 
and process understanding as encapsulated in the latent variable/trend 
surface modeling. Application of the max-stable method fully conforms 
with EVT and also supports, via simulation, computation of areal-based 
exceedance probabilities, which, for extreme rainfall analyses, do not 
require the use of empirical ARFs. These two additional features of the 
max-stable PFHA method are particularly notable for characterization of 
hazard curves for flood phenomenon. 

A flexible and efficient framework for PFHA has been proposed whose 
basis is application of either a spatial/spatiotemporal BHM that assumes 
conditional independence among the data or a formal spatial analysis of 
extremes approach that employs max-stable processes. PFHA framework 
method choice is dependent upon an initial assessment of dependence 
among the extreme data. If it is reasonable to assume independence, then 
selection of the spatial/spatiotemporal BHM method is a flexible approach 
that leverages all of the merits of using Bayesian inference. Moreover, it 
supports practical flood hazard analyses in that one can select the specific 
distribution(s) assumed relevant to model the data. However, if 
dependence cannot be ignored and/or it is desired to employ a method that 
fully conforms with EVT to characterize the hazard curve, then selection of 
max-stable modeling approach is recommended. Regardless of the chosen 
basis for framework application in either case, multi-model averaging can 
be applied in attempts to be complete in accounting for epistemic sources 
of uncertainty in a PFHA. Both proposed PFHA methods employ a 
likelihood formulation that can be readily adapted to flexibly combine 
location-specific historical/paleoflood data with the pooled systematic data 
record, and these noted adaptions of the two distinct methods are 
identified as opportunities for related contributions for probabilistic flood 
hazard assessment research and development. 
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Appendix A: Extreme Value Theory 

Cooley and Sain (2010) commented on the commonly used phrase 
“climate is what you expect, weather is what you get,” mentioning that it 
is only partially correct in that climate is the entire distribution of weather 
events and that it is not only important to characterize the mean of 
climatological variables but also their extremes. For example, critical 
infrastructure engineering design specifications must reflect a 
quantitative understanding of the extremal behavior of environmental 
processes to ensure a predetermined low-level failure probability. 
However, estimating the probability of extreme meteorological events is 
difficult because of the need to extrapolate beyond the available record 
and to locations where observations are not available. Salient features of 
EVT are succinctly summarized directly below. The active reader is 
directed to Katz et al. (2002) and Coles (2001) and references cited 
therein, for further details. 

Block maxima models 

EVT provides a framework to model the tail of probability distributions. It 
focuses on the behavior of  

 𝑀𝑀𝑛𝑛 = max{𝑋𝑋1, … ,𝑋𝑋𝑛𝑛} 

where 𝑋𝑋1, … ,𝑋𝑋𝑛𝑛 is a sequence of independent univariate random variables 
with a common distribution function 𝐹𝐹 and 𝑛𝑛 is some large number. The 
extremal types theorem states that if there exists a normalization to 
stabilize 𝑀𝑀𝑛𝑛, then it converges to a GEV family with distribution functions 
of the form 

 𝐺𝐺(𝑥𝑥) = exp �− �1 + 𝜉𝜉(𝑥𝑥−𝜇𝜇)
𝜎𝜎

�
−1 𝜉𝜉⁄

� (A.1) 

defined on {𝑥𝑥:1 + 𝜉𝜉(𝑥𝑥 − 𝜇𝜇) 𝜎𝜎⁄ > 0} and with parameter space 
{(𝜇𝜇,𝜎𝜎, 𝜉𝜉): 𝜇𝜇 ∈ ℜ,𝜎𝜎 > 0, 𝜉𝜉 ∈ ℜ}. The location (𝜇𝜇), scale (𝜎𝜎), and shape (𝜉𝜉) 
parameters of the distribution specify the center of the distribution, the 
deviation around 𝜇𝜇, and the tail behavior of the distribution, respectively. 
The GEV family in fact combines into one family the three possible 
extreme value distributions that correspond to 𝜉𝜉 < 0 (Weilbull), 𝜉𝜉 = 0, 
interpreted as the limit as 𝜉𝜉 → 0 (Gumbel), and 𝜉𝜉 > 0 (Fréchet).  
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For a series of independent observations, 𝑋𝑋𝑐𝑐, the data can be blocked into 
𝑚𝑚 sequences of length 𝑛𝑛, where 𝑛𝑛 is some large number. By computing 
the maximum of each block, a series is generated: 

 𝑀𝑀𝑛𝑛,1, … ,𝑀𝑀𝑛𝑛,𝑚𝑚.  

The specified blocks often correspond to a time period of 1 year (i.e., 𝑛𝑛 is 
the number of observations in a year), which results in a series of annual 
maxima data. Because of its asymptotic justification, the GEV distribution 
is used to model maxima of finite-sized blocks such as annual maxima.  

In hydrology, the pth quantile, denoted by 𝑥𝑥𝑝𝑝, is the value with 
cumulative probability p: 

 𝐺𝐺�𝑥𝑥𝑝𝑝� = 𝑝𝑝 (A.2) 

In addition, the return period associated with the pth quantile 𝑥𝑥𝑝𝑝, 
denoted and defined by 𝑇𝑇 = 1 (1 − 𝑝𝑝)⁄ , represents the average frequency 
of occurrence for an event of magnitude 𝑥𝑥𝑝𝑝. As previously mentioned, 
estimates of extreme quantiles of the modeled block maxima are of 
particular interest in extreme rainfall analysis, as they give an estimate of 
the level the process is expected to exceed once, on average, in a given 
number of years. For the GEV family, these extreme quantiles, obtained 
by inverting Equation A.1, are 

 𝑥𝑥𝑝𝑝 = 𝜇𝜇 + 𝜎𝜎
𝜉𝜉
�1 − �−𝑙𝑙𝑛𝑛(𝑝𝑝)�𝜉𝜉� , 𝜉𝜉 ≠ 0 (A.3) 

The simplified Gumbel distribution function, the special limiting case of 
the GEV distribution, and its extreme quantiles are given by 

 𝐺𝐺(𝑥𝑥) = exp �−exp �− �(𝑥𝑥−𝜇𝜇)
𝜎𝜎

��� (A.4) 

 𝑥𝑥𝑝𝑝 = 𝜇𝜇 − 𝜎𝜎𝑙𝑙𝑛𝑛�−𝑙𝑙𝑛𝑛(𝑝𝑝)�, 𝜉𝜉 = 0 (A.5) 

Threshold exceedance models 

The block maxima approach has the potential to be wasteful in the sense 
that by its design it might not include all available information on 
extremes encapsulated in a given time series dataset. Moreover, every 
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identified maximum may not necessarily be an extreme. An alternative 
approach is to model all observations exceeding a specified high 
threshold. If the conditions of the extremal types theorem hold true, then 
exceedances should approximately follow a GPD as the threshold gets 
large and the sample size increases. In particular, if 𝑋𝑋 denotes an 
arbitrary element of the sequence 𝑋𝑋𝑐𝑐, then for a suitably large threshold 𝑢𝑢, 
the distribution of (𝑋𝑋 − 𝑢𝑢), conditional on 𝑋𝑋 > 𝑢𝑢, is approximately 

 𝐻𝐻(𝑦𝑦) = 1 − �1 + 𝜉𝜉𝜉𝜉
𝜎𝜎�
�
−1 𝜉𝜉⁄

 (A.6) 

defined on {𝑦𝑦:𝑦𝑦 > 0 𝑎𝑎𝑛𝑛𝑑𝑑 (1 + 𝜉𝜉𝑦𝑦 𝜎𝜎�⁄ ) > 0}, where 𝜎𝜎� =  𝜎𝜎 +  𝜉𝜉(𝑢𝑢 − 𝜇𝜇). For 
the case 𝜉𝜉 = 0, interpreted by taking the limit as 𝜉𝜉 → 0, the distribution is 
exponential with parameter 1 𝜎𝜎�⁄ : 

 𝐻𝐻(𝑦𝑦) = 1 − exp �− 𝜉𝜉
𝜎𝜎�
�, 𝑦𝑦 > 0 (A.7) 

The GPD shape parameter 𝜉𝜉 is equal to the corresponding shape 
parameter of the GEV distribution. The GPD scale parameter 𝜎𝜎� is equal to 
𝜎𝜎 +  𝜉𝜉(𝑢𝑢 − 𝜇𝜇), where 𝑢𝑢 is the GPD threshold parameter and 𝜇𝜇 and 𝜎𝜎 are 
the location and scale parameters of the GEV distribution. Smith (2005) 
presented a development for expressions for return level estimates in 
terms of the GPD parameters. In summary, the N-year return level 
estimates, zN, are given by 

 𝑧𝑧𝑁𝑁 = �
𝑢𝑢 + 𝜎𝜎

𝜉𝜉
��𝑁𝑁𝑛𝑛𝜉𝜉𝜁𝜁𝑢𝑢�

𝜉𝜉 − 1� , 𝜉𝜉 ≠ 0

𝑢𝑢 + 𝜎𝜎𝑙𝑙𝑛𝑛�𝑁𝑁𝑛𝑛𝜉𝜉𝜁𝜁𝑢𝑢�, 𝜉𝜉 = 0
 (A.8) 

where 𝑛𝑛𝜉𝜉 is the number of observations per year and 𝜁𝜁𝑢𝑢 = 𝑃𝑃𝑃𝑃(𝑋𝑋 > 𝑢𝑢), 
which has a natural estimator equal in value to the proportion of sample 
points exceeding 𝑢𝑢.  

Application of the generalized Pareto family involves specification of a 
threshold wherein all of the observations above that value are defined as 
extreme (Renard et al. 2006). Threshold selection requires a careful 
consideration of the tradeoff between bias and variance. A threshold 
value that is set too low compromises the asymptotic justification of the 
model, resulting in biased parameter estimates. Conversely, if the 
threshold value is set too high, then too few observations are defined as 
extreme and parameter estimation variance is high. The conventional 
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practice is to set the threshold to a value as low as is possible such that the 
asymptotic limit justification remains, thus resulting in the maximum 
number of exceedances for the given dataset. 

A threshold value can be selected based upon an examination of the mean 
residual life plot (Davison and Smith 1990), which consists of the set of 
points �𝑢𝑢𝑐𝑐 , 𝑒𝑒(𝑢𝑢𝑐𝑐)� for a range of possible threshold values 𝑢𝑢𝑐𝑐 and where 
𝑒𝑒(𝑢𝑢𝑐𝑐) is the empirical mean of the set {𝑥𝑥𝑐𝑐 − 𝑢𝑢: 𝑥𝑥𝑐𝑐 > 𝑢𝑢}. Because of an 
identity for the generalized Pareto model for the expected value for 
exceedances above a given threshold, the mean residual life plot should be 
linear above a given value for 𝑢𝑢 (Coles et al. 2003). Another approach to 
threshold selection involves plots of a rescaled scale parameter and also the 
shape parameter for a range of threshold values and identifying the lowest 
threshold value where both of these parameter’s estimates stabilize.  

A disadvantage of the GPD, which models the distribution of exceedances 
above a given high threshold, is that extreme events can occur in clusters, 
which violates the independence assumption. The typical means by which 
to address this problem is to decluster the dependent data by empirically 
defining clusters of exceedances and selecting the maxima within each 
cluster (Coles 2001). It is assumed that this filtering process yields a near 
independent dataset that has no effect on the limit laws for extremes. A 
common empirical rule approach to defining clusters is to consider a 
cluster to be active until 𝑃𝑃 consecutive values fall below the threshold for 
some pre-specified value of 𝑃𝑃. Conventional guidance associated with 
declustering is to evaluate sensitivity by examining return level results 
rather than parameter estimates given that the GPD scale parameter is 
expected to change with threshold. As indicated in Equation A.9 below, 
computation of a return level requires estimation of the extremal index, 𝜃𝜃, 
a parameter defined on the interval [0,1] which measures the degree of 
clustering of extremes in a stationary process and whose inverse can be 
interpreted as an approximation to the mean cluster size.  

 𝑧𝑧𝑁𝑁 = �
𝑢𝑢 + 𝜎𝜎

𝜉𝜉
��𝑁𝑁𝑛𝑛𝜉𝜉𝜁𝜁𝑢𝑢𝜃𝜃�

𝜉𝜉 − 1� , 𝜉𝜉 ≠ 0

𝑢𝑢 + 𝜎𝜎𝑙𝑙𝑛𝑛�𝑁𝑁𝑛𝑛𝜉𝜉𝜁𝜁𝑢𝑢𝜃𝜃�, 𝜉𝜉 = 0
 (A.9) 

Coles (2001) and Smith and Weissman (1994) present methods for 
estimating the extremal index. An alternative to declustering, which can 
be somewhat arbitrary and reduce information about extremes such as 
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within-cluster behavior, is to model extremes of a stationary first-order 
Markov chain (Coles 2001; Smith et al. 1997). 

Another disadvantage of the GPD model is that its parameters depend on 
the threshold choice. An alternative threshold modeling approach is the 
PP characterization of extremes. The timing, 𝑡𝑡, and magnitude, 𝑋𝑋, of 
extreme events, viz., {(𝑡𝑡1,𝑋𝑋1), … , (𝑡𝑡𝑛𝑛,𝑋𝑋𝑛𝑛)}, can be viewed as points in a 
two-dimensional PP space. For large threshold values 𝑢𝑢, the sequence 
{(𝑡𝑡𝑐𝑐 ,𝑋𝑋𝑐𝑐), 𝑖𝑖 = 1… ,𝑛𝑛} on the interval (0,1) × [𝑢𝑢,∞), wherein the time axis 
has been rescaled to the unit interval, converges in distribution to a non-
homogeneous Poisson process with intensity measure given by  

 Λ(𝐴𝐴) = (𝑡𝑡2 − 𝑡𝑡1) �1 + 𝜉𝜉(𝑥𝑥−𝜇𝜇)
𝜎𝜎

�
−1 𝜉𝜉⁄

 (A.10) 

where 𝐴𝐴 is any region of the form 𝐴𝐴 = [𝑡𝑡1, 𝑡𝑡2] × (𝑢𝑢,∞) with [𝑡𝑡1, 𝑡𝑡2] ⊂ [0,1]. 
Coles (2001) demonstrated the GEV and GPD models to be special cases 
of the PP representation for the analysis of extremes. For example, 
reformulating the intensity measure as  

 Λ(𝐴𝐴) = 𝑛𝑛𝜉𝜉(𝑡𝑡2 − 𝑡𝑡1) �1 + 𝜉𝜉(𝑥𝑥−𝜇𝜇)
𝜎𝜎

�
−1 𝜉𝜉⁄

 (A.11) 

where 𝑛𝑛𝜉𝜉 is the number of years of observations results in the estimated 
parameters (𝜇𝜇,𝜎𝜎, 𝜉𝜉) to correspond directly to the GEV parameters of the 
annual maxima distribution of the observed process. The PP modeling 
approach can be seen as an indirect way of fitting data to the GEV 
distribution that makes use of more information about the upper tail of 
the distribution than does the block maxima approach (Coles 2001). Coles 
(2001) further underscored that the likelihood formulation associated 
with the PP threshold exceedance modeling framework supports a more 
natural treatment of non-stationarity when compared with the 
Generalized Pareto model. 
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Appendix B: Other Distributions for Extreme 
Rainfall Analysis 

As previously mentioned, there are many different distributions beyond 
those briefly profiled from EVT that have been documented to model 
extreme rainfall, including among others the Kappa, exponential, 
Weibull, Gamma, Gumbel, generalized extreme value, log-Pearson type 
III, Fréchet (EV2), Halphen IB, Inverse Gamma, Halphen type A, 
Halphen type B, and Pearson type III distributions. For example, rainfall 
probabilities for durations of days, weeks, months, and years have been 
estimated by the Gamma distribution (Şen and Eljadid 1999). For many 
years, the most common approach to summarizing precipitation 
frequency analyses in the United States was the work of Hershfield 
(1962), which is commonly referred to as TP-40. Hershfield (1962) 
recommended the simplified Gumbel distribution, the special limiting 
case of the GEV distribution, to model the annual maxima series of 24 hr 
rainfall. The Gumbel distribution remains as a widely used distribution 
for rainfall frequency analysis owing to its suitability for modeling 
maxima (Elsebaie 2012; Das et al. 2013). While the empirical data might 
support this in some cases, it is also often argued that the Gumbel is more 
appropriate than the full GEV family since there are many distributions of 
the 𝑋𝑋𝑐𝑐 that lead to a limiting Gumbel distribution for the 𝑀𝑀𝑛𝑛, including, 
for example, the normal, lognormal, exponential, Weibull, and Gamma 
distributions. However, Koutsoyiannis (2004 a,b) concluded that the 
Gumbel distribution is quite unlikely to apply to hydrological extremes, 
and its application may misjudge the risk as it seriously underestimates 
the largest extreme rainfall amounts. Coles et al. (2003) came to a similar 
conclusion while considering mode of inference and also model choice to 
compare parameter and return level estimates using the rainfall annual 
maxima dataset at the Maiquetia International Airport located on the 
North Central coast of Venezuela, both with and without consideration of 
the 1999 event. The Maiquetia International Airport station’s rainfall 
annual maxima, available for the period 1951-1999, is notable because the 
1999 maximum is almost three times larger than the second largest 
maximum, and it resulted in significant loss of life and property damage. 
Model choice involved selection of either the three-parameter GEV 
distribution or the often used two-parameter Gumbel distribution. For 
the pre-1999 series of rainfall annual maxima, regardless of inference 
methodology, the two-parameter Gumbel model return level point 
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estimates were three orders of magnitude larger than their respective 
values obtained using the GEV distribution. Koutsoyiannis (2004 a,b) 
recommended using the extreme value type 2 (EV2) distribution instead 
of the Gumbel distribution and further indicated that the shape 
parameter κ of the EV2 distribution is constant for all examined 
geographical zones (Europe and North America), with a value of κ = 0.15 
(Koutsoyiannis, 2004 a,b). Using both at-site and regional L-moment 
goodness-of-fit results, climatic considerations, and sensitivity testing, 
the GEV distribution was selected to best represent the underlying 
distributions of all daily and hourly annual maxima series rainfall data. 
The more recent work by Papalexiou and Koutsoyiannis (2013) contains 
additional guidance to follow regarding selection among the GEV family 
of distributions. 
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Appendix C: Generalization of Model 
Selection 

Clearly, model choice is confounded by the existence of multiple models 
from which to select to analyze extreme rainfall. Analysis results will 
differ depending upon the model selected. A means by which to 
accommodate this observed source of epistemic uncertainty in the 
modeling of extreme rainfall is to generalize the problem of model 
selection. In particular, rather than rely upon a single selected model, 
instead model average the various available competing models in such a 
way that the weighted linear model estimate is a predictor of the 
observations at least as good as any one of the individual models. There 
are different ways in which one can combine multiple models, including, 
for example, equal weights averaging, Bates-Granger averaging (Bates 
and Granger 1969), Information criterion averaging (Buckland et al. 1997; 
Burnham and Anderson 2002), Granger-Ramanathan averaging (Granger 
and Ramanathan 1984), Bayesian model averaging (Raftery et al. 2005; 
Yan and Moradkhani 2014), and averaging based on expert elicitation.  

With equal weights averaging, one simply assigns an equal weight to each 
of the models of the ensemble. The Bates-Granger model averaging 
technique assigns a weight to each model based on its error variance, 
normalized across all of the models which constitute the ensemble. 
Information criterion averaging calculates individual model weights, 𝛽𝛽𝑘𝑘, 
in the following manner: 

 𝛽𝛽𝑘𝑘 =
exp�−12𝐼𝐼𝑘𝑘�

∑ exp�−12𝐼𝐼𝑘𝑘�
𝐾𝐾
𝑘𝑘=1

 (C.1) 

where 𝐾𝐾 and 𝐼𝐼𝑘𝑘 denote the total number of models and the information 
criterion for model 𝑘𝑘, respectively. The information criterion 𝐼𝐼𝑘𝑘 is a 
function of data fit and model complexity. Two commonly used 
information criterion include the AIC and the BIC. Granger-Ramanathan 
averaging uses ordinary least squares to estimate the weight value to 
assign to each individual model. In contrast with the three previous 
methods, this model averaging technique accounts for any correlation 
that may exist.  
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BMA is a means by which to include the model selection process into the 
assessment of uncertainty. BMA is a scheme to infer a combined 
probabilistic prediction whose average possesses more reliability and 
skill than that which can be obtained from any one of the individual 
models that constitute the model combination (Madigan and Raftery 
1994). The combined model predictive density computed using BMA is a 
weighted average of the probability density functions for each of the 
individual models (Hoeting et al. 1999). Hoeting et al. (1999) list and 
discuss several other BMA-related implementation matters, one key 
nontrivial issue being inclusion/exclusion into the set of models that 
constitute the model combination. 
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Appendix D: Bayesian Inference Methodology 
and Markov Chain Monte Carlo Simulation 

Bayes formula is a consequence of the axioms of probability and the 
definition of conditional probability, and the required posterior density 
𝑝𝑝(𝜃𝜃|𝑦𝑦) of the unknowns is given by 

 𝑝𝑝(𝜃𝜃|𝑦𝑦) = 𝑝𝑝�𝑦𝑦�𝜃𝜃�𝑝𝑝(𝜃𝜃)
𝑝𝑝(𝜉𝜉)

= 𝑝𝑝�𝑦𝑦�𝜃𝜃�𝑝𝑝(𝜃𝜃)
∫ 𝑝𝑝�𝑦𝑦�𝜃𝜃�𝑝𝑝(𝜃𝜃)𝑑𝑑𝜃𝜃Θ

 (D.1) 

where 𝑝𝑝(𝑦𝑦|𝜃𝜃) and 𝑝𝑝(𝑦𝑦) are the data likelihood and marginal likelihood, 
respectively. Suppose the data 𝑦𝑦 are realizations of a random variable 
with a density from the parametric family ℱ = {𝑓𝑓(𝑦𝑦;𝜃𝜃):𝜃𝜃 ∈ Θ}. If the 𝑦𝑦𝑐𝑐 
are independent, then the data likelihood is given by 

 𝑝𝑝(𝑦𝑦|𝜃𝜃) = ∏ 𝑓𝑓(𝑦𝑦𝑐𝑐;𝜃𝜃)𝑛𝑛
𝑐𝑐=1  (D.2) 

The marginal likelihood 𝑝𝑝(𝑦𝑦) may be obtained by computing the integral 
in Equation D.1, and it acts as a normalizing constant to ensure that 
𝑝𝑝(𝜃𝜃|𝑦𝑦) integrates to 1. As a result, one may write 

 𝑝𝑝(𝜃𝜃|𝑦𝑦) ∝  𝑝𝑝(𝑦𝑦|𝜃𝜃)𝑝𝑝(𝜃𝜃) (D.3) 

viz., that the posterior density of the unknowns (updated evidence) is 
proportional to the likelihood (data evidence) times the prior (historic 
evidence or elicited model assumptions) (see Congdon 2010 and 
references cited therein).  

Applied model optimization and inference is most often performed with 
the intent to subsequently predict, and an additional attractive feature of 
the Bayesian inference methodology is its capacity to compute a 
predictive density for a future observation that accounts not only for 
uncertainty in the model but also variability in future observations. In 
particular, if 𝑧𝑧 denotes a future observation having probability density 
𝑓𝑓(𝑧𝑧|𝜃𝜃) and 𝑝𝑝(𝜃𝜃|𝑦𝑦) denotes the posterior distribution of 𝜃𝜃 on the basis of 
observed data 𝑦𝑦, then 

 𝑓𝑓(𝑧𝑧|𝑦𝑦) = ∫ 𝑓𝑓(𝑧𝑧|𝜃𝜃)𝑝𝑝(𝜃𝜃|𝑦𝑦)𝑑𝑑𝜃𝜃Θ  (D.4) 
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is the posterior predictive density of 𝑧𝑧 given 𝑦𝑦 (Coles 2001). If 𝑍𝑍 is the 
annual maximum, suppose, for example, 𝑍𝑍 ~ 𝐺𝐺𝐺𝐺𝐺𝐺(𝜇𝜇,𝜎𝜎, 𝜉𝜉), and 𝑍𝑍𝐿𝐿 is the 
maximum rainfall over a future period of 𝐿𝐿 years, then the posterior 
predictive distribution for 𝑍𝑍𝐿𝐿 is given by 

 Pr(𝑍𝑍𝐿𝐿 ≤ 𝑧𝑧|𝑦𝑦) = ∫ Pr(𝑍𝑍 ≤ 𝑧𝑧|𝜃𝜃)𝐿𝐿𝑝𝑝(𝜃𝜃|𝑦𝑦)𝑑𝑑𝜃𝜃Θ  (D.5) 

where Pr(𝑍𝑍 ≤ 𝑧𝑧|𝜃𝜃) is the distribution function (i.e., Equation D.1, 
evaluated at 𝑧𝑧 [Smith 2005]). A design level that will be exceeded with 
probability 𝑝𝑝 in an 𝐿𝐿-year period is the level 𝑧𝑧𝑝𝑝 such that  

 Pr�𝑍𝑍𝐿𝐿 ≤ 𝑧𝑧𝑝𝑝�𝑦𝑦� = 1 − 𝑝𝑝 (D.6) 

With application of Bayesian MCMC, the previously mentioned posterior 
predictive distribution can be approximated using the post burn-in 
random draws from 𝑝𝑝(𝜃𝜃|𝑦𝑦). In particular, the right-hand side of 
Equation D.5 can be estimated by 

 1
𝑛𝑛−𝑏𝑏+1

∑ Pr(𝑍𝑍 ≤ 𝑧𝑧|𝜃𝜃𝑐𝑐)𝐿𝐿𝑛𝑛
𝑐𝑐=𝑏𝑏  (D.7) 

where 𝑏𝑏 and 𝑛𝑛 indicate the beginning and ending indices of the post burn-
in monitoring period for the MCMC simulation. To obtain predictive 
return levels, the equation 

 1
𝑛𝑛−𝑏𝑏+1

∑ Pr�𝑍𝑍 ≤ 𝑧𝑧𝑝𝑝�𝜃𝜃𝑐𝑐�
𝐿𝐿 = 1 − 𝑝𝑝𝑛𝑛

𝑐𝑐=𝑏𝑏  (D.8) 

can be solved for 𝑧𝑧𝑝𝑝. 

For example, if 𝑍𝑍 ~ 𝐺𝐺𝐺𝐺𝐺𝐺(𝜇𝜇,𝜎𝜎, 𝜉𝜉) and 𝐿𝐿 = 1, then Equation D.8 becomes 

 1
𝑛𝑛−𝑏𝑏+1

∑ exp �− �1 + 𝜉𝜉�𝑧𝑧𝑝𝑝−𝜇𝜇�
𝜎𝜎

�
−1 𝜉𝜉⁄

� = 1 − 𝑝𝑝𝑛𝑛
𝑐𝑐=𝑏𝑏  (D.9) 

The R software (R Core Team 2013) packages extRemes (Gilleland and 
Katz 2011) and evdbayes (Stephenson and Ribatet 2014) both support the 
application of Bayesian optimization and inference using models from 
EVT (Gilleland et al. 2013) for station-specific extremes analysis. 
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Appendix E: Spatial Bayesian Hierarchical 
Modeling  

The mathematical exposition of the BHM framework for extreme rainfall 
analysis that is presented directly below closely follows the presentation 
provided in Dyrrdal et al. (2015) wherein the application context was 
block annual maxima data and use of the GEV model. Let 𝒮𝒮 denote the 
spatial region of interest and 𝑠𝑠 ∈ 𝒮𝒮 a specific site within this region. In 
addition, let 𝑦𝑦𝑐𝑐𝑡𝑡 denote the maximum annual rainfall of a given duration 
at location 𝑠𝑠 for a year 𝑡𝑡. As was previously mentioned, it is assumed the 
𝑦𝑦𝑐𝑐𝑡𝑡 follow a GEV distribution with spatially dependent parameters, viz., 

 𝑦𝑦𝑐𝑐𝑡𝑡~𝐺𝐺𝐺𝐺𝐺𝐺(𝜇𝜇𝑡𝑡,𝜎𝜎𝑡𝑡, 𝜉𝜉𝑡𝑡) (E.1) 

where: 

 𝜇𝜇𝑡𝑡 = 𝒙𝒙𝑡𝑡T𝜽𝜽𝜇𝜇 + 𝜏𝜏𝑡𝑡
𝜇𝜇 

 𝜅𝜅𝑡𝑡 = 𝒙𝒙𝑡𝑡T𝜽𝜽𝜅𝜅 + 𝜏𝜏𝑡𝑡𝜅𝜅 (E.2)
  

 𝜉𝜉𝑡𝑡 = 𝒙𝒙𝑡𝑡T𝜽𝜽𝜉𝜉 + 𝜏𝜏𝑡𝑡
𝜉𝜉 

with 𝜅𝜅𝑡𝑡 = 1 𝜎𝜎𝑡𝑡⁄  , and 𝒙𝒙𝑡𝑡, 𝜽𝜽𝜈𝜈, 𝜈𝜈 ∈ {𝜇𝜇, 𝜅𝜅, 𝜉𝜉}, and 𝜏𝜏𝑡𝑡𝜈𝜈 denoting the covariates, 
the linear model parameters, and spatial random effects terms, 
respectively. In particular, each GEV model parameter is defined by a 
linear model of the covariates plus a spatial random effects term that 
accounts for residual spatial association not captured by the covariates. 
One or more of the extremal model parameters may also be indexed in 
time to support the development of a spatio-temporal BHM (Economou 
et al. 2014). The spatial random effects term is assumed to be a zero-
centered Gaussian spatial process (Banjeree et al. 2015). Dyrrdal et al. 
(2015) specified an isotropic exponential covariance function with a sill 
and range, viz., 𝜏𝜏𝑡𝑡𝜈𝜈~𝐺𝐺𝑃𝑃(𝛼𝛼𝜈𝜈 , 𝜆𝜆𝜈𝜈), 𝜈𝜈 ∈ {𝜇𝜇, 𝜅𝜅, 𝜉𝜉}. In particular,  

 𝐺𝐺�𝜏𝜏𝑡𝑡𝑡𝑡
𝜈𝜈 � = 0 (E.3) 

 𝑐𝑐𝑐𝑐𝑐𝑐�𝜏𝜏𝑡𝑡𝑡𝑡
𝜈𝜈 , 𝜏𝜏𝑡𝑡𝑟𝑟

𝜈𝜈 � = 𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝑠𝑠𝑐𝑐 , 𝑠𝑠𝑐𝑐) = 1
𝛼𝛼𝜈𝜈
𝑒𝑒𝑥𝑥𝑝𝑝 �−

𝑑𝑑𝑠𝑠𝑡𝑡𝑠𝑠𝑟𝑟
𝜆𝜆𝜈𝜈

�, 𝑠𝑠𝑐𝑐 , 𝑠𝑠𝑐𝑐 ∈ 𝒮𝒮 (E.4) 
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where 𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟 is the Euclidean distance between locations 𝑠𝑠𝑐𝑐 and 𝑠𝑠𝑐𝑐. Several 
of the few previously published BHM studies of extreme rainfall have 
used an isotropic exponential covariance function to characterize the 
spatial random effects (Dyrrdal et al. 2015; Cooley et al. 2007; Lehmann 
et al. 2013; Soltyk et al. 2014). Banjeree et al. (2015) and Davison et al. 
(2012) summarize common covariance functions and also technical 
considerations associated with covariance model selection. The likelihood 
is given by  

 𝑝𝑝(𝒚𝒚|{𝜇𝜇𝑡𝑡, 𝜅𝜅𝑡𝑡, 𝜉𝜉𝑡𝑡}𝑡𝑡∈𝒮𝒮) = ∏ ∏ 𝑝𝑝(𝑦𝑦𝑐𝑐𝑡𝑡|𝜇𝜇𝑡𝑡, 𝜅𝜅𝑡𝑡, 𝜉𝜉𝑡𝑡)𝑇𝑇𝑠𝑠
𝑐𝑐=1𝑡𝑡∈𝒮𝒮𝑜𝑜  (E.5) 

where 𝒚𝒚 and 𝒮𝒮𝑜𝑜 ⊂ 𝒮𝒮 denote the entire set of block maxima observations 
and the set of observation locations, respectively. The likelihood 
definition does imply that 𝑦𝑦𝑐𝑐𝑡𝑡 and 𝑦𝑦𝑐𝑐�́�𝑡 are conditionally independent for 
any 𝑠𝑠 ≠ �́�𝑠 where 𝑠𝑠, 𝑠𝑠 ∈ 𝒮𝒮́ . Model inference is performed using MCMC.  

Prediction at locations 𝑞𝑞 ∈ 𝒮𝒮 ∖ 𝒮𝒮𝑜𝑜 using the post burn-in MCMC draws 
requires specification of the spatial random effects terms. Dyrrdal et al. 
(2015) note that if 𝜏𝜏𝑡𝑡𝜈𝜈~𝐺𝐺𝑃𝑃(𝛼𝛼𝜈𝜈 , 𝜆𝜆𝜈𝜈), then 

 𝜏𝜏𝑞𝑞𝜈𝜈�{𝜏𝜏𝑡𝑡𝜈𝜈}𝑡𝑡∈𝒮𝒮𝑜𝑜~𝑁𝑁��̂�𝜏𝑞𝑞𝜈𝜈 , �̂�𝜅𝑞𝑞𝜈𝜈� (E.6) 

where: 

 �̂�𝜏𝑞𝑞𝜈𝜈 = 𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝑞𝑞,𝒮𝒮𝑜𝑜)𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝒮𝒮𝑜𝑜,𝒮𝒮𝑜𝑜)−1𝝉𝝉𝒮𝒮𝑜𝑜
𝜈𝜈  (E.7) 

 �̂�𝜅𝑞𝑞𝜈𝜈 = 𝛼𝛼𝜈𝜈 −𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝑞𝑞,𝒮𝒮𝑜𝑜)𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝒮𝒮𝑜𝑜,𝒮𝒮𝑜𝑜)−1𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝒮𝒮𝑜𝑜, 𝑞𝑞) (E.8) 

with 𝝉𝝉𝒮𝒮𝑜𝑜
𝜈𝜈  the vector of current 𝜏𝜏𝑡𝑡𝜈𝜈 for 𝑠𝑠 ∈ 𝒮𝒮𝑜𝑜 and 𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝑎𝑎, 𝑏𝑏) =

�𝒦𝒦𝛼𝛼𝜈𝜈,𝜆𝜆𝜈𝜈(𝒜𝒜,ℬ)�
𝑎𝑎𝑏𝑏

 is a matrix of size 𝒜𝒜 × ℬ where 𝑎𝑎 ∈ 𝒜𝒜, 𝑏𝑏 ∈ ℬ and 𝒜𝒜 and 

ℬ are subsets of 𝒮𝒮. 
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Appendix F: Modeling Results and Related 
Observations for 3.1.5.1 Case Study 
Demonstration - White Sands National 
Monument Rainfall Station IDF Curve 
Development 

Table F-1. Tabular summary by duration of the PM estimate for the GEV distribution parameters, its 
related computed quantiles, and also the 2.5, 50, and 97.5 percentile values from each respective 

predictive posterior distribution for five return periods computed under stationary conditions. 

 

Table F-2. Tabular summary by duration of the PM estimate for the time varying GEV distribution parameters, 
its related computed quantiles, and also the 2.5, 50, and 97.5 percentile values from each respective 

predictive posterior distribution for five return periods computed under nonstationary conditions. The reported 
GEV location parameter is computed using the PM derived estimates for 𝝁𝝁𝟏𝟏 and 𝝁𝝁𝟎𝟎, and Equation 4 for the 

95th percentile. 

 



ERDC/CHL TR-19-14 101 

 

Table F-3. Computed percent increase obtained when the nonstationary 
PM-based quantile estimates are compared with their counterparts that 

were computed assuming a stationary climate. 

Duration 
Percent Increase in Quantiles (mm/hr) for Return 

Periods, T in years 

(hours) 2 10 25 50 100 

1 57.6 29.7 22.5 18.5 15.2 

2 62.3 31.6 23.0 17.9 13.7 

3 72.1 36.2 25.5 19.1 13.7 

6 88.7 49.9 40.3 35.0 30.9 

12 89.5 51.5 42.2 37.1 33.1 

24 80.4 49.5 43.5 40.7 38.9 

48 72.3 42.1 37.5 36.2 36.2 

96 56.0 34.2 30.0 28.1 27.0 

Figure F-1. Bayesian MCMC simulation-derived, 2 hr IDF curves for the White Sands National 
Monument rainfall station computed under stationary and nonstationary conditions. The 2.5, 

50, and 97.5 percentile values from each respective predictive posterior distribution are 
shown at each quantile level. Plots of the posterior predictive distributions for the 2-year and 

100-year return period level quantiles are also shown. 
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Figure F-2. Bayesian MCMC simulation-derived, 3 hr IDF curves for the White Sands National 
Monument rainfall station computed under stationary and nonstationary conditions. The 2.5, 

50, and 97.5 percentile values from each respective predictive posterior distribution are 
shown at each quantile level. Plots of the posterior predictive distributions for the 2-year and 

100-year return period level quantiles are also shown. 
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Figure F-3. Bayesian MCMC simulation-derived, 6 hr IDF curves for the White Sands National 
Monument rainfall station computed under stationary and nonstationary conditions. The 2.5, 

50, and 97.5 percentile values from each respective predictive posterior distribution are 
shown at each quantile level. Plots of the posterior predictive distributions for the 2-year and 

100-year return period level quantiles are also shown. 

 

2

4

6

8

10

12

14

16

2 year 10 year 25 year 50 year 100 year

In
te

ns
ity

 (m
m

/h
r)

Duration (6 hr)

Stationary Nonstationary



ERDC/CHL TR-19-14 104 

 

Figure F-4. Bayesian MCMC simulation-derived, 12 hr IDF curves for the White Sands 
National Monument rainfall station computed under stationary and nonstationary conditions. 

The 2.5, 50, and 97.5 percentile values from each respective predictive posterior 
distribution are shown at each quantile level. Plots of the posterior predictive distributions 

for the 2-year and 100-year return period level quantiles are also shown. 
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Figure F-5. Bayesian MCMC simulation derived, 24 hr IDF curves for the White Sands 
National Monument rainfall station computed under stationary and nonstationary conditions. 

The 2.5, 50, and 97.5 percentile values from each respective predictive posterior 
distribution are shown at each quantile level. Plots of the posterior predictive distributions 

for the 2-year and 100-year return period level quantiles are also shown. 
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Figure F-6. Bayesian MCMC simulation-derived, 48 hr IDF curves for the White Sands 
National Monument rainfall station computed under stationary and nonstationary conditions. 

The 2.5, 50, and 97.5 percentile values from each respective predictive posterior 
distribution are shown at each quantile level. Plots of the posterior predictive distributions 

for the 2-year and 100-year return period level quantiles are also shown. 
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Figure F-7. Bayesian MCMC simulation-derived, 96 hr IDF curves for the White Sands 
National Monument rainfall station computed under stationary and nonstationary conditions. 

The 2.5, 50, and 97.5 percentile values from each respective predictive posterior 
distribution are shown at each quantile level. Plots of the posterior predictive distributions 

for the 2-year and 100-year return period level quantiles are also shown. 
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Figure F-8. Computed percent increase for five distinct return periods, T, obtained when the 
nonstationary PM-based quantile estimates are compared with their counterparts that were 

computed assuming a stationary climate.  

 

While not the main focus of the simple example that profiled a capacity 
of Bayesian inference to readily support treatments of non-stationarity, 
several observations can nevertheless be made upon examination of the 
results encapsulated in Tables F-1 through F-3 and Figure 23 and also 
Figures F-1 through F-8 for the White Sands National Monument 
rainfall station: 

1. The stationary assumption delivers IDF curves that underestimate 
extreme events across all durations and return periods when the 
comparisons are based on the computed and reported 50th percentile 
values for each quantile, viz., the red lines are always above the black 
lines in Figure 23 and also Figures F-1 through F-7. 

2. In particular, for example, for a 2-year, 2 hr storm, the difference 
between the nonstationary (14.66 mm/hr) and stationary 
(9.03 mm/hr) PM extreme precipitation estimates is approximately 
5.63 mm/hr (+62.3%) while for a 10-year, 1 hr event, the difference 
between the nonstationary (35.03 mm/hr) and stationary 
(27.01 mm/hr) PM extreme precipitation estimates is 8.02 mm/hr 
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(+29.7%). These values are both in close agreement with previously 
reported comparisons (Cheng and AghaKouchak 2014). 

3. The most substantial underestimation of extremes that result from 
ignoring the nonstationary condition occur at the 12 hr duration for 
the 2-year and 10-year return periods while for the remaining return 
periods it occurs at the 24 hr duration.  

4. The percent increase between the PM nonstationary and stationary 
extreme precipitation estimates decreases as the return period 
increases, viz., in Figure F-8, the curve for T=2/T=10/T=25/T=50 is 
always above the curve for T=10/T=25/T=50/T=100, across all 
durations. 

5. The largest percent increase between the PM nonstationary and 
stationary extreme precipitation estimates occurs at the 2-year return 
period level, which is significantly higher than for the remaining 
return periods.  

6. While the differences between the PM nonstationary and stationary 
estimates decrease as the duration increases, as Cheng and 
AghaKouchak (2014) observed, the computed percent increases 
nevertheless indicate notable change occurring across all durations 
and return periods. In fact, the percent increases are greater for the 
longer duration events than for the shorter events for all but the 
2-year return period.  

7. The 95% credible intervals shown at each quantile level suggest that 
for a given duration, the uncertainty in the computed quantiles for the 
nonstationary and stationary estimates grow with increasing return 
period and that this occurrence is more dramatic for the stationary 
estimates than for the nonstationary estimates. Moreover, for the 
nonstationary estimates, this phenomenon is less active at the 6 hr, 
12 hr, and 24 hr durations wherein the 95% credible intervals are 
observed to be more uniform across the five return periods relative to 
the remaining durations. 

8. At the 2 hr duration, the 95% credible interval of the stationary 100-
year quantile covers its nonstationary counterpart. For the 3 hr 
duration, the stationary 50-year and 100-year quantile 95% credible 
intervals cover their nonstationary counterparts. 

9. For many durations and return periods, the 50th percentile of 
stationary simulations are below the lower bounds of the credible 
intervals of their nonstationary counterparts.  
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10. Across all durations, the nonstationary 95% credible intervals for the 
2-year and 10-year quantile levels are greater than their stationary 
counterparts. 

11. In general, for any given duration, the nonstationary and stationary 
95% credible intervals intersect more as the return period increases. 

12. For the 2-year return period quantile level, across all durations, the 
nonstationary and stationary 95% credible intervals intersect 
minimally, if at all. 

13. For a given duration, across all return periods, the degree of 
intersection of the nonstationary and stationary 95% credible intervals 
is the least at the 24 hr duration.  

14. The posterior distributions presented for the 2-year and 100-year 
quantiles for each duration, which are also available for other quantile 
levels using the available draws from each respective duration-based 
MCMC simulation, are a means by which to make probabilistic 
statements regarding extreme precipitation at the White Sands 
National Monument rainfall station. For example, the approximate 
cumulative probability that the 3-hr, 2-year rainfall intensity, 
assuming stationarity, is less than or equal to 8 mm/hr is effectively 1 
(0.9986) whereas the approximate complement cumulative 
probability for the same intensity, duration, and frequency computed 
under a nonstationary climate condition is 0.983. The approximate 
cumulative probability that the 24 hr, 100-year rainfall intensity, 
assuming stationarity, is less than or equal to 2.75 mm/hr is 0.873 
whereas the approximate complement cumulative probability for the 
same intensity, duration, and frequency computed under a 
nonstationary climate condition is 0.968. 



ERDC/CHL TR-19-14 111 

 

Appendix G: The Willamette River Basin 
(WRB), Including Hydrography, Projects, and 
Cities Located in the Basin and Its Relative 
Location in the State of Oregon 

Figure G-1. The Willamette River Basin, including hydrography, projects, and cities located in 
the basin, and also its relative location in the state of Oregon. 
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