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Introduction 
Naval ships are evolving from efficient transport platforms to mobile power stations, 

supporting diverse missions ranging from littoral strike to ballistic missile defense. Advances in 
sensors and weaponry are increasing the demand for electric power throughout the warship, and 
such nonpropulsion loads are reaching historically high proportions of the total ship load. These 
advanced loads and the power system infrastructure that serves them also have escalating cooling 
requirements. Simultaneously, technology and affordability are driving the Navy toward more 
automated ships with reduced crew sizes. These conflicting requirements and constraints provide 
a compelling need for a new engineering and damage control system paradigm. In response to 
these changes, the Navy has established long-term technology priorities that will enable a 
transition to an electric fleet. 

The integrated engineering plant (IEP) of an electric warship provides the escalating 
resources required by the ship such as electric power and thermal management to the ship. Recent 
developments in IEP design, such as the next generation integrated power system (NGIPS) 
architectures and novel thermal management techniques, are having two effects: they are making 
systems more capable, but they are also increasing system complexity. Existing conventional and 
rule-based control methods are brittle and not sufficiently resilient for such complex systems. 
Technologies such as distributed agents are promising, but much of their application has been ad 
hoc based on heuristic rules. If not addressed, the limitations of existing control methods threaten 
to jeopardize the gains achieved by insertion of new IEP technologies. The development of 
advanced control methodologies will ensure that advances in IEP design can continue to be 
realized in fielded systems. 

The principal investigator (PI), Dr. Aaron Cramer, proposed to develop a market-based 
control method for agile, resilient, effective, and efficient control of progressively more complex 
electric warship lEPs, This goal was accomplished through three objectives. First, the PI 
formulated a market-based control method. Next, he evaluated the market-based control method 
performance. Finally, the impact of the market-based control method on system design was 
identified. Market-based control is an approach in which resources are artificially priced according 
to laws of supply and demand and the operation of equipment is governed by profit-seeking 
behavior. For example, given the price ol'power at its input and output terminals, a power converter 
will be programmed to convert an amount of power that corresponds to its profit-maximizing 
output. The prices of goods in the system reach equilibrium values when the demand for resources 
is equal to the supply of those resources. When insufficient resources are available, prices rise, and 
resources are diverted toward their most productive uses. 

The PI formally applied market principles to the development of the control method, 
explicitly linking the economic behavior of the actors in the system (the commanding officer (CO) 
and the equipment in the IEP) with the physical behavior of the equipment in the system. The 
proposed method can handle general systems with multiple resources, allowing the complex 
dynamic interdependence between electrical and thermal management systems to be considered 
when making resource allocation decisions. The proposed method also treats energy storage and 
other dynamic elements that transform the static resource allocation optimization problem into a 
dynamic optimal control problem in which the performance of the system over time is of interest. 
As mission priorities change, prices in the system will adjust automatically to reach the optimal 
allocation of resources, resulting in an agile system. The proposed control method is also 
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applicable to multiple classes of ship, a marked departure from existing power control design 
approaches that only apply to one class of ship. 

The U.S. Navy has developed an NGIPS roadmap that leads to medium voltage dc 
(MVDC) systems. This proposed market-based control method allows for the benefits of an 
MV DC system to be realized. The increased quantity of power converters in an MVDC system 
allows the control system to take a more active role in the distribution of electric power. 
Increasingly sophisticated thermal management systems will allow similar control over the 
allocation of cooling capacity. The integration of electric, and even thermal, energy storage devices 
will provide opportunities for dynamic market behavior analogous to that of a broker, buying when 
prices are low and selling when prices are high. These developments create an opportunity for the 
successful application of a market-based control method to the lEPs of electric warships. 

Market-based control algorithms can maximize resource management under highly 
dynamic and uncertain conditions. These attributes are critical to the success of complex, 
dynamically interdependent distributed combat systems. The proposed market-based control 
method provides a mathematical foundation for distributed control systems which are: 

• Agile: can quickly redirect power when and where it is needed, 
• Resilient: can reconfigure and adapt, 
• Dependable: can provide power continuity to maintain the operational status of 

mission-critical systems, 
• Effective: obtain maximum utility from the installed power, and 
• Efficient: reduce fuel consumption and thus extend ship range and capabilities. 

Background 

Microeconomic Theory 

The proposed market-based control method involves the construction of an artificial market 
in which resources are bought and sold. Economics can be defined as the study of the allocation 
of scarce goods that have alternative uses. As electric power and thermal management resources 
are scarce and have alternative uses, the control of shipboard lEPs is inherently an economics 
problem. The proposed development of a market-based control method based on microeconomic 
principles is both novel and likely to provide agile, resilient, effective, and efficient control of 
electric ship lEPs because of the underlying economic nature of this control problem. 

The PI proposed to develop a market-based control method for shipboard lEPs, while 
advancing the theory of market-based control for complex systems. In economic systems, firms 
produce output goods using input goods. These input goods can be either goods purchased from 
other firms or goods purchased from individuals (e.g., labor or capital). The profit a firm receives 
is the difference of the revenue from the sale of the output goods and the cost of the necessary 
input goods. Firms produce goods at an output level that maximizes their profit. In a perfectly 
competitive market, firms are price takers; they cannot individually affect the prices of either their 
input or output goods. Instead, these prices are set by the larger operation of the economy, Adam 
Smith’s invisible hand. By the law of supply, firms will produce a higher quantity of a good when 
the price of that good increases. This action represents movement along the supply curve, a 
graphical representation of the function that maps each price to the quantity of the good that the 
firm will produce at that price. 

Consumers make decisions designed to maximize their utility, a measure of benefit 
associated with a state of being, typically a certain level of consumption of a good. Utility typically 
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increases as consumption increases, but it will usually increase at slower rates, resulting in 
diminishing marginal utility. By maximizing utility subject to their budget constraints, consumers 
will purchase certain quantities of goods at each price. By the law of demand, consumers will 
purchase less of a good as the price of the good rises. This behavior stems from the fact that as the 
price of the good rises, alternative goods can be substituted less expensively. The demand function 
maps each price to the quantity of goods a consumer will purchase at that price. 

Equilibrium occurs when the price is such that the quantity supplied is equal to the quantity 
demanded. This is illustrated in Fig. 1. When total equilibrium in an economy is reached, the prices 
of all goods in the economy are such that the quantities supplied and demanded for each good in 
the economy are equal. Under certain conditions, it can be shown that a perfectly competitive 
market economy in total equilibrium is Pareto-efficient. This means that goods are being allocated 
in such a way that no consumer can receive more utility without another consumer receiving less. 
In other words, the market economy efficiently allocates resources such that the preferences of all 
the consumers are met. This operation happens organically, in a decentralized manner, where no 
central controller has to tell each firm how much to produce. These decisions are made by the 
firms pursuing profit, and the competition of the market results in an optimal allocation to the 
consumers. The central idea of this project was to develop an artificial perfectly competitive 
market in which various shipboard resources are distributed according to market forces that guide 
each resource toward its most productive use. 

Fig. I. Example Supply and Demand Curves 

Market-Based Control 
Market-based control has been applied in a variety of settings. It is commonly used for 

resource allocation within communication networks, but it has also been applied to building 
climate control systems, the control of structures, and other areas. The ordinary operation of power 
system markets and the economic dispatch problem are themselves related to market-based 
control; however, market-based control often implies an artificial market structure. 

The use of auctions in agent-based control techniques represents a heuristic market-based 
approach. This approach is seen in several agent-based approaches. The principal distinction 
between the proposed approach and these agent-based approaches is the level of formalism with 
which the economic phenomena are treated. The agent-based techniques tend to approach the price 
of goods as a useful heuristic instead of an intrinsic property that stems from the scarcity present 
in the system. They construct somewhat arbitrary supply and demand functions that have 
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appropriate characteristics but do not explicitly correspond to the physical behavior of the system. 
The proposed market-based control method involves the use of supply and demand functions that 
are formally derived from the physical characteristics of the shipboard equipment and the mission 
requirements of the CO. 

Technical Objectives and Approach 

Research Objectives 
The overall goal of the proposed research was to develop a market-based control method 

for shipboard lEPs. This goal was realized through the following objectives. 

Objective 1: Formulate market-based control method 
The proposed market-based control method needed to be mathematically formulated. This 

required the development of control methods for the consumer (the CO) and for firms (the 
equipment within the IEP) and the integration of these control methods to form the overall market- 
based control system for shipboard lEPs. 

Objective 2: Evaluate market-based control method performance 
The performance of the proposed market-based control method needed to be evaluated. 

First, an appropriate notional IEP was identified; performance metrics and operational scenarios 
were selected. Then, the market-based control method was assessed in steady state under various 
conditions and during dynamic events caused by changes in mission or plant lineup or equipment 
failures. Finally, the small- and large-signal stability of the market-based control method was 
analyzed. 

Objective 3: Identify the impact of market-based control method on system design 
How and to what extent the use of the proposed market-based control method will affect 

the design of shipboard lEPs must be identified. Highly successful early-stage design techniques 
for shipboard engineering systems often assume quasi-optimal behavior from the control system. 
This is a limiting assumption necessitated by the difficulty of modeling existing control approaches 
during the early design stage. It is desirable to understand how the application of the market-based 
control method will affect the arrangement, sizing, and configuration of IEP components. As the 
market-based control method is generalizable to various shipboard lEPs, it is possible to represent 
it effectively during the early design stage. This is not possible with existing control methods 
because they are generally based on specific IEP designs and cannot be well understood until more 
detailed design is performed. An understanding of the impact of the market-based control method 
on system design can lead to standards development that will facilitate an open-architecture 
approach and wide-scale application of the control method. 

Research Plan 

Overview 

The proposed control method will consist of an artificial market in which various actors (a 
consumer and firms) behave according to microeconomic principles. Examples of such actors 
include generation, distribution, conversion, energy storage, pumps, air conditioning plants, 
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throttle valves, and the CO. Each piece of equipment within the engineering plant will behave as 
a firm, attempting to maximize its profit. The CO will behave as a consumer, attempting to 
maximize his or her utility. Herein, the CO designates the actual CO and/or any other individual(s) 
acting on behalf of him or her. As the CO has full responsibility for and authority over the ship, 
optimal performance of the shipboard IEP entails meeting the objectives of the CO. If the market 
is designed properly, it will allocate the resources within the system efficiently to meet the 
objectives of the CO. 

This control strategy does not inherently depend on the mode of operation. If the CO’s 
objectives change (e.g., cruising vs. battle), the market reacts, prices shift, and resources are 
allocated to new purposes. If the structure of the system changes (e.g., due to a change in plant 
lineup or due to battle damage), the prices will change to reflect the new conditions, and the market 
will attempt to meet the CO’s objectives in the most efficient manner under the new configuration. 
In this way, a unified control strategy can be applied to achieve various objectives, such as fuel 
efficiency, continuity of service, and survivability. 

In order to formulate the market-based control method, the control methods for the 
consumer (the CO) and the firms (IEP equipment) were developed. These control methods were 
then integrated to constitute the proposed market-based control method. After an appropriate 
notional IEP, performance metrics, and operational scenarios were identified, the performance of 
the proposed market-based control method was assessed. Finally, the impact of the market-based 
control method on system design was evaluated using Dr. Cramer’s previous work in early-stage 
modeling, simulation, and analysis. The objectives described above were satisfied by the 
successful completion of the tasks described below. 

Task 1: Develop control method for consumer 
Because engineering systems exist to provide value to stakeholders, the satisfaction of 

stakeholder objectives is the objective criteria by which system performance should be measured. 
In the case of electric warships, the stakeholder is the CO, who enjoys full authority over the ship. 
In an electric warship IEP, the IEP itself provides no direct war-fighting ability; its value stems 
from its ability to provide services to mission loads. For this reason, the measure of system 
perfonnance should be primarily load oriented: The IEP is perfonning well if it is serving the most 
important loads, i.e., those that the CO requires in order to accomplish his or her mission. 

Translation of CO objectives into a utility function drives the entire operation of the 
market-based control strategy. A utility function measures the benefit derived by an individual 
from a specific state of affairs. Economically, this state is often a certain level of consumption of 
various goods. The utility function and the budget of the consumer determine the consumer’s 
demand for goods and the combination of goods that the consumer will ultimately purchase. This 
is shown in Fig. 2. Utility functions define indifference curves that represent combinations of 
goods between which the consumer is indifferent. The consumer will select the combination of 
goods that maximizes utility subject to the consumer’s budget constraint. 
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Fig. 2. Consumer Indifference Curves and Budget 

An important aspect of utility theory is that utility functions encode an individual’s risk 
preferences. This means that the individual will attempt to maximize the expected value of utility. 
Risk-averse individuals will have a concave utility function and diminishing marginal utility. Even 
if two alternatives have the same expected value, they may have different expected utilities due to 
differences in perceived risk. Proper characterization of the CO’s objectives includes the CO’s risk 
preferences in order to allow risk-conscious decision making by the control system. 

Another aspect of CO objectives is the time dependence of these objectives. Rational 
decision makers are commonly held to discount future utility, that is, they are likely to prefer a 
reward today than the same reward tomorrow. A common method of discounting utility involves 
exponential discounting wherein the decision maker seeks to maximize a weighted temporal 
average of an instantaneous measure of utility. The interplay between discounting and risk 
aversion explains the choices that individuals make between present consumption and saving 
(future consumption). It drives the behavior of time-dependent elements such as energy storage. 
For example, this interplay is the reason for charging uninterruptible power supplies in the present 
(saving) to allow for use of that energy in the future (consumption). 

Having defined the CO’s utility function, the behavior of the CO is modeled using the 
economic theory of the consumer. A consumer acts to maximize his or her expected utility, and 
this behavior consists of two key attributes. The first attribute is consumption. Consumption of 
resources by mission loads helps to fulfill the CO’s objectives, thereby providing utility. The CO 
chooses how to consume resources by maximizing utility subject to budget constraints as shown 
above in Fig. 2. However, the budget of the CO is constrained by the prices of the resources that 
mission-critical loads require. 

The other attribute of consumer behavior is the investment decisions of the consumer. As 
the CO is the sole consumer in the shipboard resource market economy, he or she is responsible 
for all investment within the economy. Investment in this context represents a firm purchasing a 
good now so that it may sell a good later and realize a return. Equipment that requires such 
investment must offer a rate of return sufficiently high to incentivize the CO to invest. For example, 
an energy storage device requires the CO to expend some power charging it. The CO will only pay 
the price to charge it because he or she expects that there is a high enough probability that prices 
will increase. If prices rise (e.g., due to a generator tripping offline), then there is an increase in 
utility (e.g., operation of loads that would otherwise have to shut down). 
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The control method for the consumer balances consumption and investment decisions in 
order to maximize the expected utility of the consumer. Such a model requires the solution of an 
optimal control problem in order to determine the optimal consumption path of the CO. The model 
is used to specify the demand curves of the CO for resources needed by mission loads and the 
supply curves of the CO for investment needed to operate devices like energy storage devices. 

Task 2: Develop control method for firms 
The behavior of firms, i.e., the equipment within the IEP. is modeled using the economic 

theory of the firm, where the firm acts to maximize profit. As a component within the IEP, the 
firm must purchase certain inputs (e.g., input power, thermal management resources) in order to 
produce a given level of output (e.g., output power). By incorporating a profit motive in the action 
of the firms, the overall system behavior is coordinated. 

An interesting aspect of the behavior of firms that must be considered in this effort is their 
management of consumer investment. If a firm instantaneously converts inputs to outputs, there is 
no need to consider the stewardship of consumer investment. The finn can instantaneously pay for 
its inputs from the proceeds of the sale of its outputs. However, in the case of an electric warship 
with multiple resources, investment must be considered because of the varying time scales 
involved with the resources. For example, consider a power converter that converts an amount of 
input power to an amount of output power with a given efficiency. The power conversion process 
happens approximately instantaneously. However, the power converter also generates a certain 
amount of heat that must ultimately be removed. Because thermal time constants are slower than 
electrical time constants and the constraint on the converter is that its temperature must not exceed 
some threshold, it is possible for the converter to buy less cooling in the short run, thereby warming 
up. This scenario is particularly beneficial if the price of cooling resources is expected to fall in 
the near future, at which time the converter can purchase additional cooling in order to return to 
equilibrium temperature. The difference between the converter's maximum and ordinary operating 
temperatures represents operating capital held by the converter. The firm will seek capital from 
the consumer based on the prevailing interest rate. 

Task 3: Integrate market-based control method 
In this task, the control methods for the consumer and for the firms developed in Tasks 1 

and 2 were combined to complete the market-based control method. By the first theorem of welfare 
economics, a perfectly competitive market economy in total equilibrium is Pareto-efficient under 
certain conditions. This means that goods are being allocated in such a way that no consumer can 
receive more utility without another receiving less. Because the only consumer in the proposed 
artificial market is the CO, the system will reach an equilibrium point that maximizes the CO’s 
utility, i.e., the optimal operating condition. The key limitations of practical markets are avoidable 
because the proposed market is artificial. For example, the exercise of market power, i.e., the 
ability of a single actor to influence prices, results in suboptimal market performance. Market 
power is possible when there are few actors in a market, as there are in the proposed market. 
However, these actors are not self-interested market participants; they can be designed to operate 
as price takers instead of price setters, restoring efficient operation of the market economy. A novel 
aspect of this approach is that each actor is pursuing its own local objectives and the resulting 
equilibrium is globally optimal. 

Another aspect of integrating the market-based control method is clearing the market. The 
market is said to be cleared when prices are such that the quantities of each good supplied and 

7 



demanded are equal. This corresponds to market equilibrium, which is reached by arriving at a set 
of prices that corresponds to this condition. By the laws of supply and demand, prices will move 
in order to reach this equilibrium. 

Several approaches to solving the market clearing problem have been demonstrated in Dr. 
Cramer’s previous efforts. In particular, he has applied a distributed approach in which the pricing 
information is encoded into the droop controls that are used to facilitate load sharing. This type of 
approach requires no communication among the actors, but can have slower convergence than 
other methods. To improve convergence, a combination structure in which distributed techniques 
are supplemented with hierarchical data was pursued. Using this technique, the hierarchical 
approach may be used when it is available, speeding the convergence of the algorithm. Stable 
methods for reaching global equilibrium using Lyapunov’s method have also been demonstrated. 
However, the combined method should not rely on the existence of the hierarchical structure. Thus, 
the survivability benefits associated with a distributed approach are preserved. The three 
approaches are illustrated in Fig. 3. As demonstrated in this figure, three levels of communication 
between market actors are available. In the first level, every actor can communicate with every 
other actor, and the general equilibrium for the system can be calculated directly. In the second 
level, actors can only communicate with actors that participate in the same market (i.e., that buy 
or sell the same good as the actor). In the third level, no direct communication between actors is 
available. 

With Global Communication With Local Communication 

With No Communication 

Fig. 3. Hierarchical/Distributed Control Approach 

Task 4: Identify appropriate notional system, metrics, and scenarios 
The PI worked with the electric ship research community to identify an acceptable notional 

system to perform preliminary testing of the proposed control system. There are widely available 
models of notional electric warship lEPs. The model shown in Fig. 4 and Fig, 5 was developed by 
the PI and is based on the Electric Ship Research and Development Consortium (ESRDC) notional 
M VDC system and was used as a baseline for this task. An appropriate system model is sufficiently 
complex to test the control method rigorously, include different types of energy storage (e.g., 

Physical Bus 

Physical Link 

Communication Bus 

Communication Link 
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power vs. energy dense), and have different operational inodes (e.g., cruise vs. battle). The physics- 
based models of the equipment in the system were analyzed to establish the behavior of the firms 
in the system in accordance with the results of Task 1. 

Fig. 4. Notional MVDC System 

Fig. 5. Arrangement of Notional System 

Additionally, representative control metrics were identified. The control metrics represent 
the objectives of the CO and include efficiency, quality of service, and mission-based prioritization 
of loads. These metrics were used to establish the behavior of the consumer in the system. These 
metrics also guided the selection of operational scenarios in which the control system performance 
was evaluated. 

Task 5: Assess market-based control method with notional system 
For this task, the market-based control method developed in Task 3 was assessed using the 

notional system, metrics, and operational scenarios identified in Task 4. Simulation studies of the 
system in steady-state conditions were conducted corresponding to various operational modes 
(e.g,, cruise vs. battle) wherein different loads may be operational and different performance 
objectives may be of importance. 
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The system was also simulated during dynamic events caused by changes in mission or 
plant lineup or equipment failures. This step included the study of equipment that fails randomly 
due to reliability limitations, the effects of battle damage, and the effects of compromised 
equipment incorrectly participating in the control system (e.g., due to cyber vulnerability). These 
dynamic studies assessed the agility and resilience of the JCP control system. 

Task 6: Study impact of market-based control on early-stage system design 
The sixth task was to examine the effect of the market-based approach on IEP design. This 

task used the market-based control method developed in Task 3 and previous work by the PI on 
early-stage design to examine the effect of the market-based control method on early-stage system 
design. It is necessary to understand how application of a market-based control method may alter 
the assumptions that are made during the design process. For example, highly successful early- 
stage design techniques for shipboard lEPs developed by the PI assume quasi-optimal behavior 
from the control system. Such assumptions can be improved upon by consideration of the market- 
based control. 

One of the impediments to considering the control system formally in early-stage design is 
that control systems are generally poorly defined at that point in the design process. However, the 
market-based control method is generalizable to various shipboard lEPs. Furthermore, it behaves 
similarly for alternative lEPs. Therefore, it is possible to represent the behavior of the control 
system in the early design stage. By developing an appropriate early-stage model of the market- 
based control method, it will be possible to assess how the market-based control system affects the 
arrangement, sizing, and configuration of IEP components. 

An understanding of the impact of the market-based control method on system design can 
then lead to standards development, which will facilitate an open-architecture approach and lead 
to wide-scale application of the control method. Also in this task, transition opportunities for the 
market-based control method will be explored, which will allow the research sponsored by the 
Office of Naval Research (ONR) to transition to the fleet. 

Technical Progress 
The overall goal of the proposed research was to develop a market-based control method 

for shipboard lEPs. This goal was realized through the following objectives. 

Objective 1: Formulate market-based control method 
Objective I was addressed by integrating the market-based control method. The control 

methods for the consumer and for the firms were combined to complete the market-based control 
method. By the first theorem of welfare economics, a perfectly competitive market economy in 
total equilibrium is Pareto-efficient under certain conditions. This means that goods are being 
allocated in such a way that no consumer can receive more utility without another receiving less. 
Because the only consumer in the proposed artificial market is the CO, the system will reach an 
equilibrium point that maximizes the CO’s utility, i.e., the optimal operating condition 

Another aspect of integrating the market-based control method is clearing the market. The 
market is said to be cleared when prices are such that the quantities of each good supplied and 
demanded are equal. This corresponds to market equilibrium. By the laws of supply and demand, 
prices will move in order to reach this equilibrium. 

Several approaches to solving the market clearing problem have been demonstrated, and 
their convergence properties have been studied. Completion of this objective completes the 
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proposed market-based control method, resulting in a control system that can automatically 
respond to changes in mission, changes in plant lineup, or equipment malfunction. The system will 
be extensible to alternative IEP designs and will handle multiple resources, allowing optimal 
control of the IEP. 

Objective 2: Evaluate market-based control method performance 
Objective 2 was addressed by identifying an appropriate notional system, metrics, and 

scenarios. The PI has worked with the electric ship research community to identify an acceptable 
notional system to perform preliminary testing of the proposed control system. There are widely 
available models of notional electric warships. The model considered was developed by the Pf and 
is based on the Electric Ship Research and Development Consortium notional MVDC system and 
was to be used as a baseline for this effort. An appropriate system model will be sufficiently 
complex to test the control method rigorously, include different types of energy storage (e.g., 
power vs. energy dense), and have different operational modes (e.g., cruise vs. battle). The physics- 
based models of the equipment in the system will be analyzed to establish the behavior of the firms 
in the system in accordance with the resulting control method for the consumer. 

Objective 3: Identify the impact of market-based control method on system 
design 

Objective 3 was addressed by examining the effect of the market-based approach on IEP 
design. The market-based control method developed from Objective 1 was to be simulated to 
examine the effect of the market-based control method on early-stage system design. 

One of the impediments to considering the control system formally in early-stage design is 
that control systems are generally poorly defined at that point in the design process. However, the 
market-based control method is generalizable to various shipboard lEPs. Furthermore, it behaves 
similarly for alternative lEPs. Therefore, it is possible to represent the behavior of the control 
system in the early design stage. By developing an appropriate early-stage model of the market- 
based control method, it will be possible to assess how the market-based control system affects the 
arrangement, sizing, and configuration of IEP components. 

An understanding of the impact of the market-based control method on system design can 
then lead to standards development, which will facilitate an open-architecture approach and lead 
to wide-scale application of the control method. Transition opportunities for the market-based 
control method will be explored, which will allow the research sponsored by the Office of Naval 
Research (ONR) to transition to the fleet. 

This represents a step towards further development and maturation of the market-based 
control method. It will facilitate future development efforts involving market-based control 
methods and other advanced control methods for electric warship lEPs. The primary work in this 
area has been the incorporation of the market-based control principles into the use of optimal- 
control-theory-based evaluation of shipboard systems. 

A ccomplishmen ts 
Progress has been made toward the research objectives as presented below. 
A number of contributions have been made in terms of modeling and simulation. These 

include splitting representations of physical and control systems, examination of cyber disruptions, 
multi-period analysis for approximation of optimal behavior, and representation of market-based 
control in simulation studies. 



The principles of market-based control for systems involving various resources in different 
locations have been formalized for shipboard systems, including specific decision functions for 
various equipment types. The equivalence of these methods with optimal shipboard power system 
control have been demonstrated, and the application of these methods in dynamic loading and fault 
situations has been studied. New methods with better convergence properties for clearing market 
systems based on both the alternating direction method of multipliers and the Broyden-Fletcher- 
Goldfarb-Shanno algorithm have been developed. These have shown a capability to arrive at the 
market-clearing set of prices robustly and quickly. 

The work evolved into a direction in which it became necessary to have a closer 
understanding of how a CO should value certain system states, which led to consideration of the 
underlying optimal control problem. A power allocation strategy that uses state-space models to 
represent the evolution of both the mission and the engineering system that is supporting the 
mission was developed. An optimal control problem is solved to maximize a functional over the 
mission state and actions. By doing so, it indicates the capability of the engineering system to 
support such missions. The uniqueness of this approach is that solutions become far more mission 
specific. This approach has been demonstrated on a simple two-function platform—each 
competing for the same limited power resources—, and it is shown that this approach can be used 
to assess the probability of success given a certain initial allocation of power. 

In addition to work that directly supported the main research objectives of the project, the 
graduate students involved in the project have made other significant progress in related areas of 
power electronics, electric machinery, and optimization with the support of the project. 

Summary of Supported Work 
The published works that have been supported by this project are summarized below, and 

these works are included within the appendices of this document. First, the work directly related 
to the main project objectives is described, and this is followed by the related work in power 
electronics, electric machines, and optimization methods. 

Shipboard Power Systems 

Control System Modeling in Early-Stage Simulation for Cyber Vulnerability 
Assessment 

Time-domain simulation techniques often used in quantifying the performance of power 
systems, e.g. shipboard power system, are expected to be computationally efficient and exhibit 
adequate level of details for the particular simulation. 

Thus, in this research effort, the shipboard power system’s reduced-order model is 
combined with an independent depiction of the control system. This enables faster simulation and 
a retained reduced modeling effort, which enhances better understanding of the control system’s 
effect on shipboard power system performance. 

To illustrate this approach, false set points representing a cyberattack are injected into a 
compromised control system. By calculating the system dependability, the performance of a 
compromised control system is compared with that of an uncompromised control system, using a 
conceptual MVDC system and a representative operational vignette. Using a linear programming 
problem, the behavior of the power system is estimated. The compromised controller is depicted 
as behaving as an idealized controller until an attack. 
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The operability metric is observed during the vignette. It determines the extent to which 
the power system performance will contribute to effectiveness of mission during a particular 
scenario. The calculated operability of the power system for the representative vignette is 98.97% 
for the uncompromised control system and 95,51% for the compromised control system. 

The expected value of dependability over a distribution of events that the system could face 
is known as average dependability. Using the Monte Carlo approach, the average system 
dependability is 98.43% after the disruptions. The worst case system operability using the Monte 
Carlo approach is 69.46%. 

An approach in which a controller model is represented within a mathematical 
programming-based simulation approaches for shipboard power system is presented in this 
research effort. Based on the calculation results ofthe average and minimum system dependability, 
it is shown that the system is susceptible to some disruptions despite the fact that the average 
dependability remains high. 

In general, this paper tends to serve the following purposes: to demonstrate a methodology 
for integrating non-ideal controller into the simulation model, illustrate the approach on a 
compromised control system prone to cyber disruption, and to determine the dependability of a 
notional system prone to cyber disruption during an operational vignette. 

Market-Based Control of Electric Ship Power Systems 
The gradual evolution of naval ships from efficient transport system to mobile power 

system will require consideration of a new paradigm of control, in order to meet up with the 
conflicting requirements of providing power to support diverse missions, automation of ships and 
reduced crew sizes. Integration of ship power system with energy storage (for managing the energy 
'bank account’) also provides more support for the argument for a new control paradigm. 

A market-based approach for the control of power flow in a shipboard power system is 
presented in this work. It consists of an artificial market in which micro-economic principles 
dictate the behavior of the consumer (commanding officer) and firms (each piece of equipment), 
who are the actors in the representative market economy. Market prices automatically adjusts itself 
due to change of mission priorities or objectives (e.g. cruising vs battle), to attain optimal allocation 
of resources. 

The proposed control method is demonstrated on both simple illustrative example system 
and a notional Medium Voltage DC (MVDC) system. The illustrative example system consists of 
a generator, an interconnect, a non-linear load and a consumer. The four-bus zone MVDC has a 
variety of components such as generators (two main generators and two auxiliary generators), 
interconnects, converters, energy storage and loads. Market-based control clearly links the 
economic behavior of the actors in the system (consumer and firms) with the physical behavior of 
the equipment in the system. 

Simulations studies of a notional electric power system in both normal and faulty 
conditions are performed. The proposed-market based control system results in performance equal 
to that of an idealized controller. 

Early Stage Evaluation of Shipboard Power Systems Using Multi-Period Power 
Flow 

Rising demand for power from various mission loads coupled with emerging generation 
and storage technologies have made the design and analysis of shipboard power system more 
challenging. In this work, a technique for early stage evaluation of the relative performance of 
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various shipboard power system design is described. A known future is assumed and the 
performance of the various controller designs, subject to some six-mission scenarios on a 
representative multi-bus power system configuration is calculated. 

The proposed early stage design evaluation of power system of the shipboard include 
energy storage and dynamic loads. Using an optimization-based algorithm, a set of probable 
mission scenarios with known future load is considered and a best-case upper bound for any 
controller performance is produced. Any controller cannot exceed this upper-bound limit. Thus, 
analysis of the power system is possible without any special controller design for each candidate 
power system. This allows for fast, automated evaluation of the system prior to the design of the 
controllers. Since comparison of the performance of various power system architecture does not 
depend on any particular controller design, but on the architecture itself, the proposed method 
provides a fair comparison. The feasibility of providing power to various mission loads, rather 
than fuel consumption or other metric optimization is of primary interest in this research endeavor. 

For each mission scenario, the algorithm detennines the feasibility of serving the loads and 
if not, how much energy and power shortfall there is. This can provide early awareness of the 
generator and energy storage ratings. The missions that can be achieved using a given power 
system architecture and the underserved load that are left for infeasible scenarios are identified. 
This feasibility study can be reformulated as an optimization problem, such that one or more 
infinite generators capable of supplying unconstrained power are added to the initial system, for 
simulation purposes. If the infinite generator is accessed, it signifies limited power availability for 
the particular mission. The amount of virtual power required from the high cost infinite generator 
is indicative of failure and success of missions. 

By assuming perfect knowledge of the past and present, the Multi-Period Optimal Power 
Flow (MP-OPF) optimizes power and energy management for the entire mission concurrently. 
This is unlike the single period power flow that solves for power flow at each time step. The MP- 
OPF is conceptually constructed by considering candidate power system at some time step. 

In addition, the available energy in the energy storage system evolves with time, making 
this optimization a multi-period power flow. The energy storage model used is independent of the 
technology of storage and thus allows for bidirectional power How. The architecture of the power 
system consist of a 21-bus evaluated for six mission scenarios, with separate bus and branches. A 
total of 82MW of power is generated on-board. This comprise of two main generators rated 35 MW 
each, and two auxiliary generators rated 6MW each. 

The simulation is limited to DC power flow without line-limits and ramp rates, for 
simplicity purposes. From the results obtained, this method provides an upper-bound on the best 
case performance of any type of controller design and also points out the limitation of each power 
system architecture itself. 

Early-Stage Shipboard Power System Simulation of Operational Vignettes for 
Dependability Assessment 

The performance of a candidate system for given operational vignettes is simulated, using 
an early stage simulation technique. By using this early stage simulation approach, quick 
simulations and many vignettes consideration are possible. Thus, overall system dependability can 
be assessed. Time-domain performance metrics have been proposed for dependability assessment. 
One of such is operability- which indicates the measure of the degree to which the power system 
performance contributes to the overall mission effectiveness in a particular scenario or operational 
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vignette. Dependability assessment have been proposed to aggregate operability values over a set 
of operational vignettes, as the system must perform over a wide range of operational vignette. 

The need to reduce the computational burden of simulation techniques arising from 
multiple time-domain simulations for the calculation of dependability metrics, establishes the 
motivation for the development of modeling and simulation technique at the early design stage. In 
this research endeavor, a complex distribution of operational vignette representing a given mission 
profile is considered. The ship is involved in a mission while it responds to probable threats and 
disruptions. Early stage simulation technique application is an improved capability for trade space 
exploration. The vignettes considered herein are more complicated than the ones considered in 
previous similar work. A high power load is used to engage in the mission. The technique used in 
the simulation involves the use of a linear program to represent the power system. In the linear 
program, power control is modeled such that weights are assigned to each load, indicating their 
relative importance. These weights are also useful for calculating system operability during events. 

The set of operational vignettes considered corresponds to a given mission profile. The 
notional system performance is considered using two specific architectures. The operability of 
each architecture is calculated for each of the 1000 sample operational vignettes. The mean 
operability values i.e. average dependability, for the first and second architectures are 98.5% and 
98.6% respectively. 

The results suggest that improving control of energy storage or management of shipboard 
power system 'energy account’ may not improve performance significantly during unchallenging 
or very challenging scenarios but can improve performance for situations in between these 
extremes. 

Light-Weight, Early Stage Power System Model for Time-Domain Simulation 
It is desirable to investigate the impact of various power systems technology alternatives 

on ships, at the early stage. It is thus necessary that a time-domain simulation of the power system 
be performed. Many of such simulations in most cases are required. In addition, limited 
information at this stage is available for robust simulation to be possible. In order to combat these 
dual challenges, a light-weight power system model is developed. By lightweight, it implies that 
low computational burden required for many simulations within a short time period and limited 
information required to parametrize the power system model is possible. 

Static analysis of power system in the past was sufficient to ensure proper system sizing 
and performance metric assessment. However, the introduction of high, pulsed mission loads has 
brought about the need to perform dynamic analysis that requires time-domain simulation. A 
lightweight power system model that recognizes that, neglecting certain system dynamics will not 
affect performance at the early stage is proposed. With this model, the simulation speed is 
increased, computational burden is reduced, and limited information is used for system 
parametrization. 

The fundamental principle of the proposed model is to “locate a level of fidelity and 
computational efficiency between that of static models and dynamic models”. In order to use this 
approach, information about the system components and their ratings are imported from a suitable 
database. The information is used to formulate a light-weight model. Subsequently, it can be 
combined with operational vignette description to allow for time- domain simulation. 

An improved linear programming model of the power system is used for the light-weight 
simulation studies. In particular, two structural improvements to the linear programming approach 
is made in this work. These improvements include the representation of limits associated with the 
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generator loading and unloading dynamics, and the representation of load sharing. By using linear 
programming approach for formulating the system model, it is assumed that the controller will 
maximize the weighted functions given in the model equations. 

The light-weight approach is demonstrated on a notional medium voltage dc system, and 
results are presented in the research paper. The simulation requires about 3,2s run time, which is 
100 times faster than real time speed. 

Operational Vignettes-Based Electric Warship Load Demand 
In this paper, a methodical approach for the generation of load demand profiles, based on 

the anticipated ship’s usage is developed. Based on different types of specific mission scenarios; 
mission load features, human-in-the loop decision-making, and a group of test cases that offer load 
demand dynamics are described. 

Here, a representative power system configuration with locations for the different 
generators and load is recommended. As such, the load profile represent a spatial constituent to 
the simulation. This tool enables the possibility of a realistic study of the design of power system 
topology, dynamic load flow, control, and protection for the early design trade space. 

All loads are characterized and modeled, resulting in a comprehensive set of independent 
load demand profiles for each time interval. In formulating the load demand, several important 
features were put into cognizance: scalable, tunable, stochastic, and expandable. 

To demonstrate that the load generation model is scalable, a comparison between two ships 
is presented with identical set of mission loads, but with different power scaling requirements. 
Ship A has a total installed power of 82 MW while ship B has a total installed power of 48 MW, 
with representative mission loads of higher power. The service and radar load models exhibit two 
states; cruise (during peacetime load demand) and battle (increase in load demand because of the 
need for additional redundancy) states. The mission loads are described by peak power pulse 
duration and slew rates. The load model can be modelled stochastically. The propulsion loads 
characteristics of both ships A and B are assumed to be identically scaled, and thus maintains the 
same per unit values. 

Six alternatives of a notional operational 10-minute vignette were considered in the 
simulation of the ship’s multi-mission capability and in the severe stressing of the integrated power 
system. The service and radar loads start with cruising and then change to battle situation in order 
to support an impending operational threat occurrence. The ship begins a succession of pulse 
power mission loads through a sequence of simulated detect-to-engage series and human-in-the 
loop responses. Ship A and B thus undergo, the same set of operational scenario with constant, 
moderate, and aggressive propulsion load dynamics for a total of six variants based on the same 
operational vignette, and detailed results are shown and included in the research paper. 

The premise that constant steady state should not be assumed in the early stage design trade 
space studies, is established in this work. Rather, realistic assessments based on highly disruptive 
conditions and dynamic loading conditions is of higher appropriateness. 

The Role of Future Information in Control System Design for Shipboard Power 
Systems 

A technique by which quantification of the potential value of information of the future is 
presented in this paper. This is important because acquiring future forecast information and 
controller design could be a difficult task. The quantitative value enables system designers to 
decide if forecasting is necessary or not and to determine which controller to use the forecasted 
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information. Analysis of power system can be done in steady state, to determine if the load 
requirements is met by the generator capacity, but as the elements of the system gradually depends 
on time, the complexity of the system increases, making analysis more cumbersome. 

Rapid load decreases or increases can become a problem in the system. Several system 
control configuration have been proposed which put into consideration the system dynamics. The 
Model Predictive Control (MPC)-which could be linear or nonlinear- is useful in predicting the 
effects of potential control action over a fixed time range. For MPC, the best input is selected by 
the controller and applied to each time step of the simulation. The analysis and control difficulty 
of incorporating power system components that are time dependent, plus the comparative 
advantages of future predictions to mission success is described. 

Two methods of optimization are used to produce the behavior of controllers. The first 
optimization algorithm/method defined as instantaneous, possesses knowledge of the present 
moment i.e. only current information, while the second optimization method/algorithm described 
as multi-period, possesses precise future knowledge of load requirements. Comparison of the two 
optimization algorithms and quantification of the forecast value is a goal in this work. 

The two optimization algorithms are illustrated, using a hypothetical naval ship (with 
electric propulsion and demanding mission loads) and drill service vessel (with both slow and fast 
-ramping generator line-ups). Parameters of both platfonns (naval ship and drill service vessel) 
are provided in the research paper. Each of the control algorithms serves as an upper-bound 
performance based on the existing information. Thus, finding a difference between the two 
represent the information value. 

As anticipated, future information is of value with time-dependent systems. Future 
forecasting could be of no value for some power systems. However, it is useful for systems with 
energy storage or ramp rates of load generator capacity. 

Simulation results are explicitly explained in the paper. 

Market-Based Control as a Paradigm for Power System Control 
Prior to this work, market-based control has been proposed as one method of controlling 

power flow in shipboard power system. It encompasses a “fake” power market where the market 
forces or actors- consumers and firms- behaves in accordance to the principles of economics. 

In this work, control method improvements with respect to time-dependent components 
such as energy storage are presented. Method of equipment operation, such that future operation 
depends on present decisions are discussed. This method enables optimal system control “over 
uncertain and dynamic future.” 

When faced with the problem of optimal-decision making, such as optimum energy 
allocation from energy storage during change of system states and objectives, consideration of the 
energy storage is required to be done. Formulating this problem as a market-based control problem, 
is posing or describing how the energy storage will respond to both known and probable market 
situations, of which optimal decision is dependent on. Consideration of load and generator is more 
direct because their behavior is independent of time and they deplete or produce energy 
respectively as required to attain optimal performance. Nevertheless, the optimal performance of 
the entire power system is highly dependent on the energy storage's charging and discharging 
characteristics. 

In addition, approaches to attaining the equilibrium of market, and hence the optimal power 
system condition is discussed in this work. Specifically, the Alternating Direction Method of 
Multipliers (ADMM) and prevailing issues with distributed control methodologies are highlighted. 
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More details of the current methodologies of naval shipboard modeling and simulation are 
provided. It is further argued that the projected market-based control method can offer a 
mathematical basis for the approach of distributed control, which are “agile, resilient, dependable, 
efficient and effective.” The approach for modeling involves the incorporation of a mathematical 
programming problem at each time step solution of the simulation. The system dynamic state is 
updated at each time step. Mathematical programming is a kind of optimization where from a 
group of elements, the best element is selected. In the same vein, linear programming is a type of 
mathematical programming where requirements are expressed using linear relationships. 

Results from optimization approach and market based approach under similar simulation 
circumstances, indicates that they both find solution to same problem. The ADMM is a 
mathematical algorithm that solves complex optimization problems by breaking it into two simpler 
sub-problems. ADMM has slow convergence and requires high volume of infonnation but lias 
moderately high accuracy. 

It is suggested that a more effective market-based control method will involve putting 
future information into consideration, yielding a more robust system. This is made possible by 
expressing the system configuration similar to a multi-period model configuration. The feasibility 
of shipboard power system control in several domains is advanced, with emphasis on the similar 
nature of the electrical energy storage system and heat-energy storage system expressed by all 
large power system elements. 

Power Electronics 

Reactive Power Control Methods for Photovoltaic Inverters to Mitigate Short-Term 
Voltage Magnitude Fluctuations 

Incorporating renewable energy sources into the distribution system comes with some 
technical difficulties. Substantial oscillations of voltage of distribution systems can arise because 
of variations in output power of intermittent sources of renewable energy. Several control methods 
that exploit the reactive power capability of a three-phase inverter is advanced in this work. The 
methods include the replacement of reactive power generation with real power generation. 

The reactive power output is expressed as a linear function of the instantaneous solar 
power, in these methods. A scope, an objective and a domain describe each control method. These 
three aforementioned features serve as the necessary criteria for the selection of control 
parameters, used by the reactive power controller. 

For quantification and comparison of each control method performance, voltage magnitude 
violation and variation performance yardsticks are set. With the aid of IEEE 123-bus feeder 
distribution system, each control method performance is verified using three different case studies. 

In response to solar power fluctuations, the several proposed reactive power control 
methods allow the three-phase PV inverter to regulate its three phase reactive power injections. 
The controller objective is to alleviate variations of the voltage magnitude of the system due to the 
fluctuation of the real power injection of PV. The choice of controller parameters can have some 
influence on system response in terms of voltage magnitude during solar power oscillations. The 
scope of a method specifies the bus under consideration for voltage magnitude fluctuation. A local 
scope control method uses voltage magnitude vector of the local bus (i.e, bus associated with the 
PV inverter) and local sensitivity factors while the control method of global scope uses the voltage 
magnitude vector of the global bus (i.e. all voltage buses across the system) and the global 
sensitivity factors. 
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Furthermore, the proposed control method are characterized by local or global scope, 
sensitivity minimization (reduce response of voltage magnitude of the bus under consideration, 
due to perturbations of solar power) or violation optimization (maximize solar power perturbations 
such that bus voltage magnitudes are still within acceptable limits), and balanced domain (injection 
of same amount of reactive power into each phases of the PV inverter)- or unbalanced domain i.e. 
unbalanced reactive power injection. In general, the proposed reactive power control methods is 
found to have the ability to mitigate voltage magnitude fluctuations of the distribution system. 

In conclusion, this work contributes three ideas. These includes various control methods 
proposal, performance metrics identification to assess the performance of each of the control 
methods, and the illustration of the reactive power control methods on test system (IEEE 123-bus 
system) using three different cases (detail of the cases are found in the paper). 

Generalized Average Method for Time-Invariant Modeling of Inverters 
In order to evaluate inverter behavior, development of inverter models for simulation is of 

importance. Every switching action of inverter is accurately represented using detailed models, 
yielding precise simulation results. As accurate as the detailed inverter model might be, it can be 
challenging when long simulation times, larger power converter numbers and repeated simulation 
are required for proper simulation studies. 

The use of State Space Averaging (SSA) method for inverter modeling can be helpful in 
reducing simulation run times. This is made possible by the substitution of inverter switching 
function with its fast average. However, this method has the demerit of reduced model accuracy. 

Generalized modeling is used for modeling converter average and switching behavior with 
a retention of faster simulation times. In this work, a Generalized Average Method (GAM) for 
modeling single-phase and three-phase pulse width modulation (PWM) inverters is presented. The 
quasi-Fourier series depiction of the switching function, which incorporates the fundamental, and 
switching frequencies constituents, including sideband components of the switching frequency 
provide the basis for the GAM. Models founded on GAM allows for the possibility of studies of 
the steady state and dynamic features of the switching ripple without the consequence/demerit of 
long simulation runtime associated with detailed model. 

The broad approach for the design of GAM model begins with a set of ordinary differential 
equations for depicting the detailed model, from which a new set of ordinary differential equations 
is created where the instantaneous state variables are depicted with a QFS representation. In 
general, the GAM model is a set of ordinary differential equations created with respect to some 
average vectors and their time derivatives, as detailed in the research paper. The connection 
between the QFS depiction of a signal’s time derivative and the time derivative of the QFS 
depiction of the signal is an important feature in the creation GAM model. The modulation signal 
of the PWM inverter is presumed to be sinusoidal. It becomes feasible to construct GAM model 
for several PWM inverter if the characteristics of the QFS-represented signals and the QFS 
depiction of the switching functions of the inverter is combined. 

The proposed model is subjected to both simulation and experimental demonstration. 
Comparison of the detailed model, SSA model and GAM model of the inverter is made, in each 
simulation. Plots comparing simulation wavefonns of approximately the fundamental period and 
of approximately the switching period are shown. It is discovered that using the side band 
components enables the correct depiction of switching ripple magnitude that happens at steady 
state. Faster simulation runtimes are also associated with GAM model as compared to detailed 

19 



models but slightly slower than SSA model. Experimental results also closely match the 
simulation results. 

In conclusion, results obtained from both demonstration precisely portray both the 
fundamental and switching characteristics of the inverter. 

Three-Phase Inverter Modeling using Multi-Frequency Averaging with Third 
Harmonic Injection 

In this paper, a Multi-frequency Averaging (MFA) model of a three-phase Pulse Width 
Modulation (PWM) inverter, with third harmonic injection is proposed. A Quasi-Fourier Series 
(QFS) representation of the switching functions of the inverter is presented, and used in the 
formulation of the MFA model of the three-phase PWM inverter with third harmonics. The 
fundamental frequency and third harmonic component of the modulating signal, multiples of the 
switching frequency’s components, and the side band component of the multiples of the switching 
frequency are used in representing the state variables of the MFA model. 

The switching functions’ component magnitudes are found by using discrete Fourier 
transform. By making a comparison between a !0-kHZ carrier signal with two different a-phase 
60-kHZ modulation signal that are sampled at 30MHZ, two switching functions are generated. 

The equations representing the mathematical model (MFA model) of the inverter is 
presented in the paper. It is seen that "the magnitudes of high frequency components of three- 
phase switching functions on the same frequency are equal in the balanced system”. This implies 
that three phase switching functions have almost same harmonic components. 

The three-phase inverter simulation is done in MATLAB, and the Bessel function of the 
first kind is implemented using MATLAB interpreter. The simulation results reveal that the MFA 
model exhibits a higher level of accuracy and faster simulation run times than other models with 
many details. 

In conclusion, the three major contributions that forms the main thrust of this work include: 
the representation of the switching function of a three-phase PWM inverters using QFS, the 
proposal of MFA model for three phase PWM. inverter with third harmonic injection and the model 
implementation via simulation in MATLAB. 

Electric Machinery 

Hybrid Position Observer for Brushless DC Motor Drives with Improved Noise 
Immunity 

An improvement to the noise immunity of the hybrid position observers of brushless dc 
motor drive is proposed in this research endeavor. This is to help in addressing the Hall-effect 
sensor noise obtained experimentally. In order to ascertain if Hall-effect sensor transitions are true 
or just a result of temporary glitches, a finite machine is used for detecting the transitions. This 
filter can cause a delay in the detection ability of Hall-effect sensors, which is compensated in the 
proposed observer. Using simulation methods, comparison is made between the proposed observer 
and the original hybrid position observer in noisy and non-noisy conditions, and for both steady 
and variable speed operation. 

The finite state machine is used for noise filtration of a given sensor. It maintains a Hall- 
effect state and a counter. It is argued that the finite state machine’s application will lead to a 
lowering of the consequences of false Hall-effect transitions, but could also lead to a delay in the 
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detection of true Hall-effect transitions. The equations for the instantaneous sine and cosine of the 
electrical position, and rotor speed equations are provided in the research paper. 

The responses of the original position observer and the proposed position observer are 
simulated. Two groups of studies are performed, namely steady-state performance and transient 
performance. In the steady state studies, the electrical rotor speed is kept constant at 120ti rad/s, 
and the observers are simulated for two electrical periods. For the transient performance studies, 
the electrical rotor speed is increased linearly from 40?t rad/s to 160ji rad/s over 0.1-s simulation 
time. 

Generally, the simulation results obtained in this work; show that the proposed model 
performs well under high noise level in both transient and steady state conditions. 

Unified Model Formulations for Synchronous Machine Model with Saturation and 
Arbitrary Rotor Network Representation 

Several models and formulations have been used to represent and study synchronous 
machines, looking from diverse perspectives. Park’s transformation provides the basis for several 
of these model formulations. The consequences of rotor reference frame transformation are as 
follows: equivalent equations become independent of time, constancy of state variables during 
steady state, and the analysis of machine becomes simple. 

Depending on the kind of simulation required, models of a machine can be formulated in 
different ways. For instance, modeling a machine-rectifier could require a conventional voltage- 
in, current-out formulation, which is more appropriate in circuit depiction but lead to mismatch of 
the interface of the machine and rectifier. However, incorporating a ‘fake’ resistor of large 
resistance value could help assuage this mismatch effect, but could result in longer simulation run 
times. 

As a major focus of this paper, “a unified derivation of the various model formulations, 
which support direct interface to external circuitry in a variety of scenarios, is presented. A 
synchronous machine model with magnetizing path saturation including cross saturation and an 
arbitrary rotor network representation is considered”. The marked difference between the 
presented derivation in this research piece, and prior derivations is that the presented derivation 
circumvents various symbolizations, realizations and transformations, inherent in prior 
derivations. A field-only voltage behind reactance (FVBR) formulations is obtained, to 
complement the group of formulations. Comparison of each formulations and their relative merits 
in diverse simulation applications are illustrated. 

In this research work, four machine model formulations (qd, SVBR. FVBR, and SFVBR 
formulations) are compared in four different cases. The machine model is a 59-kW, 560-V, 4-pole 
machine, which has been sufficiently validated with experiments. It consists of a discretionary 
linear network, which is used to characterize the rotor circuits and magnetizing path saturation 
with cross saturation inclusive. Results reveal that if the formulation has appropriate interface for 
the required simulation application, then likely, correct results with lesser time steps and lower 
simulation run times will be obtained. 

in summary, three basic contributions are the hallmark of this paper. They include an 
incorporated mode! derivation of synchronous machine model, a creation of FVBR formulations 
and the exposure of the relative merits of each formulation. 

This work was also presented at the IEEE Power and Energy System meeting, based on 
invitation. It received the best paper award for the year 2016-2017 from IEEE Transactions on 
Energy Conversion. 
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Numerical Average-Value Modeling of Rotating Rectifiers in Brushless Excitation 
Systems 

Brushless excitations are widely used in synchronous machines because of its advantages, 
which include high reliability and low maintenance cost, compared with static excitation. These 
advantages stem from the exclusion of brushes, slip rings, circuit breakers and carbon dust. 

Rotating rectifiers are engaged in brushless excitation. The main machine field circuit is 
fed from the output of the rotating rectifier that rectifies the output voltages of the exciters. For 
qualitative simulation of power electronics and analysis of power system, efficient modeling of 
brushless excitation system is of the essence, especially as machine field voltage and power system 
dynamic behavior has some correlation with brushless exciters. 

Average-Value Modeling (AVM) of machine-converter system alleviates the 
disadvantage- expensive computation, because of diode switching repetition- inherent in detailed 
modeling of the system by discarding the details of diode fast switching. 

Some of the previous works related to the subject of this research piece, as highlighted in 
this research paper, pose computational expense because many of the AVM methods explored for 
the machine-converter modeling, requires solutions to nonlinear equation and numerical 
integration at each simulation step. 

Therefore, in this paper, a numerical AVM of the rotating rectifier in brushless excitation 
system is advanced. A dynamic machine model is integrated with the numerical functions obtained 
from the averaged rectifier switching behavior, such that the nonlinear and dynamic brushless 
excitation system characteristics are merged with simulation models of a conventional voltage-in, 
current-out main machine formulation. This yields a correct and efficient simulation, which is less 
computationally expensive. 

The proposed alternative AVM approach used for rotating rectifier uses open-circuit 
voltages in determining the dynamic impedance. Current-in. voltage-out formulation are used in 
representing the windings of the armature of the exciter machine. 

In order to describe the rectifier performance across a widespread loading range, transient 
simulations are necessary. In order to do this, a 3-phase resistive load that draws rated power at 
rated voltage is connected to the main machine. The system model consist of a 4-pole, 59kVA, 
560V synchronous generator and an exciter system. The simulation was ran on 
MATLAB/Simulink 2016a platform. The elements of the circuit are represented using a software 
package called Automated State Model Generator (ASMG), which creates a state-space model 
using circuit configuration and switch states. 

The proposed brushless excitation system AVM is validated with the detailed model and 
compared with analytical AVM, in three (3) different cases. In each of the three cases, the main 
machine field winding is fed through a rotating rectifier. 

The waveform predicted by the proposed AVM model follows the same pattern as that 
predicted by the detailed model. The results of the proposed model represents the low-frequency 
system attribute and it exhibits high computational efficiency. 

Formulation of Rectifier Numerical Average-Value Model for Direct Interface with 
Inductive Circuitry 

The simulation of machine-rectifier systems using their detailed models causes 
computational expense and burden. This is because of iterative switching of diodes. In order to 
limit this effect, the use of Average-value Models (AVMs) was adopted in the simulation of such 
systems. AVMs tends to neglect diode-switching details. 
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Many other methods for the modeling and simulation of machine-rectifier system has been 
proposed in the past. This includes the use of detailed models, static AVMs, dynamic AVMs, etc. 
Long simulation run times are generally typical of detailed models of machine-rectifier systems 
during simulation. Hence, the adoption of AVMs, which maintains the system average behavior 
while disregarding diode switching specifics. 

There exists the analytical and parametric (or numerical) approaches for the construction 
of rectifier AVMs. The analytical approach seeks to establish a relationship between the variables 
of the ac and dc sides of the rectifier. The computational efficiency associated with this approach 
is expensive as the approach demands solution to nonlinear equation. On the other hand, the 
parametric or numerical approach makes simple, the Average-value Model (AVM) development 
of machine-rectifier systems. It obtains the parameters of the model from an initial detailed 
simulation during early developmental stage of the model, using numerical methods. 

Earlier approaches using numerical approach for rectifier AVM development, involved the 
introduction of low-frequency approximation to boycott inappropriate transfer function on the ac 
or dc side of the rectifier. 

The main idea of this paper is the presentation of another numerical approach for the 
formulation of the AVM of machine-rectifier system, which exploits the natural dynamic 
impedance of the rectifier, while avoiding the low-frequency approximations and algebraic loop. 
The proposed numerical AVM approach of the system includes in the brushless excitation system, 
stationary and rotating rectifiers. Comparison of the proposed approach to existing numerical 
AVMs and experimentally validated detailed model simulation, in six cases is done. The 
mathematical relationships used in the proposed approach is similar to existing AVMs. 

A block diagram summarizing the structure of the proposed model is presented in the 
research paper. The Automated State Model Generated (ASMG) is used to depict the elements of 
the circuit, while stator-only voltage-behind reactance (SVBR) formulation is used for machine 
modeling in stationary rectifier characterization. The field-only voltage-behind reactance (FVBR) 
formulation is used for machine modeling, for rotating rectifier characterization. 

For each of the six cases considered, the waveforms of the simulation results, simulation 
runtimes, number of required time steps for simulation, and how they compare with their prior 
AVM counterparts and detailed models are presented in this work. The proposed model proves to 
be correct during simulation of both steady state and transient state, even in cases where prior 
AVMs fail in providing accurate waveforms. Yet, the proposed model maintains the computational 
advantage of prior AVMs over detailed models. 

Optimization Methods 

Genetic Algorithm with Integrated Computing Budget Allocation for Stochastic 
Problems 

In many applications, stochastic problems are of great interest and the use of Genetic 
Algorithms (GAs) to solve these problems have become popular. Stochastic problems are 
generally found in engineering and science. In this worjc, a GA is presented such that the computing 
budget allocation techniques are incorporated into the selection operator instead of being used 
during fitness evaluation. 

Stochastic modeling can be applied to problems that are subject to uncertainty. 
Comparatively high computational expense involved in performing required simulation is a 
common characteristic of these problems. A direct method of large sample collection can be 
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computationally expensive, thus enhancement of this approach is possible by utilizing efficient 
sampling in the search algorithm. Hence, the search algorithm's runtime and accuracy can be 
possibly improved. 

Methods of solving optimization problems, e.g. Genetic Algorithms (GAs), particle swarm 
optimization, simulated annealing and ant colony optimization have recorded some success when 
objective function’s derivative is not known or is extinct. Optimal Computing Budget Allocation 
(OCBA) methods are useful for sample allotment performed on a group of individuals to disclose 
the comparative advantage of the individual. Merging CBA methods with GAs can help in 
sampling efficiency improvements in robust optimization methods. Evaluation-Integrated GA 
(E1GA) is an algorithm in which the OCBA method of choosing certain number of individuals out 
of a group of individuals is incorporated with GA evaluation to improve search efficiency. 

For a stochastic problem, by computing the mean of the small number of random samples, 
the fitness function can be approximated. Understanding the relative fitness of a small group of 
individuals rather than the exact fitness of each individual is the requirement of GA. The 
information is proposed to be obtained by the GA from the Selection-Integrated GA (SIGA). The 
equal allocation method, OCBA methods and the proportional to variance (PTV) methods are the 
CBA methods applied in this study. Largely, this work focuses on making comparison between 
EIGA and SIGA. Of less importance to the way in which the CBA method is performed, is the 
consideration of the specific genetic operators employed by each of these algorithms or their 
parameters. 

Three test functions used in this work-Griewank, HappyCat and HGbat- are shifted and 
rotated. These test functions have additive Gaussian noise. It is discovered that the SIGA performs 
better than the EIGA, with respect to the mean error for a particular CBA method. This is ascribed 
to the way in which the SIGA allots fitness evaluation to particular individuals of which the GA 
wants considerable information. It is also found that the EIGA achieves peak performance 
generally with EQU method of CBA. The SIGA performance is less sensitive to the CBA method 
chosen. With significantly fewer test problems samples, the SIGA’s solution mean error can be 
compared with EIGA’s when EQU method is used. 

Computing Budget Allocation in Multi-Objective Evolutionary Algorithms for 
Stochastic Problems 

Real-life problems are essential practical problems whose solution are found using Multi- 
Objective Evolutionary Algorithms (MOEAs). Operators such as mating selection combined by 
MOEAs selects features such as child genes, crossover, and mutation to create new generation of 
individuals. Among MOEAs, popular elilist approaches archive non-dominated solutions from the 
previous generation and combine them with non-dominated solutions from the current generation 
to produce the subsequent generation, a process, referred to as environmental selection. 

Different method for handling noise, in the course of proffering solution to stochastic 
problems have been developed by researchers, with the purpose of bringing accuracy and 
efficiency improvement to the algorithms. In order for each individual’s fitness to be determined, 
MOEAs undergo iterative computationally expensive simulation of samples, hence the need for 
noise handling techniques e.g. Optimal Computing Budget Allocation (OCBA)-, to obtain more 
precise results from smaller samples. 

In this research work, the question of application of Computing Budget Allocation (CBA) 
methods to MOEAs is considered. The method of CBA concerns how few number of total samples 
are allocated to a group of individuals in the stochastic problem’s solution space. Investigation into 
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the effects of incorporating CBA methods into either the evaluation or environmental selection on 
MOEAs is done. This work is principally motivated by a prior work, which proposed CBA 
integration into the selection rather than evaluation process of genetic algorithms (GA) for single¬ 
objective stochastic problems. Owing to the inspiration gotten from this prior work, a description 
of an amalgamation of studies that compare alternative methodologies to incorporating CBA 
methods into GAs, such as Evaluation-Integrated GA (EIGA) and Selection-Integrated GA (SIGA) 
is considered herein. Within an NSGA-II implementation, comparison between several CBA 
techniques e.g. equal allocation (EQU) method, OCBA method, and proportional-to-variance 
(PTV) method is done on both 2D and 3D stochastic problems. The EQU represents the basic 
method serving as a standard for comparison, with computing budget equally allocated to 
individuals. The OCBA method helps to maximize the chance of choosing the Pareto optimal set 
in stochastic problems. The PTV method allots computing budget in proportion to the sum of 
variance over all the objectives. In essence, the PTV exploits the variance data from the current 
samples. 

Results from this work show that the SIGA performs better than the EIGA with respect to 
the Generation Distance (GD) and Inverse Generation Distance (IGD) performance metrics. In 
other words, the SIGA yields more correct results in providing solution to multi-objective 
stochastic problems. This is because of the way in which fitness evaluations is assigned by the 
SIGA towards certain individuals of which much information is desired in developing the Pareto 
front. It is intended that this idea would be extended to studies of photovoltaic inverters 
optimization subject to solar changes in irradiation of the sun and shipboard power system design 
subject to disruptions, in which the advantages of CBA integration techniques will be determined 
on more real-world optimization problems. 

Appendices 
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Abstract—Previous approaches for early-stage shipboard- 
power-system simulation were driven by a need to perform time- 
domain simulation during the early design stage and included an 
internal idealized representation of the control system. Herein, 
the reduced-order physical model of the power system is com¬ 
bined with an independent representation of the control system. 
This allows the benefits of faster simulation and reduced modeling 
effort to be retained while improving understanding of the effects 
of the control system on system performance. This approach 
is demonstrated by studying a compromised control system 
subjected to false set point attacks that drive the system operation 
away from ideal behavior. Using a notional MVDC system and 
a representative operational vignette, the performance of the 
uncompromised system is compared with the performance of the 
compromised system over a set of potential cyber disruptions by 
calculating the system dependability. 

I. Introduction 

Shipboard power systems are service providers [1], [2], [3] 
and should be assessed based on their ability to deliver power 
during the operational vignettes through which they must 
operate [2], [41, [5], [6], Time-domain performance metrics 
are often used to quantify the performance of such systems, 
and the consideration of such metrics requires numerous 
simulations. It is important for simulation methods used to 
evaluate these metrics to be computationally efficient and to 
exhibit appropriate levels of detail for the simulations being 
performed. A great deal of development of techniques for 
eaijy-stage simulation of shipboard-power-system models has 
occurred [7], [8], [9], [10]. This work has focused on the 
two key aspects mentioned above: reduced modeling effort 
and fast simulation run time. Throughout the development of 
these methods, there has been a constant understanding that 
there were two key limitations. The first limitation is that the 
modeling approach substitutes an idealized surrogate control 
system model that acts with perfect knowledge and seeks 
an instantaneously optimal solution. The second limitation is 
that the representation of the power system and the surrogate 
control system model are fundamentally intertwined. Herein, 
an approach for representing the control system (without sur¬ 
rogate model) while retaining the modeling and computational 
advantages of the early-stage simulation model is presented, 
alleviating the limitations of previously presented methods for 
early-stage modeling. 

The proposed approach receives set points from the control 
system model and uses these to formulate a quadratic pro¬ 
gramming problem in which the nearest physically feasible 
state of the power system is located. This approach mimics the 
process by which local controllers would respond to deviations 
from programmed set points (e.g„ droop control). In this way, 
the computational efficiency of the modeling technique is 
preserved while allowing the control system to be represented. 

This approach is demonstrated by examination of a com¬ 
promised control system in which false set points are injected 
to model the response of the system to cyber attacks. The 
performance of both the uncompromised and compromised 
control systems are compared for a representative operational 
vignette. This sets the stage for work involving other control 
system models and more sophisticated cyber attack models 
(e.g,, [llj). Specifically, this work serves to: 

1) Present an approach for including nonideal controller 
models within the simulation model. 

2) Demonstrate the approach using a compromised control 
system subject to cyber attack. 

3) Evaluate the dependability characteristics of a notional 
system during a representative vignette when subject to 
cyber disruption. 

The remainder of this paper is organized as follows. The 
simulation models for both idealized and alternative controller 
representations are presented in Section II, along with the 
model of a compromised control system. The notional system, 
representative vignette, and applicable performance metrics are 
described in Section IIL In Section IV the simulations are 
discussed, and conclusions are drawn in Section V. 

II. Simulation Model 

The simulation approach used herein, shown in Fig. 1, 
involves the embedding of a mathematical programming prob¬ 
lem within the solution for each time step of the simulation. 
Specifically, the system has dynamic state that is updated from 
time step to dme step. Within the calculations of a given time 
step, this dynamic state is used to establish a mathematical 
programming problem lhat represents the characteristics of the 
system at that time. By solving the optimization problem, the 
state of the power system at that time is calculated. This is used 
to update the dynamic state of the system and to advance time. 

978-1-5090-4944-8/17/S31.00 ©2017 I FEE 9 



Fig. 1. Simulation approach. 

The structure of the mathematical programming problems are 

described in the subsections below. 

A. Idealized Controller Representation 

The behavior of the power system (with an idealized con¬ 

troller representation) in a given time step is approximated 

using a linear programming problem with the following struc¬ 
ture: 

T maximize c x 
x 

subject to Ax < b, ^ 

Af^x = be9, 
x > 0. 

The vector x contains the decision variables of the optimiza¬ 

tion problem, which represent the various power flows in the 
system in a given time step. The vector c represents the 

weights of different power flows in the objective function 

of the controller. The matrix A and the vector b represent 

inequality constraints associated with each component (c.g., 

maximum power ratings). The matrix Aeq and the vector 

beq represent the conservation of power at each bus. Each 

component in the system contributes decision variables (i.e., 

elements of x), terms in the objective function (i.e., linear 

terms appearing in cTx), and inequality constraints (i.e,, rows 
of Ax < b). 

The solution to the linear programming problem is not 
necessarily unique. In cases where the solution is not unique, 

the linear programming solver may produce a solution xu. 

A solution of equal quality (i.e., cTxo) but with the most 
balanced elements is preferred because it more accurately 

reflects the power sharing behavior of generators, converters, 
etc. Therefore, after solving the linear programming problem, 

a quadratic problem of the following form is solved: 

1 T 
minimize -x Hx 

X 2 

subject to Ax < b, 

A x = b (2) n-eq-** — L'eqj 

T T 
C X = c'x0, 

x > 0. 

The matrix H is a diagonal positive semidefinite matrix 

containing the reciprocals of power ratings of components 

that are expected to share power (i.e., generators, converters, 

energy storage, and loads). The power-flow vector x represents 

the instantaneous power flows in the system, and it can be 

used to update the dynamic state of the system (e.g., generator 

prime mover dynamics and energy storage state). 

B. Alternative Controller Representation 

If an alternative controller representation is to be employed, 

all of the physical constraints indicated above must be satis¬ 

fied, but the objective function is not necessarily optimized. In¬ 

stead, the alternative controller model will establish set points 

for variables within the power system. The incorporation of 
the alternative controller model involves attempting to find a 

power flow solution that is physically feasible while attempting 

to achieve the set points indicated by the controller model 

(which may themselves not even be feasible). 

This is accomplished by recognizing that the alternative 

controller model establishes set points related to the power 

flow variables in the following manner: 

y = Mx, (3) 

where y represents the set points provided by the controller 
and M is a selector matrix that selects the corresponding 
elements from the power-flow vector. 

To incorporate the set points from the controller model, the 

following quadratic programming problem is solved in each 
time step: 

minimize ^(y - y*)THM(y - y*) + ' Hx 

subject to Ax < b, ^ 
Aeflx — begj 

x > 0, 

where y* represents the set points provided by the controller 

model in the given time step and is a diagonal positive 

definite matrix that indicates the relative weighting of each 

element of the set-point vector to the controller. The resulting 

power-flow vector x represents the instantaneous power flows 

in the system, which will be physically feasible and maximally 

match the set points provided by the controller model. 

C. Compromised Controller Model 

The approach described in the subsection above can be 

used to represent a compromised control system, an example 

of a nonideal controller model. In particular, the effects of 
false set point attacks are studied herein. The compromised 

controller is represented as behaving as the idealized controller 

until the moment qf the attack. The M matrix is set up to 

select the generator output powers, energy storage charging 

and discharging powers, and load powers. The compromised 
controller solves the linear programming problem in (1) and 

the quadratic programming problem in (2) to establish the 

ideal power-flow vector x’. The ideal power-flow vector is 

translated into an ideal set-point vector y* = Mx*. An attack 

10 



Fig. 2. Notional MVDC system. MTG signifies main generator, ATG signifies 

auxiliary generator, PMD signifies propulsion, CM signifies converter, R 
signifies radar, and ZL signifies zonal load. 

TABLE I 1 
Parameters of Notional Medium-Voltage DC System 

Rating of main generators 

Rating of auxiliary generators 

Total rated propulsion load 

Radar load 

36 MW 

5 MW 

60.4 MW 

3.8 MW 
Vital load per zone 

Nonvital load per zone 
Zone I mission load 
Zone 1 energy storage 

Zone 1 energy storage rate 

Zone 1 power conversion capacity 

0.9 MW 

0.8 MW 

13 MW 
780 MJ 

13 MW 

2.6 MW 

TABLE II 

Representative Vignette 

Time (s) Action 

0 Cruise at 20 knots with radar and mission load off 

30 Decrease to 10 knots and turn on mission load 

75 Turn on radar 

100 Increase to 20 knots and turn off mission load 

135 Increase to 30 knots 

180 End of vignette 

is characterized by a time of inception ta, a set-point index 

ia (representing the component being attacked), and a false 

set point v. Once the attack has started, the element of y* 

corresponding to index ia is set to its false set point of v. The 

corresponding element on the diagonal of H ,u is increased to 

model the failure of the compromised component to participate 

effectively in power sharing. The set-point vector y* is then 

passed to the power system model, where it is used to solve 
the quadratic programming problem in (4) to determine the 

physical behavior of the power system in response to the 

compromised control set point. 

III. Example System and Vignette 

The notional medium-voltage dc (MVDC) system shown in 

Fig. 2 is used to illustrate the proposed approach. The MVDC 

system Is based on the notional MVDC system developed 
by the Electric Ship Research and Development Consortium 

[8]. Parameters for the system are shown in Table I. The 

four-zone system consists of two main generators and two 

auxiliary generators. There are two propulsion drives that 

operate at power levels corresponding with the desired speed. 
There is a radar that operates at different points during the 

vignette. A high-power load in Zone 1 and associated energy 

storage is used to engage in the mission. The zonal loads 

are fed through converters, and each zone contains some vital 

and some nonvilal load. A representative operational vignette 
based on [6] is selected. This vignette is described in Table II. 

To determine the effectiveness of the power system during 

the vignette, a metric called operability will be observed. Op¬ 

erability is a measure of the degree to which the performance 

of the power system contributes to mission effectiveness in a 

particular scenario 0. Operability can be expressed as 

0(0) = 
Jt"'d CLl wiPmax,i(t)dt 

(5) 

where Wi is the weighting of load i in the system, I is the 

number of loads in the system, Pi(t) is the power consumption 

of load i at time t, and PmaXii is the maximum power that 
load i should consume at time t. 

Average system dependability is the expected value of the 

operability over a distribution of events that the power system 

could face. If the support of the disuibution of events is E 
and a probability density function /© is established such that 

f fe(8)dd = 1, (6) 
Je 

then the average system dependability is the expected value 
of operability: 

D3 = E[0(©)]. (7) 

Average system dependability is an important property, but 

it does not indicate the risk of unacceptable performance 
caused by fairly rare but highly consequential events. Mini¬ 

mum system dependability is another form of dependability 

that describes the worst-case operability of the system over 
the set of possible events: 

A*,min = min 0(0). (8) 
6£E 

IV. Simulation Studies 

A. Baseline Performance 

The performance of the ideal (uncompromised) system is 

shown in Fig, 3. In the vignette, a mission load situated in 

Zone 1 is operated. The zonal power conversion equipment in 

Zone I is not sufficiently large to operate the mission load, so 

it is primarily served from energy storage situated in this zone. 
It can be seen that the propulsion and generation powers are 

reduced at 30 s and that the mission load power is increased. 

The stored energy begins to decrease as the energy storage 

serves the mission load. The non-vilal load in this zone is shed 
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in order to serve the vital and mission loads with the zonal 

power conversion equipment and the energy storage. At 75 s, 

the radar load and generator powers increase. At nearly 100 s, 

the energy storage is exhausted, and the vital load in the zone is 

shed briefly in order for all zonal power conversion capability 

to serve the mission load. At 100 s, the mission load is turned 

off and the propulsion and generation powers increase. Both 

the vital and non-vital loads are restored to service and the 
energy storage begins to charge with remaining zonal power 

conversion capability. At 135 s, the propulsion and generation 

powers increase further, but this increase is limited by the 
ramping limits of the generation. Because of the exhausted 

energy storage and the ramping limits, the operability for this 
vignette is calculated as 98.97%. 

B. Example Compromised Performance 

It is assumed that a cyber disruption is characterized by 

a time of inception ta, a set-point index ia (representing the 

component being attacked), and a false set point v. An example 

disruption occurring at 90 s and setting the output power 

set point of one of the main turbine generators to zero is 

simulated. The performance of the system under this disruption 
is shown in Fig, 4. It can be seen that the performance is 
identical to the uncompromised controller before the disrup¬ 
tion. Following the disruption, there is some load shedding of 

vital, non-vital, and radar loads. This load shedding increases 

at 135 s, when the propulsion power is to be increased. 

The most noticeable difference is that the final propulsion 

power is approximately 40% lower than in the uncompromised 

case, resulting in a final speed of approximately 26.5 knots 

compared to the desired value of 30 knots. The operability for 
this vignette is calculated as 95.51%. 

C. Average System Dependability 

The average system dependability is evaluated using a 
Monte Carlo approach with 10,000 randomly generated dis¬ 

ruptions. The time of inception ta is assumed to be uniformly 

distributed on the interval [0,180] s. The set-point index is 

assumed to be uniformly distributed across the set of set points 

(in this case, {1,2,.,,, 33}). The false set point is assumed 
to be uniformly distributed on the interval [0,1] pu. These 

random variables are also assumed to be independent. The 

system is simulated for each disruption and the operability 

is calculated. The average system dependability is determined 

to be 98.43%, which seems relatively high compared to the 
baseline operability of 98.97%. A histogram of the operability 

is shown in Fig. 5. It is observed that the vast majority of 

single-point cyber disruptions have little to no effect on the 

operability of the power system. Of the 10,000 cases observed, 

only 841 resulted in an operability below 98%, and only 47 
cases resulted in operability values below 70%. The worst- 

case operability observed using the Monte Carlo approach is 
69.46%. 

In each of the 47 cases with operability values less than 

70%, the set-point index corresponds to the charging power 

of the energy storage in Zone !. If the average system 
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Fig. 6. Histogram of operability conditioned on attacking charging power of 
Zone i energy storage. 

dependability is calculated conditioned on attacking this set 

point, the average system dependability is determined to be 
88.39%. A histogram of these operability values is shown in 

Fig. 6. It can be seen lhat there is a much stronger probabilily 

of a low operability value if the correct component is targeted 
for the vignette in question. 

D, Minimum System Dependability 

A genetic algorithm is used to determine the minimum 

system dependability as described in [2] and the corresponding 

worst-case cyber disruption. MATLAB’s ga function with 
default parameters is used for this purpose. Using approxi¬ 

mately 2,200 operability evaluations, the worst-case disruption 

is determined lo be an attack commencing at time 0.28 s, 

attacking the charging power of the energy storage in Zone 

1, and attempting to set the charging power to 0.48 pu 
(compared to ihc maximum charging rate of this component 

of 0.16 pu). The performance of the system for this disruption 

is shown in Fig. 7. By setting the charging power set point 
for this componem to such a high value, the energy storage 
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is essentially prohibited from discharging. As the mission 

load requires power from this component to operate, this 

severely limits the power consumption of the mission load 

because it can only be served by the zonal power conversion 

equipment. The remainder of the vignette is basically similar 

to the baseline case. The minimum system dependability is 

determined to be 69.46%, which corresponds to the worst- 

case observed using the Monte Carlo approach. However, only 

22% of the number of operability evaluations were required to 

evaluate the minimum system dependability using the genetic 
algorithm. 

V. Conclusion 

An approach for representing a controller model within 

mathematical-programming-based simulation approaches for 

shipboard power systems is presented. It separates the physics 

of the power system from the representation of the controller 

and permits the inclusion of nonideal controller models, 

eliminating two of the remaining challenges associated with 

mathematical-programming-based simulation models. This ap¬ 

proach is demonstrated using a compromised control system 

model in which false set points can be injected, represent¬ 

ing a cyber attack. Using a notional MVDC system and a 
representative operational vignette, the performance of the 
uncompromised system is compared with the performance 

of the compromised system over a set of potential cyber 

disruptions. The average and minimum system dependability 

is calculated, and it is shown that the system can be vulnerable 

to specific disruptions even if its average system dependability 
remains high. 
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Abstract—A market-based control approach is presented for 
the control of power flow within an electric ship. The proposed 
control method consists of an artificial market in which various 
actors (a consumer and firms) behave according to microeco¬ 
nomic principles. Each piece of equipment within the engineering 
plant will behave as a firm, attempting to maximize its profit. 
The commanding officer will behave as a consumer, attempting to 
maximize his or her utility. By proper market design, Ihe control 
system allocates resources within the system efficiently to meet 
the objectives of the commanding officer. This control strategy 
does not inherently depend on the mode of operation. If objectives 
change (e.g., cruising vs. battle), the market reacts, prices shift, 
and resources are allocated to new purposes, ff the structure 
of the system changes (e.g., due to a change in plant lineup or 
due to battle damage), the prices will change to reflect the new 
conditions, and the market will attempt to meet the objectives 
in the most efficient manner under the new configuration. In 
this way, a unified control strategy can be applied to achieve 
various objectives, such as fuel efficiency, continuity of service, 
and survivability. 

I. Introduction 

Naval ships are evolving from efficient transport platforms 
to mobile power stations for advanced sensors and weaponry 

supporting diverse missions ranging from littoral strike to 

ballistic missile defense. These advanced mission systems will 
require power of the same order of magnitude as propulsion. 

Simultaneously, technology and affordability are creating a 

trend toward more automated ships with reduced crew sizes. 

These conflicting requirements and constraints provide a com¬ 

pelling need to consider new control system paradigms. Future 

electric warship engineering plants must provide Ihe escalating 

electric power required by emerging mission systems. Ongoing 

developments in power system design and technology are 

improving power density and efficiency but they are also 

increasing system complexity. Integration of ship and mission 

power systems and energy storage require a new control 

paradigm to effectively manage the ship energy bank account. 

Other key emergent challenges include increasing dynamic 

interdependence between ship and mission systems and the 
emergence of large load transients and cyber threats. 

The development of a market-based control method for 

agile, resilient, effective, and efficient control of progressively 

more complex electric warship engineering plants is presented 

herein. Market-based control is an approach in which resources 
are artificially priced according to laws of supply and demand 

and the operation of equipment is governed by profit-seeking 

behavior [1J. The prices of goods in the system reach equi¬ 

librium values when the demand for resources is equal to the 

supply of those resources. Market-based control is commonly 

used for resource allocation within communication networks 
(e.g., [1]), but it has also been applied to building climate 

control systems [2], the control of structures [3], and other 
areas [4]-[6]. 

Market principles are formally applied to the development 
of the control method, explicitly linking the economic behavior 

of the actors in the system (the commanding officer and 
the equipment in the plant) with the physical behavior of 

the equipment in the system! As mission priorities change, 

prices in the system will adjust automatically to reach the 

optimal allocation of resources, resulting in an agile system. 

The resulting plant will be an engineered resilient system, and 

the proposed control method will also be applicable to multiple 

classes of ship, which is a marked departure from existing 

power control design approaches. 

Market-based control algorithms can maximize resource 

management under highly dynamic and uncertain conditions. 

These attributes are critical to the success of complex, dynami¬ 

cally interdependent distributed combat systems. The proposed 
market-based control method provides a mathematical founda¬ 

tion for distributed control systems which are agile, resilient, 

dependable, effective, and efficient. Herein, a market-based 
control approach is presented for the control of power flow 

within an electric ship. The proposed control method consists 

of an artificial market in which various actors (a consumer and 

firms) behave according to microeconomic principles. Exam¬ 

ples of such actors include generation, distribution, conversion, 

energy storage, and the commanding officer. Each piece of 

equipment within the engineering plant will behave as a firm, 

attempting to maximize its profit. The commanding officer 

will behave as a consumer, attempting to maximize his or her 

utility. By proper market design, the control system allocates 

resources within the system efficiently to meet the objectives 
of the commanding officer. This control strategy does not 

inherently depend on the mode of operation. If objectives 

change (e.g., cruising vs. battle), the market reacts, prices 

shift, and resources arc allocated to new puiposes. ff the 
structure of the system changes (e.g., due to a change in 

plant lineup or due to battle damage), the prices will change 
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to reflect the new conditions, and the market will attempt to 

meet the objectives in the most efficient manner under the new 

configuration. In this way, a unified control strategy can be 

applied to achieve various objectives, such as fuel efficiency, 
continuity of service, and survivability. 

The remainder of this paper is organized as follows. In 

Section II, the method for reformulating the power system 

allocation problem as a market-clearing problem is presented. 
An illustrative example is described in Section III. A notional 

medium-voltage dc (MVDC) system and the decision func¬ 

tions for its components are described in Section IV, and the 
performance of the market-based control is compared with the 

performance of an idealized controller under both an ordinary 
operational vignette and a fault scenario. 

II. Market-Based Control 

The shipboard power system can be understood as con¬ 
sisting of n resources (e.g., power at a given bus). Each 

component i in the system can be thought to consume a bundle 

of resources represented as Q,- = [Q\ Qi - ■■ Qn]T, in which 
resources produced by the component are represented with 

negative numbers. The physical constraints of each component 

are represented by two constraints that g;(Q,) < 0 and 

h;(Q») = 0. 
The bundle of resources that can be thought to be consumed 

by the commanding officer in order to meet mission require¬ 

ments can be represented by Qf., and it is likewise subject 

to two constraints that gr(Qc) < 0 and hf.(Qc) = 0, Also, 

a function /C(Q(.) represents the utility derived from a given 

bundle of consumed resources, a value lhat the commanding 

officer would like to maximize. Conservation laws require that 

Q, + ^Q,=0. (1) 

Vi 

Problem 1. The allocation problem is to find Q,; and Q, Vi 
that solve 

ntax„ /c(Qc) (2) 
Q.-.Q, Vi 

Subject to gr:(Qc) < 0 gijQ,) < 0 Vi (3) 

hc(Qc) = 0 h,(Q;.} = 0 Vi (4) 

Qo + ^Qi = o. (5) 

Vi 

Necessary conditions for Qc and Q; Vi to be a solution to 

Problem 1 are that (3)-{5) are satisfied and that d/i,, > 0, 

> 0 Vi, 3Af;, Vi, and 3A such that 

V/c = 

0 = 

T 

be + 
T 

b« + 

(Qc) — 0 Vj 

bijiMQ;) = o Vi,j. 

f dhr 
V^Qe 
[dhr 
Uq,. 

T 
) Ac + A 

T 
A, +A Vi 

(6) 

(7) 

(8) 

(9) 

It is proposed herein to represent the shipboard power 
system using an artificial market-based economy in which the 

components in the system act as firms and the commanding 
officer acts as a consumer. In this economy, the price of all 

the goods can be expressed as II — [11] II2 ■ ■ ■ njT, A firm 

i, consuming a bundle of resources Q, will receive a profit 
given by 

Profits =-II1 Q,. (10) 

Therefore, the consumption decision for firm i is 

Q, = argmax - II1 Q; (11) 
Q, 

subject to gi(Qi) < 0 (12) 

hi(Qt) = 0. (13) 

The consumer will attempt to maximize utility by solving 
the following optimization problem: 

Qc = argmax /e(Qr:) (14) 
Q, 

subject to go(Qc) <0 (15) 

bc(Qc) — 0 (16) 

II1 Q,. - y^Profiti. (17) 
Vi 

Problem 2. The market-clearing problem is to find II such 
that 

Qc + X]Qi = 0' ^18) 
Vi 

Proposition I. /) solution to Problem 2 satisfies the necessary 
conditions for a solution to Problem 1, 

Proof. If II is a solution to Problem 2, (3)-(5) are satisfied. 

Also, from the necessary conditions for Qr to be a solution 
to 3/zc > 0 and 3AC such that 

V/, = Pc. + 
dhc 

dQc .3Q(: 

bcjHcj(Qc) = 0 Vj. 

Also, 3bi > l) Vi and 3A, Vi such lhat 

~n=(p 
\8Q 

pij9ij (Qi) = 0 V'i, j. 

Thus, (6)-(9) are satisfied with A = II. 

A( t n 

Pi + 
3hj 

(19) 

(20) 

(21) 

(22) 

□ 
Remark 1. Under stronger conditions, stronger statements 
relating Problem 1 and 2 can be made. 

III. Illustrative Example 

In this section, market-based control will be demonstrated 

on a simple example in which it is possible to calculate the 
solution analytically. The example involves a generator, an 

interconnect, a nonlinear load, and a consumer arranged as 

shown in Fig. 1. The generator, the interconnect, and the 
load will behave as firms. Because of the structure of the 

system, the power provided to Bus 1 by the generator must 

correspond to the power transferred from Bus 1 to Bus 2 by 
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Fig. 1. Illustrative example. The generator, interconnect, and load act as firms. 

the interconnect and to the power consumed from Bus 2 by 

the load. The utility function is expressed as 

U = -wgP + (23) 

where P is the consumed power and wg > 0 and in; > 0 are 
the weighting factors for the generator and the load, respec¬ 

tively. The generator, interconnect, and load have maximum 

powers Pgmai > 0, Pint ax > 0, and Pimax > 0, respectively. 

For this system, it is known that the optimal power is 

r min ^ ^ : Pgmax'i ^imaxt ^Lmax ^ • (2^") 

This solution can be compared with the solution found by 

solving the market-clearing problem. 

For market-based control, this system is considered to have 

three resources: power at Bus 1, power at Bus 2, and utility 

with prices fli, 112, and II„, respectively. The proiil of the 

generator can be expressed as 

Profit,, = ff■] Pg ~ UuWgPg, (25) 

where Pg is the output power of the generator. The generator 

will attempt to maximize its profit under given prices fli and 

Hu. The maximum proiil can be reached when 

Pgmax 

0 
111 > 

Hi < nltuja. 
(26) 

The profit of the interconnect can be expressed as 

Profit; = n2P; - riiPi, (27) 

where P; is the power transfemed from Bus 1 to Bus 2. The 
interconnect will attempt to maximize its profit under given 
prices IT2 and Hi. The maximum profit can be reached when 

Pi = !Pimax 112 > 111 (28) 
^ Pimax n2 <1 Fli. 

The profit of the load can be expressed as 

Profit; - nu«j; \/Pi - n2P;, (29) 

X 

Fig. 2. Plots of the step approximation function for several values of m. 

where Pj is the power consumed by the load. The load will 

attempt to maximize its profit under given prices IT,, and II2. 
The maximum profit can be reached when 

(k) Imax 

P‘={ 

Pin 

FF > 0 

n2 < 0 and 

11 > 
n2 < 0 and 

:llo 

11-2. 
(30) 

The consumer consumes the amount of utility available to 

it from the profits of the components: 

U = 
Profitp + Profit; + Profit; 

iT ' 
(31) 

The discontinuities in the decision functions of the com¬ 

ponents create numerical challenges for solving the market¬ 

clearing problem. These challenges are magnified by the fact 
that the solution to the problem often lies at the point of 

discontinuity. To address this challenge throughout, a contin¬ 
uously differentiable approximation of a step function is used 

throughout. In particular, for a step function passing through 

zero at 2: = 0 and having a value of unity at 2 = 1, an 

approximation with a slope of m at 2 = 0 and a slope of zero 

at 2 = 1 is given by 

mx + (3;r2 — 22s) 
y ' 

mx -I- 1 
(32) 

Plots of this function for several values of m are shown in 

Fig. 2. It can be seen that by increasing the value of rn, this 

function more closely approximates a step function. 

The problem is considered with Pgmax = Pimax = 
Pimax = 1 pu and with w; = 1. The utility function is ploted 
versus the power for different values of wg in Fig. 3. It can 

be seen that different values of ws result in different optima! 
values of power. Some of these values are internal to the 

interval [0,1] pu. and some lie on the upper limit. 
The market-clearing problem is solved for the different val¬ 

ues of wg using MATLAB's fsoive. The results are shown in 
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Fig. 3. Reialionship between power consumption and utility for different 
generator weights (u>f — 1). 

TABLE I 

Comparison of Analytical and Market-Based Solutions for 
Different Generator Weights 

Generator weight Analytical solution Market-based solution 

_0_1_1.0000 
0.5 I 0.9999 

_J_025_0.2504 

1.5 0.1111 0.1111 

2 0.0625 0.0625 

Table 1. It can be seen that the solution to the market-clearing 

problem (even with the introduced continuously differentiable 

approximation) corresponds to the analytical solution for cases 
both internal to and on the boundary of the interval. 

IV. Shipboard Example 

In this section, the market-based approach will be demon¬ 

strated on a larger system, the notional medium-voltage dc 
(MVDC) system shown in Fig. 4. The MVDC system is 

based on the notional MVDC system developed by (he Electric 

Ship Research and Development Consortium [7J. Parameters 
for the system are shown in Table U. The four-zone system 

consists of two main generators and two auxiliary generators. 

There are two propulsion drives that operate at power levels 

corresponding with the desired speed. There is a radar and 

a high-power toad in Zone I and associated energy storage 

that are used to engage in the mission. The zonal loads arc 

fed through converters, and each zone contains some vital and 
some nonvital load. 

The MVDC system has a variety of different component 
types: interconnects, generators, converters, energy storage, 
and loads. Each of these component types will act as firms in 

the artificial market-based economy and will require a decision 

function that specifies its profit-maximizing operation for a 

given set of prices. The decision functions for each of the 

components under representative conditions are shown in the 

figures described below. The interconnect decision function is 
shown in Fig, 5. The decision function for the generator is 

shown in Fig. 6. The generator decision function is based on 

Fig. 4. Notional MVDC system. MTG signifies main generator. ATG signifies 

auxiliary generator, PMD signifies propulsion, CM signifies converter, R 
signifies radar, and ZL signifies zonal load. 

TABLE B 

Parameters of Notional Medium-Voltage DC System 

Rating of main generators 

Rating of auxiliary generators 

Total rated propulsion load 

Radar load 

Vital load per zone 

Nonvital load per zone 

Zone I mission load 

Zone 1 energy storage 

Zone I energy storage rate 

Zone 1 power conversion capacity 

36 MW 

5 MW 

60.4 MW 

3.8 MW 

0.9 MW 

0.8 MW 

13 MW 

780 MJ 
13 MW 

2.6 MW 

the dynamic stale of the generator. At any given moment, the 

generator has a dynamic maximum and minimum power limit 

that are functions of the prime mover dynamics. For some sets 
of prices, the generator should produce its maximum power. 

For others, it should produce its minimum power. As some sets 
of prices, the generator should produce zero power (e.g., if no 

load is operational). If the minimum power is greater than zero, 

operation at zero power will result in the generator entering an 

overspeed status and tripping offline, The decision function for 

the converter is shown in Fig. 7. The energy storage decision 
function is shown in Fig. 8. Finally, Fig. 9 shows the decision 

function of the load. The profit of each component is given 

by 10. The decision function for the consumer is to consume 

the amount of ulilily available to it from the profits of the 
components: 

jj _ Svi Profil. 
nu (33) 

Two simulation studies of (he MVDC system are performed, 

representing both normal and abnormal operating conditions. 

The performance of the market-based controiler is compared 

with the performance of an idealized linear-programming- 
based control representation, which is seeking to maximize 
the same utility function. 
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Fig. 6. Generator decision function. 

I 

Fig. 8. Energy storage decision function. 

Input Price '2 '2 utility Price 

Fig. 9. Load decision function. 

In the first scenario, a representative operation vignette 

based on [8] is studied. In this vignette, the ship cruises at 

20 knots with its radar and mission load turned off. At 30 s, 
the ship reduces speed to 10 knots and turns on the mission 

load in Zone 1. At 75 s, the radar is turned on. At 100 s, 
lltc mission load is turned off, and the ship increases speed to 

20 knots. At 135 s, the ship increases speed further to 30 knots. 
The vignette ends at 180 s. 

The performance of the system with an idealized linear- 
programming-based controller representation is shown in 

Fig. 10. It. can be seen that the propulsion and generation 

powers arc reduced at 30 s and that the mission load power is 

increased. The zonal power conversion equipment in Zone 1 

is not sufficiently large to operate the mission load, so it is 
primarily served from energy storage situated in this zone. 

The stored energy begins to decrease as the energy storage 

serves the mission load. The non-vital load in this zone is 

shed in order to serve the vital and mission loads with the 

zonal power conversion equipment and the energy storage. At 
75 s, the radar load and generator powers increase. At nearly 

100 s, the energy storage is exhausted, and the vital load in the 
zone is shed brieily in order for all zonal power conversion 

capability lo serve the mission load. At 100 s, the mission 
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load is turned off and the propulsion and generation powers 

increase. Both the vital and non-vital loads are restored to 

service and the energy storage begins to charge with remaining 
zonal power conversion capability. At 135 s, the propulsion 

and generation powers increase further, but this increase is 

limited by the ramping limits of the generation. The results 
from the market-based controller are shown in Fig. 11 and 

match the results from the idealized linear-programming based 

control representation perfectly. The prices of main-bus power, 

propulsion power, radar power, and power within Zone 1 are 

also shown in Fig. 11. ft can be seen that the price of Ihe 

power in Zone 1 increases when the mission load in that zone 

is turned on at 30 s. At 75 s, the price of the radar load 

changes from a negative value to a positive value when the 

radar is turned on. At nearly 100 s, the price of power in 

Zone I increases dramatically because the energy storage is 
exhausted. At 100 s, the price of power in Zone i decreases 

since the mission load is turned off. Because the energy storage 

is recharging at this time, the price of power in Zone 1 is 

higher than its initial value. At 135 s, all the prices ramp up 

because the power required by the propulsion increases and the 
generators cannot initially meet the increased demand. When 

the generation ramps up to meet the power demand, all the 

prices return to their previous values. 

In the second scenario, a single-bus fault is studied. In this 

scenario, the ship cruises at 30 knots with its mission load 

turned off and its radar turned on. At 15 s, a main-bus fault 

occurs in the port side of Zone 3 and lasts for 2 s. The vignetlc 
ends at 60 s. 

The performance of the system with an idealized linear- 

programming-based controller representation is shown in 
Fig. 12. It can be seen that the propulsion and generation 

powers are reduced when ihe fault occurs since the main 

generator and auxiliary generator connected to the faulted bus 

are tripped offline. The non-vital load is shed in order to 

serve the vital load with the unaffected zonal power conversion 

equipment in the zone. The remaining generation operates at 
full power. When the fault clears at 17 s, some of the power 

being used for propulsion is reallocated to the non-vital load 

in Zone 3. At 19 s, the two tripped generators recover and 

begin increasing their output, which goes to serve propulsion 

load. The results from the market-based controller, shown in 

Fig. 13, are consistent with the results from the idealized 

linear-programming based control representation. At 15 s, all 

the prices go up because of the insufficient power supply. 

The radar power price increases the most because it must 

now be served entirely through the starboard side of Zone 2. 
When the fault is cleared at 17 s, the prices of the main 

bus, propulsion and radar load drop down to a lower value, 

reflecting the improved availability of power in Zone 3. When 

the two tripped generators recover and ramp up to meet the 

full propulsion load, the prices return to their original levels. 

V. Conclusion 

The proposed market-based control of electric ship power 

systems applies market principles to the control method and 
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Fig. 10. Load changing vignette performance of idealized linear-programming 
based comrol representation. 

explicitly links the economic behavior of the actors in the sys¬ 

tem (a consumer and firms) with the physical behavior of the 

equipment in the system. It can optimize resource allocation 
under highly dynamic and uncertain conditions. As objectives 

change, prices in the system will adjust automatically, and the 

consumer (commanding officer) will attempt to maximize his 

or her utility while firms (each piece of equipment) attempt 

to maximize its profit. In this way. the optimized resources 
allocation under the new configuration is achieved. Simulation 

studies of a notional electric power system in both ordinary 

and faulty conditions are performed and demonstrate that the 

proposed market-based control system results in performance 
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equal to that of an idealized controller. 
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Early Stage Design Evaluation of Shipboard Power Systems Using 
Multi-Period Power Flow 

Eun Oh1, Daniel F. Opila1, John Stevens1, Edwin Zivi1, and Aaron Cramer2 

Abstract—Future shipboard power system architectures are 
designed to service high-power pulsed loads through a combi¬ 
nation of generators and energy storage for volume and weight 
considerations. Optimal control solutions therefore depend on 
both past and future events. This complicates evaluation of 
the relative performance of different architectures due to 
dependence on controller strategies and algorithms. Herein, 
we introduce a technique for early stage evaluation of the 
relative performance of various ship power system designs 
by assuming a known future and calculating the best-case 
performance of any possible controller design. We demonstrate 
this technique using 6 mission scenarios on a representative 
multi-bus power system architecture. The controller has perfect 
future knowledge of (he loads on each 10 minute mission, 
which provides an upper bound on performance for a given 
architecture. While not usually achievable in practice, this 
technique allows a fair early stage comparison of multiple 
architectures regardless of controller type. 

I. INTRODUCTION 

Shipboard power system design and analysis has become 

much more challenging due to increasing power demands 
from various mission loads, combined with new generation 

and storage technologies. Early-stage design studies are crit¬ 
ical in designing an effective system. Previous study in this 

area includes general system arrangement and zones [1], [2], 

metrics and methods to understand power system resilience 

[3]-[5], evolutionary algorithms to design a power system 
or subsystems[6], [7], and numerous controller designs to 
operate such systems [8]. 

As power systems have become more complex, they 
require controllers to regulate component behavior. This 

implies that the performance of a given design cannot be 
evaluated without also designing a relevant controller. A lin¬ 

ear programming approach was used in [9]-[l 1J to determine 

what a controller should do at each instant in time, without 
designing the controller itself. Automated design methods 

are then feasible because each candidate power system can 
be automatically evaluated. 

The addition of energy storage in the system has made this 
problem much more complex in both the design and control 

of the power system. Energy storage capacity, power rating, 

and location is a critical question facing ship designers [12]. 

Storage may be located at the loads, distributed throughout 

the ship, or in one central location. Storage devices and fast¬ 

ramping loads require analysis that considers the dynamic 

^Oh. Opila, Stevens, and Zivi are with Faculty of Electrical and Com¬ 
puter Engineering, United States Naval Academy, Annapolis, MD 21402 

oh@usria.edu 

■; Aarun Cramer is with the Department of Electrical Engineering, Uni¬ 
versity of Kentucky, Lexington, KY, USA 

behavior of the system, rather than the quasi-static analysis 
that has been sufficient in the past. System control decisions 

now depend on past and future events, rather than just the 
current system state as in a traditional power system [13], 

[14], Controlling the system based solely on the current time 

step will yield sub-optimal solutions. 

In this paper we propose a method for early stage design 

evaluation for power systems that include energy storage and 

dynamic loads. An optimization-based algorithm considers a 

set of possible mission scenarios with known future loads, 

and produces a best-case upper bound for any controller’s 

performance. A given controller can potentially reach this 

limit, but not exceed it. Thus the power system can be 

analyzed without manually creating a controller for each 
candidate design, which allows fast, automated system eval¬ 

uation before controller design. The method also provides 
a fair comparison; performance is evaluated based on the 
architecture itself rather than a particular controller design. 

We are primarily concerned with the feasibility of serving 
various missions load requirements, rather than optimizing 

fuel consumption or some other metric, as in [15], 

In some sense, our evaluation method to determine this 
upper-bound control performance is similar to model pre¬ 

dictive control [16]-[18], with a prediction horizon of the 

whole mission, rather than the typical horizons of a few 
seconds. When we consider the various system power flows, 

it is equivalent to solving the multi-period optimal power 

flow (MPOPF) problem [19]-[22]. 
The end goal is automatic early stage power system evalu¬ 

ation that can predict the feasibility of many possible mission 

scenarios [11], [23] independent of specific controller design. 
For each scenario, the algorithm identifies if it is physically 
possible to serve the required load, and if not, how much 

power and energy shortfall exists. The result can provide 
an early insight into the selection of generator and energy 
storage ratings. 

The paper is organized as follows; Section II describes the 
algorithm, while Section III presents an example power sys¬ 

tem, mission profiles, and numerical solver details. Results 

are presented in Section IV, and conclusions in Section V. 

II. ALGORITHM FORMULATION 

For early stage design evaluation, the primary concern is 
the feasibility of solutions, rather than fuel bum, losses, etc. 

We wish to identify which missions can be accomplished 

with a given power system architecture, and the remaining 
under-served load for infeasible cases. This feasibility study 
can be reformulated as an optimization problem where the 
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original system is augmented with one or more infinite 

generators (ooGen) that can provide unlimited power, but 

at very high cost. This will guarantee that all solutions 

mathematically converge, but if the chosen solution accesses 
the infinite generator it is not feasible in reality. The problem 
mathematically starts with a single-period general form, 

mm fgen{%-,Pg) ^ /es (a?, , pea) + foc(xiPg) (1) 

such that 

9{xiPgtPes) = 0 (2) 

h(x,pg,pea) =0 (3) 

Kmin Zmax (4) 
Pmin Pgen — Pmax (5) 

Pe3,„t„ ^ Pes 5 Pesmax (6) 

X 

l < A pg <u. (7) 

_Pes 

TABLE i: Single-Period Variables and Terms 

X Vector of bus voltages and angles 

P9 Vector of real outputs for generating units 

Pes Vector of real outputs for Energy Storage units 

fgen{x,Pg) Cost function for generating units 

fe$(xi Pg, pes ) Cost function for Energy Storage units 

foo(XiPg ) Cos! function for infinite generator 

g(x,Pg,Pcs) Set of equality constraints 

h{x, Pg, pes ) Set of inequality constraints 

A Matrix of additional constraints 

1 Lower limit for additional constraints 

u Upper limit for additional constraints 

Tire variables in the single-period equations are defined 
in Table I. We also add one fictional “infinite generator” 
(ocGen) which engages the network when all available 

power resources are exhausted to avoid non-convergence. 
Hence, accessing the infinite generator equates to inadequate 
power availability for a given mission. Typically the cost 

functions /(■), in cost-increasing order are: energy storages, 
conventional generators, and infinite generator, 

A, Multi-Period Optimal Power Flow 

Unlike a single-period optimal power flow which solves 
for power flow at each time step, the MP-OPF optimizes 

power and energy management for the entire mission at 

once by assuming perfect past and future knowledge. It 
simultaneously considers past, present, and future demand 
at all times. Conceptually, the MP-OPF is constructed 
by considering copies of the candidate power system at 

each of T time steps. The decision variables x,pg,pes 
have a representation at each time step that combine 
to create the extended MP-OPF decision variables x = 

{x(l),x(2),...z(T)}, pg = {pg{l),pg(2),...pg(T)}, and 

Pes = {p es (l),pes(2), ...pes(T)}. For a power architecture 
with nj, buses, ng generators, and nes ES, the new decision 
variables x,pg,p~es now have 2nbT, ngT, and nesT elements 

Fig. 1: Conceptual representation of mulli-period power flow. 

respectively. The vector x contains real values for bus voltage 

and angle, so has two values for each bus. The multi-period 
variables are defined in Table II. 

As an example, consider a simple three-bus power archi¬ 

tecture consisting of a Main Turbine Generator (MTG), an 

Energy Storage (ES) unit, and a Load (LD) as shown in 
Fig. 1. We replicate this three-bus micro-grid, constructing 

an instance for each of T mission scenario time steps, but 
with different bus and branch numbers accordingly. 

Then, for each time step, we allocate time-dependent 
mission loads and apply power and energy storage ca¬ 
pacity constraints. The solver can therefore make dispatch 

decisions considering conditions throughout the planning 
horizon which best utilize the dynamic interdependence of 
generators, energy storage, and loads. 

TABLE II: Multi-Period Variables and Tenns 

X x in multiple periods T 

P p in multiple periods T 
Pes Pes in multiple periods T 

fgen (a:) Pg) fqeTl in multiple periods T 

fes {Xi Pg , Pes ) fes in multiple periods T 

foo (%tPg) foe in multiple periods T 

B. Energy Storage 

The energy available in energy storage system evolves 

over time, so this optimization becomes a multi-period 
power (low problem. More specifically, energy storage units 
cannot provide power in the long run, so constraints are 

added to reflect their storage capacity. As we desire the 

minimum generator cost-function subject to a time constraint 

of energy capacity limit in an AC/DC power system. We use 
a relatively simple model for energy storage that is agnostic 

to the storage technology or hybrids thereof and provides 
bidirectional power flow. 

Each energy storage unit has a maximum and a minimum 

power limit (e.g. ± 10 MW) and an energy capacity (e.g. 
± 30 MJ). The storage is approximated as lossless, so the 
power output is integrated to determine the energy storage 
state, 

T 

Emin < Y, WAt ^ Vr G (°>T) W 
t=0 

where Pes^t) is power from the energy storage i. At is 
time step, and Emin and Ernax are minimum and maximum 
energy capacities, respectively. 
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The cumulative sum of energy is set as 

X>eSj(f)Af = 0. (9) 
t 

This is a trans-diachronic condition that the initially half- 

charged state of energy storage is returned at the end of the 

mission. We assume that there is no degradation of the energy 
storage and also that cost for accessing it is virtually zero. 

The enforcing constraints above are implemented in linear 
constraints of the type (7). At the end, the final formulation 

for multi-period optima! power (low is modified from (1) as, 

.min Y'f{x,pg) + fp-a{x,pg,es) + fx(x,pg) (10) 
•EyPg >Pca 

where the bar on top of variables include vectors of entire 
multi-period as suppose to a single-period. 

ill. Example Power System Evaluation 

A. Powei- System Architecture 

For the power system under this study we reproduce and 

augment the power network proposed by [23], The system 

is a 21-bus network with distinct bus/branch elements, as 
shown in Fig, 2, 

This is a 4-zone power architecture with two MTGs noted 

by bus numbers 4 and 10, and two ATGs noted by bus 
numbers 5 and 15. There is one energy storage in each zone 

with bus numbers 3, 8, 11, and 16, respectively. There are 6 
main loads distributed throughout the ship: 4 Service Loads 
(SL) in which each respective bus shares 1/4 of the total 

service load, two Propulsion Motor Drive (PMD) loads in 
which each respective bus shares 1/2 of the total PMD load, 1 

Radar (R) load, and 3 distinguishable Mission Loads (ML1, 

ML2, ML3) split 1/2 load in different zones each sharing 

1/2 of the MLx, respectively. We omit power conversion 
modules as they simply mimic a small line-loss through 

conversion (or consider a very highly efficient converters). 

We add one fictional "infinite generator” (bus number 22) 

for simulation purposes only, as previously mentioned. Total 
power generation on-board is 82 MW which is comprised of 

two MTGs at 35 MW each, two ATGs at 6 MW each. The 

infinite generator is accessed when there is insufficient power 
available to meet mission load, however, due to its extremely 

high cost it is only accessed after all available power sources 

have been exhausted. Power drawn from the virtual infinite 
generator indicates a power deficit implying a mission failure 

for that specific system and mission profile. The amount of 
virtual power required indicates the gap between mission 
failure and success. 

H, Operational Vignette Mission Profile 

This particular 2!-bus ship system is evaluated for its 

ability to supply power for six missions developed in pre¬ 

vious work [23], We would like to identify which scenarios 
fail, and to what extent. A failed scenario demonstrates that 

the system is physically incapable of supplying the load, 
regardless of the controller selected. 

A brief description of each mission is given below. The 

maximum available generator power is 82 MW, not including 
energy storage. 

Mission 1: Constant slow speed. Peak loads are well below 
the maximum generator power. 

Mission 2: Moderate ship maneuver. Peak loads are below 
maximum generator power. 

Mission 3: Aggressive ship maneuver. Although the main 
propulsion and other loads fall within the 82 MW, pulsed 
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loads exceed maximum generation at three different times 
during the mission. 

Mission 4: Constant slow speed. Heavy load demand 
sometimes exceeds maximum generation. 

Mission 5: Moderate ship maneuver. Total ship power 

demand often exceeds maximum generation. We expect full 

usage of generators and energy storage units as well as the 
possibility of accessing the fictional infinite generator. 

Mission 6: Aggressive ship maneuver. The majority of the 

mission exceeds peak generation. It is highly unlikely that 
there is sufficient power to meet this mission. 

C. Solution method 

We use the general purpose power system solver MAT- 

POWER [24], which accepts problems in standard form (1)- 
(7). By using the extended MP-OPF variables (10), we can 
use this standard solver for the MP-OPF problem. We select 
At in (8) and (9) as 1 second. 

For simplicity, we restrict our simulation to a DC power 
flow approximation without line-limits, and ramp-rates. This 
is not required, the formulation and the MATPOWER solver 

support the full nonlinear power flow equations. 

IV. RESULTS 

The results for each 10 minute mission (600 s) are shown 

in figure 3 and described below for each mission, along witii 

the time required to compute the solution. The key takeaways 

are to identify which missions failed, and how close they 
were to success. 

Mission 1 (Fig. 3a): The two MTGs and two ATGs share 

significant portion of slowly varying load demands, whereas 

the rapidly changing pulsed loads are supplied from the 4 
energy storage units. We note that the energy storage units 

are pre-emptively charged to full capacity (+30 MJ), held, 
then discharged to supply high rep-rate pulsed load at 120 
seconds, demonstrating anticipation of future loads. There 

was sufficient mix of power generation and energy storage 

capacity to support the mission demand. Computation time 
was 86 seconds. 

Mission 2 (Fig. 3b): The two MTGs and two ATGs 

asymmetrically share power load demand, supplying up to 

10 MW and 6 MW, respectively. Again, pulsed loads were 
provided from the pre-charged energy storage at appropriate 

times. Computation time was 99 seconds. 

Mission 3 (Fig. 3c): Total load demand exceeds the 

installed 82 MW capacity at 120, 240, and 360 seconds. 
These transient overages are successfully serviced from the 
four pre-charged energy storage units. Even though the total 
mission demand exceeds 82 MW in three different instances, 
total power delivered by the generators and energy storage 

satisfied the mission requirements so that the virtual infinite 
generator was never needed. Computation time was 103 
seconds. 

Mission 4 (Fig. 3d): Similar to Mission 3, the peak 

pulsed load demand exceeded peak generation, but was 

provided from energy storage discharging at appropriate 
times. Computation time was 110 seconds. 

Mission 5 (Fig. 3e): Unlike missions 1-4, this mission 

consistently demands much greater than 82 MW, sometimes 
peaking up to 123 MW. The infinite generator is accessed 

on two different occasions, providing 3.83 MW from 239 to 
284 s and 11 MW from 358 to 375 s. Some of this behavior 

has a simple explanation; the balance of power at t = 360 

seconds reveals total generator power is 82 MW and total 

energy storage provides 30 MW (35+35+6+6+30-112 MW). 
Overall, there is insufficient mix of power for this mission, 

thus it fails. Computation time was 117 seconds. 

Mission 6 (Fig. 3f): This most demanding mission sce¬ 
nario fully engages all 4 generators for the majority of 
the time. The mission far exceeds ship capability as the 

infinite generator provides up to 42 MW between 240 to 280 

seconds. For about 50 percent of the mission, the generators 
and energy storage fail to sufficiently satisfy the power 

demand. The total energy demand for the mission is 40.5 
GJ whereas the total available energy generation is 49.2 GJ 

over the 600s mission. The total energy required is less than 
the total available generation, implying that larger energy 
storage could improve performance. Computation time was 
130 seconds. 

This early stage design evaluation indicates that the power 

system considered cannot provide sufficient power for 2 of 

6 missions, although mission 5 is close. This result is an 

upper bound on performance regardless of controller type 

or architecture. It is theoretically possible to complete 4 
of the load profiles, but a controller must be designed to 

achieve that performance. This may not be practical given 

that the analysis in this paper represents a known future, 
thus the successful missions are an upper bound on controller 
performance. 

The system behavior exhibits future planning, as expected 
given the assumption that the future is known to the con¬ 
troller. For example, the start of all 6 missions exhibits 
generation in excess of load. More specifically, Fig. 4 shows 

that for mission 1 the difference in the total load demand and 

total generator output of +2 MW for the first 60 seconds is 
preemptively being stored for delayed use during a high rep¬ 

rate pulsed demand starting at 120 seconds. Furthermore, 

this pre-allocation of energy is why missions 3 and 4 do not 

access the infinite generator even though the total demand 
temporarily exceeds the maximum generation. 

As a general trend, generators supply constant power 

loads, while pulsed loads are supplied by the energy storage 

units, as shown in Fig. 5. This is intuitive behavior and nu¬ 
merically occurs because of super-[inear(quadratic) generator- 

costs. However, in special cases when the generators are at or 
near their maximum power, a constant load is supplied from 
both the generators and energy storage units simultaneously, 
as shown in Figs. 3(d-f) between 420 and 450 seconds. 

To verify enforcement of the end-user defined constraints 
(7), we observe in the bottom subfigures of Fig. 3 that 

the energy storage unit capacities of ±30 MJ and power- 
ratings of ±10 MW are upheld throughout the 6 missions. 

Concurrently, the trans-diachronic constraint of cumulative 
sum of energy returning to its original state is also upheld. 
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Total Gen, Total Load, MTG, ATG, ooGen Total Gen, Total Load, MTG, ATG, ooGen 

Total Gen, Total Load, MTG, ATG, ooGen Total Gen, Total Load, MTG, ATG, ooGen 

Total Gen, Total Load, MTG, ATG, ooGen 

Fig. 3: For each mission, top plot contains total load (blue), total generator (dash-red), MTGs (green), ATGs (yellow), infinite 

generator (black) outputs, and installed power limit (dash-black). Bottom plot shows energy storage power output (blue) and 
cumulative sum of energy (red). 
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Fig. 4: The excess power from the beginning of the mission 
1 is being stored in for later use. 

Time (s) 

Fig. 5: An example from mission 4 shows pulse loads are 

served using previously stored energy. 

For generators, the ATG and MTG's 6 MW and 35 MW 
ratings, respectively, have been well preserved in all our 
results. 

The inclusion of the fictional infinite generator is a nu¬ 
merical technique for detecting power insufficiency. Not only 

does it identify infeasible missions, but quantifies the power 

shortfall. For example, mission 5 has a power shortfall of 

only 3.83 MW for 45 seconds and 11 MW for 17 seconds. 
Minor increases in storage capacity or generator power could 
make this mission feasible. Conversely, mission 6 has a 

major power shortfall and would require a large equipment 

improvements, as visible in Fig. 3(f) which shows 42 MW 
provided by the infinite generator. Quantitatively identifying 
energy shortfall provides design intuition in early system 
evaluation. 

V. CONCLUSIONS 

This paper develops a method to evaluate shipboard power 

architectures early in the design process, before the de¬ 

Total Gen, Total Load, MTG, ATG, ooGen 

Time (s) 

Fig. 6: In mission 6, the infinite generator supplies power 

to meet the load demand when all available generators and 
energy storage are exhausted. The amount of power supplied 

by the infinite generator indicates the severity of unserved 
load. 

sign of specific system controllers. This method produces 

a provable upper bound on the best case performance of 

any possible controller, and indicates fundamental limitations 

of the architecture itself. Real controllers may not achieve 
this upper limit as the analysis here assumes perfect future 

knowledge. The power shortfall in a given mission scenario 

is also numerically quantified, which can assist in identifying 
possible capability improvements for generators and energy 

storage units. Future work will include evaluation of large 
numbers of stochastically generated mission scenarios. 
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Abstract—A principk1 motivation for the development of early- 
stage shipboard power system simulation techniques is the need 
to perform time-domain simulation during the early design stage. 
In particular, there is a need to understand the performance 
of a candidate system during challenging situations involving 
dynamic load profiles and disruptive conditions in order to assess 
the system dependability. An early-stage simulation technique 
is applied to simulate the performance of a candidate system 
for given operational vignettes. Using this early-stage approach 
allows simulations to be performed very quickly, allowing many 
vignettes to be considered and the overall system dependability 
to be assessed. 

Index Terms—energy storage, linear programming, military 
equipment, modeling 

I. Introduction 

It has been argued that the power system of an electric 

warship should be viewed as a service provider, responsible 

for providing electric power to the mission loads that it serves 
[l]-[3]. By virtue of this argument, assessment of the power 

system should be performed by considering its dynamic ability 

to deliver this power across the range of vignettes for which it 

must operate [2], [4]. Time-domain performance metrics have 
been proposed for performing this assessment [2], [4], One of 

these metrics is operability, which quantifies the performance 

of a shipboard power system in a particular scenario. Operabil¬ 

ity is a measure of the degree to which the performance of the 

shipboard power system contributes to mission effectiveness 

in that scenario, or operational vignette. As the system must 

perform well over a broad range of operational vignettes, 

dependability metrics have been proposed that aggregate the 

operability values over distributions of operational vignettes. 
The calculation of these dependability metrics requires many 

time-domain simulations in order to quantify the systems per¬ 

formance over the distribution of vignettes. This is motivation 
for the development of modeling and simulation techniques 

that minimize the computational burden of these simulations 

and allow the use of such techniques during the early design 

stage. It has been found that fast electrical dynamics can be 

neglected with relatively little influence on the performance of 

the system [4]-[7]. Therefore, the computational burden of the 

This work was supponed by the Office of Naval Research through the 
United Stales Naval Academy NOOf 89-14-P-J197. 

simulations can be reduced and the system can be simulated 

at an earlier design stage because less detailed information 
about the system is required to construct its simulation model 

[4], [5], [8]. Linear programming approaches have previously 

been proposed and successfully demonstrated in [5], [8], [9], 

In these approaches, the mechanical dynamics associated with 

prime movers and energy storage dynamics are retained, but 

the electrical power flow is modeled statically. Using this 

approach, it becomes feasible to perform computationally 

inexpensive time-domain simulations of candidate systems in 

given operational vignettes at an early design stage. 

Herein, a complicated distribution of operational vignettes 

representing a given mission profile is considered. In tills set of 

vignettes, the ship is engaged in a given mission while reacting 

to threats and possible disruptions. This set represents signif¬ 

icantly more complicated vignettes than were considered in 
previous proof-of-concept work in dependability calculation, 

and the application of early-stage simulation techniques to the 

simulation of these vignettes represents an improved capability 
for trade space exploration. 

The remainder of the paper is organized as follows. In Sec¬ 

tion II, the notional power system studied herein is described. 

The set of operational vignettes considered is discussed in 

Section III. In Section TV, a series of simulation studies are 

presented and analyzed. Conclusions are drawn in Section V 

II. Notional Power System 

A notional medium-voltage dc system (MVDC) shown in 
Fig. 1 is studied. This system has the arrangement shown in 

Fig. 2 and is based on the notional MVDC system developed 

by the Electric Ship Research and Development Consortium 

[7j. Parameters for system are shown in Table I. The four- 
zone system consists of two main generators and two auxiliary 

generators. There are two propulsion drives thal operate at 
power levels corresponding with the desired speed. There is a 

radar that can operate in two modes, a low-power mode and 
a high-power mode, at different points during the vignettes. 

A high-power load is used to engage in the mission. A 

centralized energy storage module can compensate for load 

dynamics and provide backup power. The zonal loads are fed 

through converters, and each zone contains some vital and 
some nonvital load. 
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Fig. 1. Notional medium-voltage dc system: MTG signifies main generator, 

ATG signifies auxiliary generator, PMD signifies propulsion drive. R signifies 

radar, PL signifies high-power load, ES signifies energy storage, CM signifies 

converter, ZL signifies zonal load 
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Fig, 3. Startup transient 

Fig. 2. Arrangement of national medium-voltage dc system 

TABLE I 

Parameters of Notional Medium-Voltage DC System 

Rating of main generators 
Rating of auxiliary generators 

Total rated propulsion load 

Radar low-power load 

Radar high-power load 

High-power load 

Energy storage capacity 

Energy storage rating 

Zonal converter rating 

Vital load per zone 

Nonvital load per zone 

36 MW 

5 MW 

60.4 MW 

2.9 MW 

3.8 MW 
10 MW 

4 GJ 
10 MW 

0.9 MW 

0.9 MW 

0.8 MW 

The system is modeled using the techniques described in 

[81, [9J. These technique entail representing the power system 

using a linear program. In the linear program, power control is 
modeled using weights assigned to each load, which indicates 

its general importance. In this system, the weights of the vital 
and nonvital loads are 25 and 3, respectively. The weight of the 

radar and high-power loads are both 15. Levels of propulsion 

power associated with speeds of 5 knots, 10 knots, 15 knots, 

20 knots, 25 knots, and 30 knots are weighted at 26, 18, 16, 14, 

6, and 1, respectively. These weights are also used to determine 

the operability of the system during an event. In particular, the 

operability is calculated as 

c l!'EL^iPdt) dt 

Ito £i=l WiPmaxAt) dt’ 

where fy and t/ are the initial and final times, respectively, I 
is the number of loads, Wi is the weight of the ith load, and 

Pj(f) and Pi,moa:(t) are the power and the maximum power 
consumption of load i at time t, respectively. 

Each vignette starts from steady stale. The startup tran¬ 

sient of the system from zero-initial conditions is shown in 

Fig. 3. As the generator output power and propulsion demand 

increase, the loads are handled in order of priority and the 
energy storage is charged. 

HI. Operational Vignettes 

A set of operational vignettes is considered. These vignettes 

correspond to a given mission profile. The temporal progress 
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of the ship through the vignettes can be represented using 

a finite state machine as shown in Fig. 4. In the course of 

the mission, the ship must cruise to a given station. It is 

assumed that the ship attempts to cruise at 20 knots during 

the cruise interval. After the cruise interval, the duration of 
which is determined by an exponential distribution with mean 

time of 5 minutes, the ship reaches the station and engages in 

the mission. During this engage interval, the ship attempts to 
move at 10 knots and engages with the high-power load. The 

duration of this interval is determined by a uniform distribution 

from 5 minutes to 10 minutes. After the engage interval, (he 

ship withdraws, attempting to cruise at 20 knots. 
Concurrently with the mission, the ship may become dam¬ 

aged at some point during the vignette. The moment at 

which damage may occur is determined by an exponential 

distribution with mean time of 6 minutes shifted by 2 minutes. 

The probability that damage occurs is 0.5, and the damage is 

represented by a spherical region of disruption with radius 

5.2 m [7] uniformly located within the bounding box of the 
shipboard power system. Before the ship is possibly damaged, 

it may enter a state of alert. The time at which the ship enters a 
state of alert is determined by an exponential distribution with 

mean time of 5 minutes. If the ship is in a state of alert during 

the 2 minutes before damage may occur, it begins maneuvering 

by increasing its speed to 30 knots. After the moment at which 
damage may occur, the power to the radar is reduced. If the 

ship is damaged, it reduces speed to an attempted 5 knots and 
pauses providing ground support. After 2 minutes, the ship will 

attempt to resume its mission. All vignettes last fori 5 minutes. 

A set of random variables can be used to describe these 

vignettes. In particular, the duration of the cruise interval can 
be described as 

Arcruise ~ Exp(300 s). (2) 

Likewise, the duration of the fire interval can he described as 

A7>lre ~ Unif(300 s, 600 s). (3) 

The time at which damage may occur is represented by 

Tdamage ~ Exp(360 s) + 120 S. (4) 

Whether damage occurs or not has the following representation 

D ~ Bern(0.5). (5) 

If damage occurs, (he centroid of the region of disruption is 
distributed according to 

Xdamage ~ Unif{20.5 m, 130.6 m) (6) 

^damage ~ Unif{ —7.2 m, 6.7 m) (7) 

^damage ~ Untf(1.6 Fit, 22.2 ITl). (8) 

The time at which the ship may become alert is distributed 
according to 

Taiert ~ Exp(300 s). (9) 

Given random variates from these distributions, the time to 
enter the fire interval is given by 

if ire — itemise’ (10) 

The time to enter the withdraw interval is 

iwithdraw — ifire T 

If ialert ^ tdamagei tltClt 

01) 

tmaneuver max{fa/ert, f 120 s}. (12) 

Otherwise, the ship never enters the alert or maneuver inter¬ 

vals. Finally, the ship enters the recover interval immediately 
if no damage occurs or 120 s after the damage occurs: 

t recover 
+ 120 s 

d 

d. 
(13) 

Having established the distribution of the operational vi¬ 

gnettes to be considered, 1000 sample vignettes are drawn 

from the distribution and used to demonstrate the approach in 
the simulation studies below. 

IV. Simulation Studies 

The performance of the notional system is considered for 

two particular configurations. These configurations are differ¬ 
entiated by the manner in which the energy storage module 

is controlled. In the first configuration, the energy storage is 
configured so diat it is normally full and is discharged as 

needed to provide backup power. In the second configuration. 

90% of the energy storage capacity is normally full as in (he 

first configuration. However, 10% of the capacity is reserved 
to absorb power during load shedding events. 

The operability of each configuration is evaluated for each 

of the 1000 sample operational vignettes. The sorted oper¬ 
ability values for both configurations are plotted in Fig. 5. It 

can be seen that most of the time, both configurations result in 
perfect performance (100% operability). The disruption caused 
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Fig. 6. Disruption from uncfialienging vignette 

by such an unchallenging vignette is shown in Fig. 6. The 

disruption misses the power system components; nothing is 

damaged. The performance of the first configuration is shown 

in Fig. 7, and the performance of the second configuration is 

identical. It can be seen that the disruption occurs at 149 s. 

The ship never enters the alert of maneuver intervals. The 

ship slows down for 120 s to assess the disruption. The ship 
resumes the engage interval at 269 s before proceeding to the 

withdraw interval at 592 s. The power system is able to deliver 

the desired power to each load at all times during the vignette. 

At the other end of the performance spectrum are vignettes 

for which the operability was very low. The disruption as¬ 

sociated with one of these challenging vignettes is shown in 

Fig. 8. The performance of the first configuration is shown in 

Fig. 9. Again, the performance of the second configuration is 

identical. In this vignette, the ship is damaged at 143 s, and the 

damage affects generation, propulsion, and energy storage. The 

power system serves loads in order of priority, but its capability 

of serving loads is significantly reduced. After 120 s, the ship 

25 
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0-1—i—L-‘-'-'--‘-■- 
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Fig. 7. Performance during unchallenging vignette 

Fig. 8. Disruption from challenging vignette 

attempts to resume the cruise interval, but it can only provide 

approximately 20% of the propulsion power. The operability 
in this case is 48.3%. 

In the middle of the distribution shown in Fig. 5 are a subset 

of operational vignettes in which the second configuration 
performs better than the first configuration. The disruption 

associated with one such middle vignette is shown in Fig. 10, 

and it damages one of the auxiliary generators, one of the 

propulsion drives, and one zone of one of the main buses. 

In this vignette, the ship becomes alert at 62 s and begins 
to maneuver at 95 s. It commences the engage interval at 

190 s before being damaged at 215 s. In the first configuration, 

the performance of which is shown in Fig. 11, the damage 

combined with sudden load shedding causes some generators 

to go offline. The energy storage provides power during the 

transient, but it cannot provide all the power required when 

the system resumes the engage interval at 335 s. At 574 s, 
the generation that had tripped offline recovers, and the ship 

commences the withdraw interval at 604 s. The operability for 
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Fig, 12. Performance of configuration 2 during middle vignette 

this vignette is 93.7%. 

In contrast to the performance of the first configuration, the 

performance of the second configuration is shown in Fig. 12. 

In this case, the energy storage attempts to absorb power that 

was shed from propulsion. It cannot absorb sufficiently quickly 

to prevent a generator from tripping offline, but the generator 

is able to recover much more quickly than in the previous 
case. Energy storage is able to provide backup power while 

the auxiliary generator recovers. When the engage interval 

begins, sufficient generation is available to serve each load. 
The operability for this vignette is 99.9%, 6.2% better than 
the first configuration. 

The mean operability values, or average system depend¬ 

ability, for the first and second configurations are 98.5% 
and 98.6%, respectively. This suggests that mean value as 

a metric is not particularly sensitive to these changes in 

performance. On the other hand, risk metrics may be better 

able to quantify these differences. For example, value-at-risk 

is a commonly used metric in financial risk modeling. It 

represents a given percentile of the performance. The values- 

at-risk at the 10th percentile are 96.0% and 97.1% for the first 

and second configurations, respectively. Another is measure 

is the probability that the performance is less than a given 

threshold. The probabilities that the operability values are 

less that 98% are 12.5% and 10.9%, respectively. These 

risk metrics are more sensitive by approximately an order 

of magnitude to the perfonnance differences of these two 
configurations. The results also suggest that improving the 

control of energy storage or the management of the shipboard 
"energy bank account” is unlikely to significantly improve 

performance for unchallenging or very challenging situations, 

but it may create significant improvements to performance 
during situations falling between these extremes. 

V. Conclusion 

Previous proof-of-concept research showed how time- 

domain performance metrics can be used to quantify the 
performance of shipboard systems, but this work focused 
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on relatively simple disruptive scenarios. Herein, these ap¬ 

proaches are extended to more complicated distributions of op¬ 

erational vignettes, including mission and situational dynamics 

in addition to potential disruption. The ability to quantify the 

performance over such distributions represents an improved 

capability for trade space exploration. The application of these 

techniques is demonstrated using a notional shipboard power 

system, a representative set of operational vignettes, and two 

system configurations. 
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Light-Weight, Early-Stage Power System Model for Time- 
Domain Simulation 

ABSTRACT 
During the early stage, it is desirable to assess 
the ship impact of various technology 
alternatives. For example, the sizing, placement, 
and control of energy storage within the system 
can significantly affect the performance of the 
system in situations involving challenging 
loading or disruptive conditions. To understand 
these effects, it is necessary to perform time- 
domain simulation of the power system over the 
course of the scenario. In such cases, it may be 
necessary to perform many such simulations. 
Simultaneously, limited information about the 
power system design (including control) is 
available at this early stage. To address these 
dual concerns, a light-weight power system 
model can be employed to evaluate these 
scenarios. The model is light weight in two 
respects. First, the computational burden 
associated with the model is low, allowing many 
simulations to be performed in a reasonable 
amount of time. Second, the model requires 
relatively little information about the power 
system in order to parameterize it. The 
explanation of how the light-weight model 
differs from other types of power system 
models, the rationale for using such models, and 
discussion of applications is provided. 

INTRODUCTION 
Modern trends in electric warship power system 
design are creating new challenges at the early 
stage. These trends include the introduction of 
high-power, pulsed mission loads and the 
system-level integration of energy storage within 
the power system [1], [2]. The unique challenges 
posed by these trends originate from their highly 
dynamic nature. In the past, it was sufficient to 
perform static analysis of the power system in a 
given number of fixed operational conditions in 
order to ensure that system was properly sized 

and to assess performance metrics such as fuel 
consumption. 

In order to assess dynamic performance, it is 
necessary to perform time-domain simulations. 
However, traditional models for performing 
such simulations require long simulation run 
times and require extensive parameter data that 
may not be available at the early stage. 

In order to fill the requirement for time-domain 
simulation at the early stage without introducing 
high computational or data requirements, a light¬ 
weight power system model is described. This 
model has been developed over time, motivated 
by the observation that certain dynamics of the 
system will not have an appreciable effect on the 
system-level performance at the early stage. By 
neglecting these dynamics, it becomes possible 
to accelerate simulation speed and to 
characterize the system without a high level of 
parameter details. 

The remainder of this paper is organized as 
follows. First, the principle of the light-weight 
power system model is described. Then, the 
modeling approach is outlined generally, and 
recent improvements to the approach are 
presented. A discussion of the relationship of the 
simulation model to power system control 
follows. Finally, some example simulation 
results are shown to illustrate the performance of 
the method. 

PRINCIPLE 
The underlying principle to the light-weight, 
early-stage power system model is to locate a 
level of fidelity and computational efficiency 
between that of static models and dynamic 
electrical models. The static models, while fast 
to analyze, cannot provide details on dynamic 
behavior. The electrical models, which can 
provide very detailed predictions of the time- 



domain response of the system, are very 
computationally intense to simulate. It can also 
be difficult to gather the data required to 
simulate an electrical model during the early 
stage. For example, the power rating of a 
generator may be known, but it is unlikely that 
the machine inductances are known. This 
principle is illustrated in Figure 1. 

Static Models Quasi-Static Models Dynamic Models 

Faster Simulation Slower Simulation 

Less Accurate More Accurate 

Lower Data Requirement Higher Data Requirement 

Figure 1: Spectrum of Simulation Models 

In order to use this approach, information about 
the components and their ratings and 
interconnections must be imported from an 
appropriate database. When this data is 
imported, it can be used to form a light-weight 
simulation model as described herein. The 
mode! can be combined with a description of 
operational vignettes to perform time-domain 
simulation. The results of the simulation are 
used to evaluate relevant performance metrics 
(e.g., how well did the power system provide 
power to loads during a challenging vignette). 
When many such operational vignettes are to be 
considered or when many potential systems are 
to be considered, this process must be repeated 
many times, creating a requirement for 
computationally efficient simulation. This 
process is shown in Figure 2. 

Figure 2: Light-Weight Simulation Process 

MODELING APPROACH 
The particular modeling approach has been 
developed over a number of years. It was 
recognized that the exact electrical dynamics 
had limited impact on early-stage metrics. For 
example, in [3], it was found that the operability 
[4] of a given candidate power system for a 
given operational vignette could be calculated 
accurately while neglecting electrical dynamics. 
This idea was formalized in [5], where a linear 
programming model of the electrical power 
system was proposed for light-weight simulation 
studies. This idea was further advanced in [6] 
where computational challenges associated with 
the linear program were addressed, resulting in a 
99.8% reduction in required simulation run time 
and in [7] where the approach was extended to 
include effects associated with fault protection 
in medium-voltage dc systems. 

In the linear programming approach, the power 
system is represented as a linear program: 

max cTx 
X 

subject to Ax < b 
(1) 

AegX = 

x > 0. 

In this linear program, x is a vector representing 
the nonnegative decision variables. For this 
model, the elements of x are typically power 
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flows through different power system 
components, from generation, distribution, 
conversion, energy storage, and loads. The 
vector c represents the weights associated with 
each decision variable. For example, the weight 
of more important loads would be set 
accordingly to indicate that the power system 
should prioritize delivery of power to these 
loads. The matrices A and \eq and the vectors 

b and beij are used to represent the linear 

inequality and equality constraints that govern 
the problem. For example, these constraints are 
used to limit the output power of a device by its 
rated power and to ensure that power 
conservation occurs at each bus. 

The structure of the required linear program has 
been described in [5]-[7]. This linear program is 
solved at each time step of the system 
simulation, its solution representing the quasi¬ 
static response of the electrical system. Efficient 
solvers for linear programs exist, including both 
simplex and interior point methods (e.g., [8]). 

While the structure has been described, there are 
two aspects to the structure that are improved. 
The first is the representation of limits 
associated with the dynamic loading and 
unloading of generators. In particular, each 
generator has at each moment a dynamic 
minimum and maximum power limit, Pmin and 

Pmax, respectively. These limits are functions of 

the generator state [7], and operation outside of 
these limits will cause a generator rotor speed to 
exceed its limits. However, it is necessary for 
the generator to be able to output zero in order to 
ensure that the linear program has a feasible 
solution. In order to implement this, there are 
two decision variables associated with each 

generator: Poul and Pnul. The generator output 

power Poul is bounded above by Pmax: 

(2) 

However, it is only bounded below by zero. 
Instead, the dynamic minimum limit is 
accounted for by requiring 

P -P <P out out — nun ’ 

In this way, Poul represents the degree to which 

Pout does not exceed the dynamic minimum 

limit. The linear inequality constraints are 
included in Ax < b for each generator. 
Likewise, in the weight vector c, the element 
associated with Poul is assigned a relatively low 

positive value (indicating a cost associated with 
the required fuel consumption). The element 

associated with Poul is assigned a large positive 

value to penalize generator operation that will 
lead to overspeed tripping of the generator. 

The other aspect of the linear program structure 
that has been improved is the representation of 
load sharing. There are sets of components that 
would normally operate by sharing load 
proportionally. The use of weights in the linear 
program does not ensure that a given solution of 
the linear program will exhibit this load sharing 
behavior. This has been considered in [5] by 
examining many linear programs in each time 
step, which proved very computationally 
expensive. It was addressed in [6] by adding 
additional decision variables. It has been found 
that there are situations in which the existing 
load sharing models do not result in linear 
program solutions with the expected behavior. 
Herein, an alternative approach is described. 

For two components, / and j, with rated 

powers PraleAi and PraledJ, respectively, it is 

expected that their output powers, Pgulj and 

POUIJ, respectively, are related by 

P P OUt.l out, I V 4 v 

-— =-—. (4) 
p p * rated,/ * rated J 

This could be represented as an equality 
constraint in A^x = bei?, but there are situations 

in which the equality should not hold. For 
example, if one of the components was 
damaged, such a constraint would require that 
the other component should also not operate. 
Instead, two decision variables are added to 
represent the relationship between the two 
output powers: 

(3) 



ratedJ 

P 4- P ratedj ^ rated J 

+ p-pr=o. 

p -- OUtJ 
ratedj 

p +p 0U,-J(s\ 
ratedj * ratedj j 

This equality constraint is added to the set of 
equality constraints A,1/?x = b(,7 for each pair of 

components within the load sharing group. The 
elements of the weight vector c corresponding 
to the decision variables Pa and Pp are 

assigned small positive weights to slightly 
penalize solutions in which load is not shared 
proportionally. For a load sharing group with N 
components, this approach involves the 
introduction of N(N-Y)!2 equality constraints 

and N(N - I) decision variables. The each scale 

quadratically, but the values of N are generally 
small. 

There has been recent discussion as to whether it 
is necessary to represent tiie controller at the 
early stage. This discussion remains open, but it 
seems that there may be value in doing so when 
dynamics associated with loading and energy 
storage are considered and can have a significant 
ship impact. 

There are presently efforts to separate the 
representation of the power system physics from 
the power system control representation to allow 
alternative control representations to be used 
with the light-weight model. There are also 
possibilities of using the linear program directly 
for control purposes. Finally, because of the 
relationship between optimization problems and 
Lagrange multipliers, there is a duality between 
this modeling approach and market-based 
control approaches. These represent areas of 
future development for the light-weight model. 

RELATIONSHIP TO CONTROL 
There is some relationship between the 
simulation model and power system control. In 
particular, the linear program combines both a 
representation of the power system physics, i.e., 
where power will flow, with a representation of 
the power system controller. By formulating the 
system model as a linear program, it is assuming 
that the controller will act to maximize the 
weighted function given in (1). This 
approximation is both optimistic in certain 
situations and can be misleading in other 
situations. By assuming the controller to be 
capable of optimal operation, practical effects 
associated with the controller’s ability to do this 
are ignored. While this is a reasonable 
approximation at the early stage, it represents an 
upper bound on the achievable controller 
performance. The controller representation also 
represents a simplification of the power control 
problem. By representing this problem as an 
optimization problem that should be solved at 
each moment in time (compared with e.g., [9], 
[10]), it neglects the temporal effects associated 
with the problem. For example, energy stored 
within an energy storage device can be used now 
or later. By not treating the future value of the 
stored energy, the linear programming method 
does not fully solve the optimal control problem. 

SIMULATION RESULTS 
In order to demonstrate the light-weight 
simulation model, a notional medium-voltage dc 
power system is considered. This system is 
shown in Figure 3. The arrangement of the 
power system is shown in Figure 4. This system 
is a four-zone system. Each zone features both 
vital and nonvital load, tiach zone also includes 
some higher power mission load and some local 
energy storage that is intended to supply the 
higher power requirements of the mission load. 

Figure 3: Notional Medium-Voltage DC 
System (MTG is Main Generator, ATG is 
Auxiliary Generator, PMD is Propulsion 
Load, ES is Centralized Energy Storage, PL 



is Pulsed Load, CM is Converter, ZL is 
Zonal Load, and R is Radar Load) 

40 60 80 100 120 

Figure 4: Notional Power System 
Arrangement 

The system is first simulated from zero initial 
conditions (cold iron startup) for 30 minutes to 
establish initial conditions. This process is 
shown in Figure 5. As the generation ramps up, 
the power system serves loads in priority order 
and begins to fill the energy storage devices. 
After about 15 minutes, the energy storage 
devices are filled, and generation continues to 
serve all loads. This simulation requires 
approximately 2.6 s of run time on an i7 2.79- 
GHz processor with 16 GB of memory. The 
simulation runs nearly 700 times faster than 
realtime speed. 

xio7_ 

Generation 

Propulsion 

Radar 
Vital 

Nonvital 

Mission 

0 - -- rrrr: 

0 600 1200 1800 

Time (s) 

Figure 5: Startup Response of System 

In the second simulation, which commences 
from the steady-state conditions reached at the 
end of the previous simulation, one of the zonal 
mission loads is engaged. This load is fed 
primarily from the local energy storage because 

the zonal power conversion equipment is not 
sized sufficiently to handle the full load. At 15 s, 
one of the main buses is faulted for 0.15 s. This 
faults the output of one of the main generators 
and one of the auxiliary generators. The 
response of the system in this scenario is shown 
in Figure 6. It can be seen that there is a small 
dip in the nonvital load consumption 
corresponding to the temporary fault. It can also 
be seen that both of the affected generators enter 
an overspeed condition and trip offline. The 
auxiliary generator recovers within a few 
seconds. However, the local energy storage is 
depleted after about 75 s and the mission load 
ceases operation. After about 250 s, the main 
generator recovers from the overspecd condition 
and resumes providing power. This simulation 
requires approximately 3.2 s of run time. While 
this is more than 100 times faster than realtime 
speed, it can be seen that the simulation run time 
required is not proportional to the duration of 
time simulated. For such models, the required 
run time is related to the complexity of the 
scenario being simulated. 

Figure 6: Response of System to 
Operational Vignette 

CONCLUSION 
A light-weight power system model can be 
employed to evaluate dynamic performance at 
the early stage, hi this context, light weight 
means both that tiie computational burden 
associated with the model is low and that the 
model requires relatively little information about 
the power system in order to parameterize it. 
The guiding principle for such models, a 
description of the model itself, the relationship 



of the model to ongoing research, and 
demonstration simulation results are presented. 
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Abstract—The design and control of electric warship power 
systems is a complex, challenging problem and numerous power 
system architectures, technologies, algorithms, and control 
schemes have been proposed. Instead of a quantitative assessment 
of these ideas based on ideal, steady-state conditions, a set of 
representative operational vignettes that span the entire electric 
warship mission package is introduced in order to obtain true 
results. This paper describes a set of realistic test cases that 
provide load demand dynamics based on a variety of unique 
scenarios, mission load characteristics, and human-in-the-loop 
decision-making. Stochastic and deterministic power profiles are 
established for individual ship systems and mission loads, which 
arc then combined together for a particular scenario. These test 
cases can he applied to carly-stage design trade studies as well as 
design tool development. For example, various control methods 
can be benchmarked against the same test cases. In addition to the 
established test cases, the method used here enables operators to 
communicate to design engineers how' they intend to use the ship 
(not the other way around). , 

Keywords—naval power systems; electric ship design; dynamic 
loads; stochastic loads 

I. Introduction 

Multi-mission high energy weapons and sensors on electric 
warships represent game-changing capabilities to the warfighter 
[I], A common challenge to realize this future capability is 
designing a system architecture that reliably delivers power 
under potentially disruptive conditions to all loads, including 
pulse-power mission loads and propulsion [2]-[4]. Adding to 
the complexity is the nearly stochastic behavior of the aggregate 
load demand, where the magnitude of a single load can rival a 
single generation source and significant load variations can 
occur within very short time durations. During intense 
operational engagements, electric warships will experience the 
most demanding and dynamic load behavior- when reliability 
and resiliency is needed the most. 

These load requirements are unique to Naval integrated 
power systems, and designing a suitable architecture using 
traditional design methods is not adequate. New metric-based 
methods and tools have been introduced to address these 
challenges. Recent results have shown valuable insight into 
various system architectures under disruptive conditions based 

This work was supported by the Office of Naval Research under the 
United Stales Naval Academy N00189-14-P-1197, 

on these dynamic mission loads [5J-[8] and the computationally 
low-cost modeling and simulation techniques they use [9] and 
[ 10]. Building on this body of work, a complementary' approach 
for analyzing candidate electrical distribution topologies is 
introduced in j 11 [ where a representative all-electric-ship load 
model is proposed. 

This paper develops a systematic method for generating 
appropriately-scaled load demand profiles based on the ship's 
intended operational use. By factoring in the operational 
environment and mission capability of the ship, specific 
scenario-driven vignettes can be mapped to unique ship-level 
dynamic load profiles. In this maimer, the ship load demand 
profiles are ideally suited for the early design trade study tools. 
Herein, a representative power system architecture is proposed 
with locations for the various generators and loads, so the load 
profiles also introduce a spatial component to the simulation. 
With this too!, design studies on power system topology, 
architecture, dynamic load flow, control, and protection such as 
in [12] become more realistic and actionable forthe early design 
trade space. 

II. Load Demand generator framework and 

FEATURES 

The electric ship load demand assumes realistic operational 
scenario-driven episodes reflecting actual human-in-the-loop 
decisions. All loads are characterized and modeled, resulting in 
a complete set of independent load demand profiles in a given 
time frame. A principle advantage of this framework is that it 
focuses on accurate ship-level load dynamics without the need 
for architecture-specific characteristics, making it ideal for a 
wide variety of early design trade space studies. In developing 
the load demand, several key features were considered: 

• Scalable: Individual load models can either be lumped- 
parameter or physics-based, depending on the 
appropriate trade-off between model fidelity' and 
compulation speed. At a minimum, lumped-load 
parameters include maximum and minimum power 
ratings for peacetime cruising and battle posture, ramp 
rates, pulse widths and repetitions. 
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• Tunable: The load sampling frequency can be changed 
for adjustable model fidelity. Twenty samples per 
second are used for the lumped-parameter ship load 
model test case herein. 

• Stochastic: Load parameters often behave as random 
variables. The model can introduce randomness to 
maximum ratings, pulse widths, pulse repetitions, and 
ship speed. For example, the propulsion load can be 
mapped to a random speed based on a probability density 
function of ship speed-time profile collected from actual 
U.S. Navy destroyer operations [13]. In the same 
manner, histogram data can be used to predict the 
number of times a pulse load will cycle. 

• Expandable: The model is modular, making it easy to add 
or remove loads to define a new set of ship loads or 
include battle damage to the scenario, 

III. Notional Naval Power System Baseline 

The notional all-electric ship baseline developed by the 
Electric Ship Research and Development Consortium (ESRDC) 
is a medium-voltage dc (MVDC) topology shown in [11] and re¬ 
envisioned in [12], It features a 4-zone, 2-bus dc distribution 
system fed by two main turbine generators (MTG) and two 
auxiliary turbine generators (ATG). The complete load set 
consists of propulsion, service, radar, and three high-energy 
mission loads spatially separated throughout the ship for 
increased survivability as shown in Fig. 1. Zonal loads (ZL) and 
(he Radar (R) are fed from the main buses by converter modules 
(CM). 

To demonstrate the scalability of the load generation model, 
a comparison between two ships is presented with the same set 
of mission loads, but a different scaling of power requirements. 
Ship A is a notional near-term platform described in [9], with a 
total installed power of 82 MW. By comparison, Ship B is 
smaller in displacement, total propulsion power, and total 
installed power (48 MW), but its mission loads are 
representative higher-power, far-term, multi-mission pulse 
loads similar to those described in [14], 

A. Service and Radar Loads 

The topology in [It] contains 22 lumped-parameter loads 
spread proportionally throughout each zone, representing a full 
composition of ship-wide ac and dc service loads. The 
conversion modules (CM) showm in Fig. I are converting the dc 
bus voltage to the appropriate load voltage (ac or dc) in each 
zone. There are two states in the service load model. The 
"cruise” state represents the load demand during peaceful 
transit, while "battle” represents an increase in service load 
demand due to the need for added redundancy and survivability, 
For example, ali firemain, seawater, and chill water pumps will 
be operating and cross connect valves closed during battle 
conditions. The service load model can add random fluctuations 
for lumped-parameter models or specific load profiles for 
detailed models if greater detail is needed. Herein, the service 
load demand is modeled as the aggregate of the 22 lumped loads 
in [11]. 

The radar model is similar to the service load model in that 
it operates at a "cruise” level when in a peacetime transit 

Fig. 1: Notional naval power system baseline 

condition. Then, the load demand increases for "battle” 
condition where backup systems are energized for maximum 
redundancy and operating at full capacity'. 

B. Mission Loads 

There are three high power mission loads in the ship set that 
are directly fed from the bus and identified as “MLI”, "ML2”, 
and “MLS” in Fig. 1. They are characterized by peak power, 
pulse duration, and slew rate as shown in Table i. The mission 
loads are shown in two locations to represent the physical layout, 
but the power level shown represents the total of each mission 
load in both locations: the power could go to either location or 
be split between the two. 

Another characteristic of the mission load model is that the 
powrer and duration of each mission load can be modeled 
stochastically. Mission load 1 has a defined pulse duration (3s), 
and these pulses occur in sequential groups. The number of 
pulses in a group can be represented using the binominal 
distribution for the number of sequential pulses N, 

Table 1. 

Three Mission Loads (MLX) for Notional Ships A and B 

Peak Duration Slew 
_(pu %)_(sec) (pu/sec) 

MLI 

Ship A 24.4 3 ±1.22 

Ship B 41.7_3 + 2.50 

ML2 

Ship A 0.9 Various ± 1.22 

Ship B 43.8 Various + 2.50 

ML3 ' 

Ship A 0.6 Various + 1.22 

_Ship B_±2_Various ± 2.50 
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Pr(Ar = k) - TT7~TTT Pk (1_ Py* 0) 

The parameters for ML1 are n=10 and p = 0.45. This 
distribution is shown in the top of Fig. 2. For each operation, 
the power of each mission load can vary. As ML1 operates 
using groups of pulses, each pulse is assumed to be at the 
same power level. MU and ML2 exhibit similar 
characteristics in the power they use in that they typically 
operate near their max power (1.0 pu). The probability of 
operating at a given per-unit power level Pwr, termed the 
probability density function, is modeled with the Beta 
distribution. 

Pr(Pw = x)-- (2) 

where is a normalization constant to ensure the total 

probability integrates to 1. The parameters (a,/}) characterize 

the distribution and are 2 and 0.2 respectively. 
The length of each pulse for ML 2 and 3 is represented by 

a truncated version of the Gaussian normal distribution. We 
assume there is some minimum practical activation time, as 
well as a maximum operational time due to cooling or other 
limitations. 

The probability of a given operating duration D is 

Pr(P = x) = 
i^) 
a a 

-)-<£( 
Q — fj. 

<T 

(3) 

Fig. 2: Pulse load characteristics of MU. The load operates with groups of 

pulses. The probability distribution for the number of pulses in a group is 

shown in the top plot. The power of the pulses in a given group is the same, 

but can vary for each group of'pulses. The cumulative probability distribution 

for tile pulse power is shown in the bottom plot. One can interpret this plot as 

the probability' the pulses have a given output power or less. For example, 

there is only a 25% probability the power will be less than 0.9 pu. 

where <j> is the standard normal Gaussian distribution and 

is its cumulative distribution. The mean and variance are /i 

and d respectively, while [a.b] is the valid interval. ML2 has 

mean 30, variance 20, and operates between 2 and 60 s. ML2 
has mean 120, variance 150, and operates between 5 and 300 
s. These distributions are shown in Fig. 3, 

C. Propulsion Load 

The propulsion system consists of two propeller shafts 
connected to two spatially-separated motor and motor drive 
systems. The system interface to the power distribution system 
is shown as the Propulsion Motor Drive (PMD) interface off the 
port and starboard dc buses in Fig, 1. The total notional ship 
power versus speed curve is found in [11] and is a nearly cubic 
curve with 73.7% (pu %) at a max speed of 30 knots. Note that 
for Ship A and Ship B, the propulsion load characteristic is 
assumed to be similarly scaled and therefore maintains the same 
per-unit values. Additional parameter settings, such as slew' rate 
for modeling increasing and decreasing speed, arc nominally set 
to ± 1,5 MW/sec for Ship A and ± 2.0 MW/sec for Ship B. 

IV. Operational Vignettes 

Six variants of a notional 10-minute operational vignette 
were considered to simulate the ship’s multi-mission capability 
and to severely — realistically - stress the integrated power 
system. The sequence of service, radar, mission, and propulsion 
load levels are shown in Table D. Here, service and radar loads 
begin at cruise-level and then transition to battle condition in 
support of an imminent operational threat engagement. Through 
a series of simulated detect-to-engage sequences and human-in- 
the-Ioop responses, the ship then initiates a series of pulse power 
multi-mission loads. Mission load characteristics in Table i are 
identified as a number of pulse repetitions shown in Tabic II and 
based on the density function equation (1), The pulse duration 
of Mission Load 1 is set to 3s, while Mission Load Two varies 
as a probability density function described in equation (3) and 
are set at 45,15, 30, and 20 s. 

Fig, 3: Probability distribution of operating time for ML2 and MLS. Both 
distributions follow a Truncated Gaussian Normal distribution with different 
parameters. 
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table n. 

Load Sequence Decomposition for Notional Ships A and B (% pu) 

_0 12 3 
Ship A Load 

Service 7.50 15.7 15.7 15.7 
Radar 3.50 3.50 4.60 4.60 

Ship B Load 

Service 9.0 18.8 18.8 18.8 
_Radar 8.9 8.9 11.7 11.7 
Mission Load (# pulse) 

ML1 0 0 6X 0 
ML2 0 0 0 0 

_ML3 0 0 IX 0 
Speed 

Constant 1.38 1.38 1.38 1.38 
Moderate 1.38 1.38 1.38 1.38 

_Aggressive 1.38 76.0 52.0 73.6 

Time (min) 
4 5 6 

15.7 15.7 15.7 
4.60 4.60 4.60 

18.8 18.8 18.8 
11.7 11.7 11.7 

2X 0 4X 
IX 0 IX 
0 0 IX 

1.38 1.38 1.38 
30.2 30.2 30.2 
73.6 73.6 73.6 

7 8 

15.7 15.7 
4.60 3.50 

18.8 18.8 
11.7 8.9 

0 3X 
IX IX 
0 0 

1.38 1.38 
30.2 30.2 
1.73 30.2 

9 

15.7 
3.50 

18.8 
8.9 

0 
0 
0 

1.38 
1.38 
25.1 

10 

15.7 
3.50 

18.8 
8.9 

0 
0 
0 

1.38 
1.38 
1.38 

Likewise, Mission Load Three pulse durations are set to 200 s 
and 120 s based on the same density function. 

Propulsion power is the largest single load demand, so three 
degrees of propulsion maneuvering were used for comparison, 
as shown in Table 11 and in Fig. 4. From this plot, the impact 
ship speed has on available power can be readily seen. Ships A 
and B undergo the same operational scenario with constant, 
moderate, and aggressive propulsion load dynamics for a total 
of six variants based on the same operational vignette. The 
individual service, radar, mission, and propulsion load 
sequences are added, resulting in the total ship load demand 
profile for each variation. 

Fig 4: Ship propulsion power demand for increasing ship maneuvering. 

V. Results 

The total load demand profile for six operational vignette 
variants described in Table II is shown in Fig. 5. Ship A, the 
electric ship with near-tenn mission loads and 82 MW of total 
installed power, is in the first column of results while Ship B, 
the smaller displacement and smaller installed power (48 MW) 
with higher pulse loads is shown in the second column. From 
the left column to the right in each row. the dashed line across 
the unity per unit power indicates the total installed power (1.0 
pu) for Ships A and B. The rows ofload profiles from top to 
bottom indicate the propulsion load dynamics of increasing ship 
maneuvering speeds. 

For Ship A, the total peak load demand is well within the 
total installed power envelope at most speeds and only just 
begins to exceed it at its top speed (maximum propulsion load). 
If historical speed-time profiles are used, then probabilities can 
be quantified and speed envelopes can be established to mitigate 
the risk of exceeding the power generation capability of the ship. 
Localized energy storage can also be added to buffer the pulse 
loads from the bus and allow for idea! generator loading. 

For Ship B, the total peak load demand begins to exceed the 
total installed power even at a low, constant speed. In order to 
realize this ship’s power system architecture, energy storage is 
not only necessary to buffer the pulse loads from the bus as 
discussed for Ship A, but also to store large quantities of energy 
to support the total ship load demand. By integrating the power 
profile, these results can be inteipreted as an energy 
management problem, where storage capacity, type, and 
location can be studied. 
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(c) Ship A Load Profile with Moderate Ship Maneuver (d) Ship B Load Profile with Moderate Ship Maneuver 

Time (sec) Time (sec) 

(e) Ship A Load Profile with Aggressive Ship Maneuver (f) Ship B Load Profile with Aggressive Ship Maneuver 

Tig. 5: Total Load Demand Profiles for Ships A (left column) and B (right column) under constant speed (a,b) and moderate (c,d) or aggressive (e,f) 

maneuvering. Note the vertical axis values are the same for both columns, but change with each row. A dashed horizontal line indicates 1.0 pu generation power. 
Exceeding this threshold requires either more installed generation capacity or energy storage. 
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VI. Conclusions and Future Work 

In the larger body of work on developing early design tools 
for power system architecture assessment such as in [5]-[ 12], the 
premise that early design trade space studies should not assume 
a constant steady state condition is established. Rather, basing 
assessments on realistic dynamic loading under potentially 
disruptive conditions is most appropriate. 

In this paper, a systematic method for generating total ship 
load demand profiles based on its intended operational use is 
introduced through a representative test case of six variants. The 
operational vignette represents a multi-mission situation where 
human-in-the-loop decisions drive the dynamic sequencing of 
service, radar, mission, and propulsion loads. Stochastic models 
are presented for various mission load power demands and 
durations. In so doing, the full ship load set spans the overall 
load demand profile. One advantage of this framework is that it 
focuses on accurately capturing ship load dynamics while 
severely stressing the power system. Since the notional power 
system baseline architecture is generally defined, it does not 
assume vendor-specific characteristics or point design solutions, 
which makes it ideal for early design trade space studies on 
architecture or control [15], 

The set of load profiles are specified here as raw power 
demand from the perspective of the dc bus without considering 
the buffering effects of local energy storage. When viewed this 
way, integrating the total power profile provides insight into 
understanding energy storage characteristics such as capacity, 
charge rates, discharge rates, and power interconnect ratings. 
For future work, we anticipate a major area of research will 
develop around the best locations for energy storage units and 
the topology of the power system. As part of the system analysis 
and tradeoff studies, one can add energy storage to the model at 
will. For example, adding localized storage at each mission load 
will limit the impact on the main bus, while adding centralized 
storage will require high-capacity interconnects. 
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Synopsis 

Both naval and commercial shipboard power systems are incorporating new technologies to improve fuel 

economy and performance. Adding to this challenge, load demands can now rival a single generator's capacity 

and ramp rate. Devices with limited ramp rates or those with energy storage capacity are time dependent and 

have capabilities that depend on their current state, like stored energy or present operating point. This means 

that future information can be useful to prepare the system to service future loads in some conditions. Obtaining 

these future forecasts and designing a controller can be difficult, so this paper develops a method to quantify the 

potential value of the future information depending on the system characteristics. This quantitative value allows 

designers to decide whether or not to pursue future forecasting and a controller that can use it. Two optimization- 

based controi methods are developed. One uses only current information, while the other has an exact forecast 

of the future. The difference between the two is the potential value of the information. As examples, the method 

is applied to a notional naval ship and drill platform service vessel with representative power and energy system 

architectures under indicative operational load demands. 

1 Introduction: Dynamic Power systems 

New technologies are being deployed in marine power systems including batteries, fuel cells, integrated electric 
propulsion, and standby generators. These systems can improve fuel economy, performance, and service more 
exotic loads. Many of these system elements are time dependent and their current state depends on past actions, 
like stored energy or fuel cells with slow power ramp rates. Even traditional generators have finite ramp rates that 
cannot serve some modem pulse-power loads. 

Traditionally, power systems could be analysed in steady stale to determine if the generation was sufficient to 
meet loads, but as the system elements become time dependent they become much more difficult to analyse and 
control. This control is critical to realizing the benefits of the new components [Kartlcahala et al.ifl2t)T2|);|Frossain| 
land Ginn|(j2017D. For example, energy storage devices should be charged in anticipation of large loads |Chan et al.| 
32011). and standby generators should be started in advance. Rapid decreases in load can be equally problematic. 
Numerous proposed control architectures explicitly consider the system dynamics. 

When discussing control of these dynamic systems, for clarity we use the terminology of “predictions” and 
“forecasts.” The generation system dynamics can be modeled, so il is often possible to predict the future system 
state based on the control inputs - the known system commands determined by the controller. The un-modeled 
changes are considered disturbances to the system and often arise from changing loads. This is the general form 
of model predictive control (MFC) in which a plant model is used to predict the effects of possible control actions 
over a fixed time horizon. Here, the controller selects the best input choice, applies that command at the current 
time step, and repeats the process at the next time step. There are both linear and nonlinear versions [ZoEraEI] 
lantTAlxielwahedj(PTITj); IZHiTet aE] (ECTTTi) and they can be centralized or distributed lEanaei and Alixadelij(PJTS[). 
These controllers set the power levels of (he various generators, sometimes curtail loads, and can be used for 
system breaker configuration |2ohrabi et al.jPtJTTtl. In all of these works, the controller docs not have advanced 
knowledge of changes in load, but it can predict the results of its own actions on the plant. 

By contrast, a forecast is an estimate of future disturbances that the controller cannot change, but may have 
some knowledge of il. For more aggressive and rapidly changing loads, the controller may receive a forecast of 
future loads to better prepare for fast transients |Gonsoulin et al.|([2DT71);|Vu et^T|(|2017|);|Stone etaT] 020151);[Park| 
[et al,| (P015D. The controller then incorporates this forecast as it makes its predictions for the effects of the control 
actions. This type of control is also typically called MFC. 

This paper considers the control and analysis challenges of using lime-dependent power system elements and 
the relative importance of future forecasts to mission success. In some cases this future information is critical, 
while in other cases it provides no benefit. Specifically, even if a controller uses a prediction model like MFC, it 
has no explicit future forecast and could be compared with a more typical PfD or other standard controller. Adding 
an explicit future load forecast is often difficult and inaccurate, so it is useful to quantify the potential benefits of 
this approach. For example, future load information is critical to a drill platform servicing a vessel attempting to 
temporarily shut down engines, while the information is irrelevant when the ship is at steady state cruise. Naval 
vessels servicing rapid pulse loads also benefit from forecasts. 

To quantify this difference, this paper compares the unserved load with and without future knowledge. Power 
systems require some form of conlrollerParah et'ar|(|20T5tl;|Vu ct aTIdSOl?]). but rather than design a controller for 
every case an optimization process is used that mimics the behaviour of an ideal controller. Herein, two types of 



optimization methods are used to generate controller behavior. The first optimization algorithm is described as an 

“instantaneous” because it only has knowledge at the present time. The second algorithm is called a “multi-period” 
controller because it has exact future knowledge of load demands, which essentially can consider many actions at 
many different times. Practically speaking, the tradeoff between the two methods is the value of future knowledge 
at an additional computational cost. The multi-period controller is very difficult to fully implement in practice as 
it assumes exact future knowledge on a long horizion, but it provides an upper bound on the system performance 
given a specific system architecture. These two controller types have been proposed separately before, where the 
instantaneous version was discussed in [Chan et~aTl(j200<?tK [Cramer el aT^jtf20'l5j j2015[) and the multi-period version 
was shown in |Oh et al.| (j2017|). The goal here is to compare the two and rigorously quantify the value of the 
forecasts. 

When using MFC, the advanced knowledge given to the controller depends on the application and it is a design 
decision. The multi-period controller in this paper has exact future knowledge for the whole simulation horizon, so 
a more practical controller like MPC with a limited lookahead capability should exhibit performance somewhere 
between the instantaneous and multi-period optimizations. As the MPC horizon gets longer its performance should 
approach the ideal multi-period case assuming the forecast is accurate. 

The sections that follow first present some limited conditions when future forecasts are not useful, then devel¬ 
ops the two control methods for comparison, The ship architectures are then described, followed by results and 
conclusions. 

2 Analysis 

Providing sufficient overall power for dynamic load demands is a primary consideration in ship power system 
design and the focus of this paper. Fuel economy is not directly studied, but it does have a strong secondary effect 
in that correct system control can allow generation assets to be turned off rather than left idling. 

This section first proposes some simple conditions to quantify when future information is not useful, and 
then establishes that even minor system complexity requires more advanced analysis to understand the value of a 
forecast. The instantaneous and multi-period optimization based control algorithms are then described. 

2.1 Relevant Operating Conditions 

Load shortfalls can occur when power ramp rates exceed capacity, or if there is insufficient total generation. 
Power plant lineups are often optimized for fuel economy, which implies that offline generators will need time 
to start up in order to serve the maximum load. To formulate the problem, each generator i has maximum and 
minimum power limits such that 

Pmin — Pgen — Pmax- (1) 

Both gas turbine and diesel generators have positive and negative rate limits r'+ and ri. that are significantly 
less than ramp rates of newer system loads. Assuming these ramp rates do not depend on operating condition, they 
can be defined as 

rL < -■£!-L S 4 (2) 

where /jJ and represent the tth generator power at time r and / — 1. 
The total generation capacity is simple to check, but ramp rates require more analysis to account for the dy¬ 

namics involved. If we assume n generators have identical ramp rates and capacities, and share power equally, then 
the total system ramp rates are n * ri and n * 4 across the full range from zero to full system capacity. If the load 
ramp rate stays within these bounds, the system is able to provide sufficient power even without future predictions. 
However, if the generators differ in either their specifications or operating conditions, then more detailed analysis 
is required. For example, one generator may hit its maximum power limit before the others and thus be unable to 
contribute to total system ramp rate. 

Even analyzing the startup of idle generators requires significant simplification. Let us assume an offline 
generator requires some time to start, synchronize, and come online at zero load. It can then respond to a load 
based on its ramp rate. Even if the next generator is assumed to be online before the existing generators reach 
capacity, this condition is not sufficient because the existing generators no longer contribute to the power ramp 
once they reach their maximum. These dynamic factors drive the need for automated methods to analyze and 
control the power system, even without the addition of energy storage. 

2.2 Optimization-based analysis 

To study the relative value of this future information, two control methods are used. One considers only 
current information, and the other has full future knowledge. Many methods exist to mathematically formulate the 
problem, for example linear vs nonlinear models, and whether decision variables should be generator powers or 
line flows. This section focuses on the overall optimization goals rather than the details of the numerical solution. 



2.2.1 Instantaneous optimization 

The general form for an Instantaneous single-period optimization is a minimization of some cost function 
subject to constraints defined as 

min Cgen{pg) -\ ~ {-ziPp^ Pr-j) 
Pg-,Pes 

such that 

8{Pg,Pes) = 0 

h{Pg,Pes) 0 

Pmin _ Pgen ^ Pmax 

Pesmn — Pes ^ PeSwu 

l <A Pg 
Pes 

< u. 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

The basic costs are associated with generator cgCn and energy storage usage ces. The functions g and ^represent 
equality and inequality constraints on the system like power flow and line limits. The generic cost function cz 
includes any other design attributes like a desire for generator balancing. Some portion of the problem may be 
linear, and those constraints are often represented separately in (jSJ) to simplify the solution. This setup is generic 
and admits a variety of optimization setups from linearized DC systems with direct control of line flows to fuil 
nonlinear AC power flow equations. 

2.2.2 Multi-Period Optimization 

The multi-period control optimizes power and energy management for the entire scenario at once by assuming 
perfect knowledge of all loads. It simultaneously considers past, present, and future demand at all times. This is 
distinctly different than a single-period controller, which optimizes commands only at each time step. 

Conceptually, the optimization simultaneously analyzes copies of the power system at each of T time steps. The 
decision variables Pg,pes have a representation at each time step that combine to create the extended multi-period 
decision variables ps = {pg{l),pg(2),...pg(T)}, and pes ~ {pesW,Pes{2),...pes{T)}. For a power architecture 
with ng generators and nes ES, the new decision variables pglpes now have nsT and nesT and elements, respectively. 

2.2.3 Energy Storage 

The energy available in energy storage system evolves over time and the units cannot provide sustainable power, 
so constraints are added to reflect their storage capacity. We use a relatively simple model for energy storage that 
is agnostic to the storage technology or hybrids thereof and provides bidirectional power flow. 

Each energy storage unit has a maximum and a minimum power limit (e.g. ± 10 MW) and an energy capacity 
(e.g. 60 MJ). The storage is approximated as lossless, so the power output is integrated to determine the energy 
storage state, 

T 

Emin — Estan ~ EWOAf — Emax Vtr € (0, T) (9) 
1=0 

where is power from the energy storage i (positive for output power). At is time step, and Emi„ and Emax 
are minimum and maximum energy capacities, respectively. Example capacity ranges can be 0-60 MJ with 30 MJ 
starting point, or equivalently ± 30 MJ with a 0 MJ start. 

2.2.4 Multi-Period Objective Function 

After adding the multi-period constraints on energy storage capacity and ramp rates, the final formulation for 
multi-period optimal power flow is modified from as 

min cgen(pg) + Ces(pes) + cz(pg,pes)) 
Pg iPes 

where the bar on top of variables include vectors of entire multi-period as suppose to a single-period 
straints are similarly modified with the extended decision variables. 

3 Ship Architectures 

To illustrate this phenomenon, consider two applications: a drill support ship and a naval vessel, both with 
high power dynamic loads and multiple generators. The naval vessel also has energy storage. The drill ship power 
system shown in figure[T|does not contain energy storage and is less complex, so it will be considered first. 

(10) 

. The con- 



Figure 1: Notional drilling vessel power system as described in [Anvari-Moghaddam efall (|2016j). DG signifies 
diesel generator, AT signifies Azimuth Thruster Load, DD signifies Drilling Drive, CM signifies converter, ACL 
signifies general AC Load, and DCL signifies general DC Load. 

Zone 1 Zone 2 Zone 3 Zone 4 

Figure 2: Notional shipboard MVDC system. MTG signifies main generator, ATG signifies auxiliary generator, 
PMD signifies propulsion, CM signifies converter, R signifies radar, and ZL signifies zonal load. 

3.1 Drill Ship 

We consider the architecture studied in [Anvari-Moghaddam et al,| (f2!]T5|) with the energy storage element 
removed, shown in figure [l] The drill ship has 6 generators with a maximum power of 7 MW each. The analysis 
considers two cases, one where ail the generators have slow ramp limits of 0.117 MW/s (I p.u./min), and the 
second where three of the generators are replaced with faster versions with 1 MW/s ramp rates. 

3.2 Naval Vessel 

The naval vessel under consideration is shown in figure^ The system has 82 MW of installed generation that 
can absorb a step load change of 22.2 MW and has a response time constant of approximately 2.9 s. The maximum 
propulsion load is 60,4 MW, Distributed through the four zones is a total of 3.4 MW of non-vital load and 3.7 MW 
of vital load. The radar load is 3.8 MW. There arc three mission loads. In zone 1, there is a 13-MW mission load 
and accompanying 13-MW, 780-MJ energy storage. In zone 2, there is a 5-MW mission load and accompanying 
5-MW, 50-MJ energy storage. In zone 3, there is a 7-MW mission load and accompanying 7-MW, 420-MJ energy 
storage. 

4 Simulation Results 

In this section, we present the simulation results for the two different ships under various load demands during 
representative operational missions. 



4, l Drill Support Ship 

The drill support ship load profile is a simple combination of two steps from 50% to 100% of rated total 
generation (21 - 42 MW). The first step occurs slowly at positive and negative ramp rates of 0.6 MW/s. The second 
step is more rapid with a rate of 3.3 MW/s. 

The energy storage units are not used in the drill ship model to provide simple examples when future forecasting 
is not helpful. Forecasts are almost always helpful when energy storage is included. 

4.1.1 All slow generators 

The drill ship is first studied assuming all the generators have slow ramp rates of 0.117 MW/s, for a total 
ramp rate of up to 0.7 MW/s. With these rates, the first step load is within the generator ramp rate limits, hut the 
second load step exceeds the total ramp limits. The results are shown in figure [3] for both the instantaneous and 
multi-period optimization. 

The generators have identical power ratings and ramp limits but slightly different costs, so they do not share 
power equally hut their operating points are very similar. The maximum generator power is sufficient to serve the 
load, and the first step ramp rates are within the system capability. This satisfies the assumptions of Section [27JJ 
so we should expect that future forecasts do not help and the instantaneous and multi-period control should yield 
similar results. This can be seen in the first load step from 25-125 s when both control methods generally serve the 
load during transients. However, the instantaneous version has a slight power shortfall as it reaches a peak at 70s. 
This occurs because the generator operating points arc different. Generators 4-6 start at a higher operating point 
than the others, and thus saturate sooner leaving only 3 generators to provide the ramp rate during the end of the 
ramp from 60-70 s. 

During the second power step increase at 150 s, the ramp rate exceeds the installed capacity. It is physically 
impossible to serve the load, and both controller types fail. 

4.1.2 Half fast, half slow generators 
The drill ship is next studied assuming three of the generators are replaced with faster versions with I MW/s 

ramp rates. This means the total ramp rate is 3.3 MW/s when no generators are saturated, derived from 3 x 1 MW/s 
+ 3 x 0.167 MW/s. With these rates, both load steps are within the total ramp limits, but only with no saturation. 
The results are shown in figure£3]for holh the instantaneous and multi-period optimization. With different generator 
ratings, one of the assumptions of Section [371] is clearly violated and it is possible that forecasts may help. 

The second load step is a change of 21 MW which represents the full capacity of the 3 fast generators, meaning 
they are likely to saturate. The multi-period control successfully tracks the fast ramp at 150 s by changing the 
generator operating points in anticipation of the ramp. The load is transferred to the slow generators (1-3) so that 
the fast generators can operate lightly loaded and be ready to provide the fast ramping power to track the step. 
The instantaneous optimization does not show this characteristic. The fast generators start at about 50% load and 
quickly saturate, meaning the load is under-served. 

4.2 Naval Vessel 

As an example scenario the system is initially operating with full energy storage, cruising at 20 knots, and radar 
and mission loads off. At 30 s, speed is reduced to 10 knots, and the mission load in zone 1(13 MW) is turned on. 
At 75 s, the radar (3.8 MW) is turned on. At 100 s, speed is increased to 20 knots, and the mission load is turned 
off. At 135 s, speed is increased to 30 knots. The vignette ends at 180 s. For this mission, the performance of the 
single-period instantaneous optimization method is shown in figure |?J The same mission using the multi-period 
optimization is shown in figure^ 

It can be seen that the multi-period approach is generally using less generation to satisfy the load, although 
during the challenging propulsion transient at 135 s, it has more instantaneously available generation. The multi¬ 
period approach actually serves slightly less load during the mission load operation time in order to improve the 
endurance of the mission load. This is reflected in the load difference just before 100 s. Also, the improved 
capability of the multi-period approach to serve the propulsion load can be seen al 135 s. 

5 Discussion 

As expected, future information becomes more valuable for systems with lime dependent features. Forecasts do 
not help in some limited conditions, but as shown in the earlier examples even a set of conventional generators can 
benefit if they do not have identical power limits, ramp rates, and operating conditions. Aggressive loads combined 
with limited generator ramp rates and startup time is a typical example of a system that can benefit from forecasts. 
Adding Energy storage to the power system can provide performance benefits, but the control of these devices 
significantly improves with future forecasting. This implies that systems without forecasting may not realize the 
full benefits of the storage devices. 
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Figure 3: Drill Ship with all slow generators 
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Figure 4: Drill Ship with half fast, half slow generators 
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Figure 5: Instantaneous control for the naval vessel. 

(a) Generation and Load (b) Energy Storage Usage 

Figure 6: Multi-period control for the naval vessel, 



The difference in performance between the instantaneous and multi-period controllers provides the quantifiable 
benefit of future forecasts. However, this metric must be evaluated with caution as it represents a hard upper bound 
on that performance. If the future forecast or the dynamic models are incorrect, that maximum performance will 
not be achieved and the controller may actually do worse than one without forecasting. 

6 Conclusions 

Modern marine power systems increasingly incorporate new technologies and service fast ramping loads. The 
time-dependent nature of these systems indicate that they can benefit from forecasts of future load demand, but 
implementing such a system is difficult. This paper presents a method to quantify the benefit of this future infor¬ 
mation. Some power systems may see no value in future forecasting, but systems with load ramp rates approaching 
generator limits or those with energy storage generally benefit. 

Two optimization based controllers were developed, one with only current instantaneous information, and the 
other with full future knowledge of load. Each represents an upper-bound performance given the information 
available, so the difference between the two reflects the value of that information. Implementing a real controller 
with exact load forecasts is very difficult, but the methods here allow a rigorous quantification of the potential 
benefits to determine if such an idea is worth pursuing. 

These ideas were demonstrated on a drill platform service vessel with both slow- and fast-ramping generator 
lineups, and on a naval vessel with electric propulsion and demanding mission loads. 
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Market-Based Control as a Paradigm for 
Power System Control 

ABSTRACT 
Market-based control has previously been proposed as 
an option for the control of shipboard power systems. 
Such an approach consists of an artificial market for 
power in which various actors (a consumer and firms) 
behave according to microeconomic principles. With 
each piece of equipment operating through laws of 
supply and demand, a system that is agile, resilient, 
effective, and efficient can be obtained. If objectives 
change or the system configuration is altered, prices 
shift, and resources are automatically reallocated to their 
most productive uses. This behavior arises because it has 
been shown that there is a fundamental equivalence 
between the solution to the market-based control 
approach and the underlying optimal control problem 
involved in controlling the shipboard power system. 
Formulating the problem in this way is not 
fundamentally necessary, but market principles will be at 
work in any solution to the problem. Herein, 
advancements in the control method as applied to time- 
dependent elements such as energy storage are 
presented. Methods of operating equipment in which 
future operation is limited by present choices are 
discussed. These methods allow for optimal control over 
a dynamic and uncertain future. Extensions of this work 
into the joint control of electric power and thermal 
management systems are also presented. 

INTRODUCTION 
Energy storage in power systems must be considered in 
order to achieve an optimal decision-making process 
when faced with shifting objectives and system states. 
When posing the problem in terms of market-based 
control, this is essentially formulating how the energy 
storage will react to known market conditions and 
predictable future market conditions that can affect the 
optimal decision. Ideally, the most potentially valuable 
choice, whether to charge or to discharge, will always be 
chosen to reach optimal system behavior. 

Generators and loads are both more straightforward to 
consider - they respectively generate or consume power 
only as needed to achieve optimal performance and their 

behavior is not time dependent. However, the optimal 
performance of the power system overall has been 
shown to rely heavily on the charging and discharging 
behavior of energy storage. For example, a ship needing 
to fire an advanced high-performance weapon system 
may require more power than the installed generators 
can provide, so the energy storage is required to have a 
substantial capacity of charge to adequately meet the 
power demand of the system’s objectives. 

Great advances have been made in the modeling and 
simulation of electric shipboard power systems such as 
those explored in [1] [2], which feature mathematical 
programming-based approaches. However, these 
advances have relied on a very limiting view of the 
energy storage in the system - one that forces a static, 
unchanging weight on charging or discharging energy. 
For truly optimal control, the control element of the 
energy storage must be able to evaluate the conditions of 
the current market, and then determine the optimal price 
of energy storage and release. Then, an optimal decision 
can be reached. This is a challenging dynamic problem. 
It is very intuitive to imagine that the optimal price of 
energy in a storage element should not be static - it 
should be changing depending on the energy demands 
that the storage element is expected to serve. For a 
simple example, imagine a typical mobile phone battery. 
As time progresses and the battery discharges over time, 
the mobile phone continually experiences a decrease in 
available time before the battery must be charged, or else 
the system will cease to function in a useful manner. It is 
then useful to formulate the situation as remaining 
charge being more valuable than dispensed charge, 
because the implied time limit to charge the battery to 
keep the system operational is always decreasing. Once 
the phone does not have sufficient energy to operate, it 
must be connected to a nominal wall-charger as a source 
of power. It is helpful to conceptualize the system 
powering on as the moment when energy in the battery 
is the most valuable. Then, as time progresses the battery 
gains more charge, and the effective time that the system 
could stay operational while away from the power 
source increases. Thus, it is reasonable to say that more 
charge becomes less valuable, becoming completely 



worthless when the battery is fully charged. This is a 
simple enough cycle to automatically control with no 
complications, but for the problem at hand, it is 
imperative to consider the more complex situation where 
the energy storage must decide to purchase excess 
energy from generators (power sources that are typically 
always connected to the system) and sell stored energy 
to the loads when deemed optimal. 

At some level, the problem is that of quantifying the 
opportunity costs faced by the system at any moment in 
time, and an optimal approach to evaluating opportunity 
costs is not an intuitive process. The controller must be 
able to consider the possible impact on future value 
given the recommended actions in each time step. There 
are also considerations that elements of the electrical 
power system may be compromised or effectively 
neutralized. In the interest of making a survivable 
system, two immediate barriers exist: it is important to 
evaluate the economic value of restoring service to a 
faulted component, and to detennine the appropriate 
effect of this loss of a component’s capability on the 
value of energy in the energy storage units. 

From [3], it has been found that the market-based control 
problem is fundamentally the same as the underlying 
constrained optimization problem. Thus, any solution to 
such a constrained optimization problem may reasonably 
be expressed in terms of a market-based control problem 
and would be solvable using similar techniques. 
Furthermore, the optimal state of the power system is 
analogous to the artificially constructed market reaching 
equilibrium - when supply of resources is equal to the 
demand of resources. 

Possible approaches to achieving market equilibrium, 
and thus the optimal state of the power system, are 
discussed herein. In particular, the alternating direction 
method of multipliers (ADMM) and existing issues with 
distributed control approaches are explored. 

Solving how energy storage can be optimally controlled 
in this manner can also have immediately useful results 
for other subsystems found in the naval ship 
environment. Shipboard power systems are always 
accompanied by a cooling system, in order to maintain 
acceptable temperature levels so that no equipment is 
exposed to unrated conditions for any significant amount 
of time. Acknowledging heat dynamics, the electrical 
components being serviced can be treated as "heat 
capacitors”, or another form of energy storage. This 
makes any solution to the optimal control of electrical 
energy storage applicable to the control of the cooling 
system. Consequently, the cooling system can also be 
modeled and controlled as another artificial market with 
analogous constraints, and solutions for optimal control, 
as the electrical power system. 

Any implications of this solution affecting the thermal 
management subsystem will rely on the two artificial 
markets being connected, but the true nature of these 
systems will certainly demand that the two markets 
operate on two different time-scales. The electrical 
power system practically functions as an instantaneous 
market - but there is a slight delay between power and 
energy transactions in the order of nanoseconds. The 
thermal management system cannot operate at these 
speeds, so it must be able to anticipate the expected 
demands of the electric power system and respond 
appropriately. 

This paper will proceed to go into more detail on current 
approaches to modeling and simulation of naval 
shipboard power systems. The market-based control 
approach will be explained, and the exact problem 
formulation will be used for illustration. Mathematical 
programming will be briefly explained and illustrated, as 
it is the basis of many different proposed simulation 
approaches in the field as it exists today. The 
equivalence of the market-based approach and the 
underlying optimization problem will be highlighted. 
Then, different approaches for achieving market 
equilibrium will be discussed, with a focus on existing 
issues and barriers currently facing the practice. Future 
opportunities are then explored, such as methods to 
improve the robustness of simulation once the 
microeconomic decisions of the individual components 
are settled, and the expansion of such solutions to other 
analogous systems. 

MARKET-BASED CONTROL 
In [3], a market-based control approach is presented for 
the control of power flow within an electric ship. The 
control method consists of an artificial market in which 
various actors (a consumer and firms) behave according 
to microeconomic principles. Each piece of equipment 
within the engineering plant will behave as a firm, 
attempting to maximize its profit. The commanding 
officer (CO) will behave as a consumer, attempting to 
maximize their utility. By properly designing the market, 
the control system allocates resources within the system 
efficiently to meet the current objectives of the CO. 
However, this control strategy does not inherently 
depend on the mode of operation. If objectives change, 
the market will react and experience price shifts, causing 
resources to be allocated to their new desired purposes. 
If the structure of the system changes (e.g., due to a 
change in plant lineup or due to battle damage), the 
prices will change to reflect the new conditions, and the 
market will attempt to meet the objectives in the most 
efficient manner under the new configuration. In this 
way, a unified control strategy can be applied to achieve 
various objectives such as fuel efficiency, continuity of 
service, and survivability. 



The shipboard power system can be understood as a 
market consisting of n resources, when defining power 
at a given node as the resource being traded. Each 
component i in the system can be thought to consume a 
bundle of resources represented as Q,- = [Qt Q2 Qn\v, 
in which resources produced by the component are 
represented with negative numbers, representing power 
generation or energy storage discharging. The physical 
constraints of each component are represented by two 
constraints that < Oand/ijCQ;) = 0. The 
bundie of resources that could be consumed by the 
commanding officer to meet mission requirements can 
be represented by QCl and this is likewise subject to two 
constraints such Xhsdgc(Q< 0 and hc(Qc) = 0. 
Also, a function fc(Qc) represents the utility achieved 
from consuming a given bundle of resources, a value 
that the commanding officer would like to maximize. 

The consumer will attempt to maximize utility by 
solving the following optimization problem: 

Qc = argmax fc(Q~c) 
Qc 

subject to 9c(Qc) — 0 

hc(Qc) = 0 

nQc = y Prof it i. 

Problem 2. The market-clearing problem is to find fl 
such that 

<?r + y <?i = 0. 
Vi 

Problem 1. The allocation problem can be expressed as 
finding Qc and Qi Vi that solve 

max 
QcQi vi 

subject to 

fc(Qc) 

gc(Qc) < o.gtiQi) < ovi 
hc(Qc) = O.giCQi) = ovi 

Qc+y Qi=o, 

which is just maximizing the utility, given the resources 
consumed by the commanding officer. Necessary 
conditions for Qc and Q,- Vi to be a solution to Problem 
1 are that the constraint equations and inequalities are 
satisfied. 

It is also possible to represent the shipboard power 
system using an artificial market-based economy in 
which the components in the system act as firms and the 
commanding officer acts as a consumer. In this 
economy, the price of all the goods can be expressed as 
II = [/?! n2 /7n]T- A firm i, consuming a bundle of 
resources Qt will receive a profit given by 

Prof it i = — n'Qj 

Then, the consumption decision is simply finding the 
bundle of resources that maximizes the profit 
function, and the consumer will attempt to maximize 
utility by finding the bundle of resources Qc that 
maximizes the utility of the system. 

Therefore, the consumption decision for firm i is 

Qi = argmax -n7'^ 
Q, 

subject to 5i(^) < 0 

= 0. 

An interesting observation is that the solutions of 
Problems 1 and 2 are equivalent under many conditions. 
Thinking about the problem in terms of market-based 
control (i.e., Problem 2) results in the solution to the 
desired allocation problem (i.e., Problem 1). 

The market-based control technique applies market 
principles to the control method and explicitly links the 
economic behavior of the actors in the system with the 
physical behavior of the equipment in the system. As 
mission priorities change, prices in the system will 
adjust automatically to reach the optimal allocation of 
resources, resulting in an agile system. Simulation 
studies of a notional electric power system in both 
ordinary and faulty conditions are performed and 
demonstrate that the proposed market-based control 
system results in performance equal to that of an 
idealized controller, illustrating the property that the 
market-based control problem is equivalent to the 
underlying optimal-control problem. The proposed 
market-based control method can therefore provide a 
mathematical foundation for distributed control 
approaches which are agile, resilient, dependable, 
effective, and efficient. 

MODELING & SIMULATION 

The modeling approach, shown in Figure 1, involves the 
embedding of a mathematical programming problem 
within the solution for each time step of the simulation. 
Specifically, the system has dynamic state that is 
updated from time step to time step. Within the 
calculations of a given time step, this dynamic state is 
used to establish a mathematical programming problem 
that represents the characteristics of the system at that 
time. By solving the optimization problem, the state of 
the power system at that time is calculated. This is used 
to update the dynamic state of the system and to advance 
time. 



Figure 1. Simulation approach 

Mathematical programming is a form of optimization, in 
which the best element from some set of available 
alternatives is determined. In its simplest form, the 
maximum or minimum possible result of a real function 
is detennined. It is possible to model the behavior of a 
shipboard power system by determining the minimum 
cost of such a system when operating under nominal 
mission conditions. This is directly solving the 
underlying constrained optimization problem, without 
framing the problem in terms of an artificial market. 
This formulation is subject to additional constraint 
equations to ensure the satisfaction of mission 
objectives, the conservation of energy, etc. Linear 
programming is a mathematical programming problem 
in which the requirements are expressed as linear 
relationships. 

The physical behavior of the power system (with an 
idealized controller representation) in a given time step 
is approximated using a linear programming problem 
with the following structure: 

max cl x 
X 

subject to Ax < b 

~ beq 

X> 0. 

The vector x contains the decision variables of the 
optimization problem, which represent the various 
power hows in the system in a given time step. The 
vector c represents the weights of different power flows 
in the objective function of the controller. The matrix A 
and the vector b represent inequality constraints 
associated with each component (e.g., maximum power 
ratings). The matrix Aeq and the vector beq represent the 
conservation of power at each bus. Each component in 
the system contributes decision variables (i.e., elements 
of x), terms in the objective function (i.e., linear terms 
appearing in cT^:), and inequality constraints (i.e., rows 
of Ax < b). This is a programming problem that can 
result in non-unique solutions, or multiple feasible 
power-flow configurations that achieve the same 
maximum value. In the cases where multiple feasible 
solutions are found, it is more physically realistic if the 
most balanced solution is dictated by the model. This is 
meant to show the power-sharing behavior exhibited by 
generators, converters, and the other electrical 
components comprising an electrical power system. 

The results of the linear programming problem are then 
subjected to a quadratic programming problem, which 
differs from a linear programming problem since a 
quadratic function is the real function being optimized, 
in order to determine the most balanced solution. 

The results from [2] demonstrated a functionality to 
change the dictated weight of a component in the system 
during simulation due to a randomized cyber disruption. 
This same functionality can be used to dictate the 
weights of components in the .system during simulation 
in order to satisfy mission objectives, thus proving the 
feasibility of a market-based control approach in which 
the weights of the system can function as shifting prices 
in a market, thus directing the power system to achieve 
market equilibrium. Observing results from both the 
constrained optimization approach and the market-based 
control approach when faced with the exact same 
simulated operating conditions, it is evident that both are 
solving the same problem, as shown in Figure 2 and 
Figure 3. 

Optimization problems of increasing scale become 
exponentially more time consuming to solve, as it takes 
increasingly long computation times in order to 
converge to an acceptably accurate result. It is a 
common approach in most math problems to break down 
complicated problems into smaller ones. Simply put, this 
can have the benefit of turning one computationally 
expensive problem into two insignificantly expensive 
problems. The alternating direction method of 
multipliers (ADMM) is a mathematical algorithm that 
solves convex optimization problems by splitting the 
problem into smaller sub-problems. This is a widely 
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Figure 2. Constrained optimization results 

used technique in many areas and is thoroughly 
discussed in [4], ADMM converges exceptionally we]] 
onto an optimal solution when two assumptions are 
satisfied. First, the objective function being optimized, 
and its associated dual function, must both be closed, 
proper, and convex functions. Second, the unaugmented 
lagrangian associated with the problem must have a 
saddle point. When these assumptions are met, the 
process of ADMM experiences residual, objective, and 
dual-variable convergence. Residual convergence 
implies that the iterate results approach feasibility, which 
means that the final solution will be a feasible state to 
impose on the system. Objective convergence implies 
that the objective function of the iterates approach the 
optimal value for the power system. Dual variable 
convergence implies that as the iteration count 
approaches infinity, the solution is a dual-optimal point. 
ADMM generally is slow to converge to high accuracy. 
However, most cases result in a moderately accurate 
result in a few tens of iterations. Considering the 
application, it is reasonable to surmise that a moderate 
level of accuracy is preferable when the reward is shorter 

computation time. In a combat-environment, a slow 
control element can become a huge drawback that is 
obviously preferable to avoid as opposed to a slight 
decrease in accuracy. Another limitation of ADMM is 
the sheer amount of knowledge that is required of the 
system to reach a reasonable result. This is achievable in 
very strict design environments where as much detail 
about a system and its components is determined and 
logged for future reference. The more data involved in 
the process, the longer it will take to process, and the 
slower it will be to converge to a reasonable result, thus 
reinforcing the tradeoff between accuracy and 
computation time. 

OPPORTUNITIES FOR GROWTH 
New solution methods for the optimal control of 
shipboard power systems should focus on improving the 
robustness of such systems. This generally refers to the 
system’s ability to remain viable in the face of 
uncertainty. For naval shipboard power systems, such 
uncertainty is represented by disruptions, and the 
possible loss of component capability due to malfunction 
or direct enemy interference with the power system. The 
robustness of new methods could be expanded in a few 
ways. Experimenting with different system layouts could 
result in limiting the susceptibility of particularly 
vulnerable components, thus protecting the viability of 
the system. Improving the decision making around 
restarting faulted components may be a difficult problem 
to solve, but this is possible to automate once a solution 
is determined. 

Any exhaustive modeling approach that fully 
encompasses the knowledge of the system, and thus 
provides the greatest possible accuracy in the 
optimization process, must also realize the physical 
consequences of the communication devices connecting 
the components of the system together. This introduces 
the concept of propagation in the system, where a 
command is issued with known current conditions, only 
to impose an actual change in the system that will occur 
in the future, with possibly different conditions than 
when the “optimal choice” was made. 

The optimal path of control for a shipboard power 
system is intuitively time-dependent. A weapon that 
must fire at specific time must be supplied enough 
available power, in enough time to ensure that the 
weapon can be fired. Referencing opportunity cost again, 
it is reasonable to surmise that an energy storage 
component should decide to store energy when future 
load demands require more power than all available 
generation can supply. The tricky part is determining the 
optimal time to perform this charging. It is easy to 
imagine that there will be many theoretical situations 
where a shipboard power system simply would not have 
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Figure 3. Market-based control model results 

the chance, or may be rendered incapable, of storing the 
necessary amount of energy stored required to meet load 
demands before it is must attempt to meet them anyway. 
Approaches that can reasonably evaluate the most 
effective way to handle such a shortage of energy are 
particularly of value. Approaches such as these have the 
capability of making the most out of a bad situation, so 
even if the required load demands cannot be fully met, 
the system will still attempt to meet them in the most 
effective way possible within the limited time 
constraints. 

In general, the actual control elements dictating the 
component behavior will be localized to that component, 
only seeking weighting information and data about the 

rest of the system from some central computing element. 
It should be noted that all prior optimization approaches 
discussed herein have been posed from a centrally 
controlled perspective, maximizing value from the 
system as defined from a broad scope of the total 
specified mission and the system’s ideal capability of 
meeting the objectives of that specified mission. Thus, to 
alleviate this limitation and more accurately present the 
behavior of a practical control system, it is proposed to 
determine the optimal behavior of each type of 
component in the system utilizing the prior discussed 
optimization model to account for the current state of the 
system and the opportunity cost presented by future 
mission objectives. It is theorized that when each 
individual component is making the best decisions for its 
own maximum value, this will result in the system 
experiencing the maximum possible utility over-all. 
Centralized measures can still be sought and applied, 
and the different approaches may have a different 
optimal approach depending on the current priorities of 
the mission. For example, a focus on survivability may 
be more effectively handled from a centrally controlled 
perspective, whereas a focus on performance may be 
more effectively handled from a more distributed 
approach. Regardless, once the distributed allocation 
problem is solved, the dynamic case of the same 
problem will need to be solved. As the existing 
distributed allocation problem is already expensive to 
solve, the dynamic case cannot possibly be easier to 
solve. This additionally suggests that the accuracy- 
computation time tradeoff will need to be carefully 
balanced in order to maintain the viability of the 
approach. 

Classical simulation approaches are focused on 
optimizing the state of the model at each individual time 
step over the course of the simulated vignette. This 
simply updates the power flows of the system according 
to achieve maximum utility, subject to static component 
weights that do not reflect changes in mission objectives, 
and the current or future states of system components. 
This is a fundamental limitation, as discriminating 
opportunity costs is practically impossible to do with an 
unknown future. Therefore, a more effective market- 
based approach is possible when considering the 
expected possible future. This should also positively 
affect the robustness of the system. In order to address 
this [imitation, the system can be expressed in similar 
mathematical structures as that of a multi-period model 
commonly used in economic studies [5]. Multi-period 
models are able to address intertemporal preferences 
desired from the model. Intuitively, this is a powerful 
tool that can address the opportunity cost problem. A 
system of matrix equations can be defined to represent 
the electrical characteristics, physical constraints, state 
variable dynamics, and decision variables of the system. 
The final system of equations will contain a set of every 



constraint the system will face for every second the 
simulation is to be run. 

Prior discussed optimization techniques can be applied 
to the new constraint equations. Whereas in classical 
approaches, these optimizations are performed at each 
time step as the power system progresses through the 
simulated mission, the optimization process can be 
performed once on the multi-period model. This will 
yield the desired result of the prior simulation process, 
with an added benefit of making decisions that consider 
the opportunity cost over the course of the entire 
mission. This also vastly improves simulation run time, 
as the model is now executing the optimization process 
one time, and not once for every time-step. The value of 
this is two-fold, as freeing up as much computation as 
possible will allow for even more accuracy to be attained 
through the previously define trade-off with computation 
time. 

Since a reasonable set of solutions are being derived for 
the operation of electric power systems, it is desirable to 
evaluate these solutions for their possible applications in 
other physical domains of the naval shipboard 
environment. The nature of electrical current makes all 
forms of electrical transfer of energy prone to the loss of 
energy in the form of heat. The amount of heat output is 
equivalent to the power input if there are no other energy 
interactions going on. So, it can be seen as anytime a 
component in the electrical market transfers resources, 
the associated components generate heat. Excess heat 
can wreak havoc on the behavior of any electrical 
system, and any substantially large electrical system can 
generate excess heat. Thermal management of a 
shipboard electrical power system is usually handled by 
an accompanying cooling system, and effective thermal 
management is crucial to improving reliability and 
preventing premature component failure. 

A heatsink’s thermal mass can be considered as another 
type of energy storage, storing heat instead of charge. A 
heatsink has a thermal resistance analogous to electrical 
resistance, giving a metric describing how fast the stored 
heat can be dissipated from the heatsink. Thus, every 
electrical component in the system is also functioning as 
an RC circuit with an associated time constant resulting 
from the capacitive nature of the heatsink and the 
resistive nature of heat dissipation. Thus, any thermal 
management system can be thought of properly 
allocating the heat (the newly defined resource of the 
thermal management market), among the electrical 
heatsinks (the newly defined market firms) to meet the 
objective of keeping each heatsink below a threshold 
that would significantly hinder, and possibly shut down, 
the electrical component. 

The electrical power system in [2] is modeled as a 
layered simulation consisting of two layers. One is a 
spatial layer defining rough geometric profiles and 
relative locations of each component in the naval 
shipboard power system. The second is the electrical 
layer, which defines the electrical metrics associated 
with the components in the power system, and the 
processes dictating the conditions of the electrical power 
system. It is proposed to add another layer, an auxiliary 
layer, that represents the thermal management system’s 
dynamics in the model. Whereas it is simple to connect 
the impacts of the spatial layer and component 
destruction or damage, to the associated components in 
the electrical or auxiliary layer, it seems much more 
difficult to properly connect the impacts of the electrical 
layer to the auxiliary layer, and vice versa. If the control 
of both systems is desired to operate in conjunction, with 
the same control elements, these relationships must be 
properly accounted for. The different timing dynamics 
inherent in the two physically different layers must be 
separated yet connected, in order to evaluate optimal 
control behavior of the naval shipboard power system. 
The thermal management system is limited to dictating a 
new configuration in the span of seconds, while the 
electrical system can impose a new system configuration 
as quickly as the ramping limits of the individual 
components, if there are any, will allow. This means that 
the simulation will move forward at the rate of the 
practically instant electrical layer, but must also evaluate 
and update the thermal management system according to 
the feasible processing speed of the auxiliary system, 
hence the need for a level separation between the two 
processes. It is a waste of computation time to evaluate 
the states of the thermal management system for time- 
steps that cannot feasibly impact the decision of the 
thermal management system. 

CONCLUSION 
The optimal control of electrical storage elements within 
a naval shipboard power system is explored using a 
philosophy of market-based control. Existing simulation 
and modeling efforts are explained, with a description of 
possible mathematical tools that can be used to improve 
the accuracy and convergence of the existing model. 
New priorities for future solutions are proposed as 
increasing the robustness of the system, as well as 
realizing the limitations that necessary communication 
systems present to the power system. The time- 
dependence of the optimal path of control is explained as 
being a consequence of the energy storage elements in 
the system, and the effects this has on the optimization 
process have been illustrated. A multi-period market 
approach is explained to formally provide a realization 
of opportunity cost as it is faced by the decision makers 
in the system. Two new challenges are identified as 
posing the control problem as a distributed allocation 



problem, and then expanding this problem to the 
dynamically changing case. Finally, the possibility of 
controlling the shipboard systems across multiple 
domains is provided, with a focus on the analogous 
nature between electrical energy storage components, 
and the heat-energy storage dynamics that are exhibited 
by all significantly large components in the power 
system. 
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1, Introduction 

There are significant technical challenges at every level asso¬ 
ciated with the integration of renewable energy sources. One 
significant challenge is managing variations in distribution sys¬ 
tem voltage magnitudes caused by fluctuations in the output 
power of intermittent sources such as photovoltaic (PV) genera¬ 
tion. Distributed generation can cause the voltage magnitudes in 
distribution systems to rise. However, the output power of these 
sources can fluctuate rapidly. For example, PV sources use max¬ 
imum power point tracking (MPPT) to make most effective use 
of the incident sunlight. Consequently, the output power of such 
sources can vary rapidly in response to passing clouds. Irradiance 
changes of as much as 60%/s have been observed during such cloud 
transients 11,2). These transients can have significant impacts on 
the voltage magnitudes in distribution systems, and these impacts 
can be expect to increase with increasing renewable penetration. 
Such transients also occur too rapidly for traditional distribution 
system regulation equipment, such as tap changing transformers 
and switched capacitor banks, to respond to them in an appropriate 
manner. 

Herein, various reactive power control methods are studied in 
which the PV inverter responds to variations in its real power out¬ 
put by varying its reactive power output. The control methods 
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involve the inverter substituting reactive power production for real 
power production when solar power changes, it is well understood 
that the reactive power capability of inverter-based distributed 
generation can be used to improve distribution system operation 
(e.g., 13-7|). in J8-11 ], the integration of MPPT with real and reac¬ 
tive power control of the PV inverter is discussed. In 112,13], the 
control of reactive power is optimized to reduce the system losses. 
Reactive power can be dispatched as part of the voit/var control 
strategy of the distribution system [14-20], in [21], both real and 
reactive power are controlled to keep the voltage magnitude in the 
acceptable range. In [22], a local linear controller is used to inject 
balanced three-phase reactive power into the grid. 

In this paper, several reactive power control methods of the 
form proposed in [22] are proposed, in these methods, the reactive 
power output is a linear function of the instantaneous solar power. 
Each method is defined by a scope, an objective, and a domain, 
which describe the manner of selecting the control parameters 
used by the reactive power controller. Unlike methods in other 
studies [23-28], the reactive power controller does not require 
high-bandwidth communication to improve voltage quality. These 
methods only require local information in order to function. To 
quantify and compare the performance of the different control 
methods, voltage magnitude violation and variation performance 
metrics are defined. Finally, the performance of these control meth¬ 
ods is demonstrated with the IEEE 123-bus feeder distribution 
system [29] with three different cases. The primary developments 
of this paper with respect to [22] are (1) the consideration of 
unbalanced reactive power injection, (2) the demonstration of the 
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proposed methods with a more complex system (123 buses vs. 5 
buses), and (3) the demonstration of the proposed reactive power 
control methods with multiple PV sources. 

The contributions of this work are (1) the proposal of vari¬ 
ous reactive power control methods for mitigation of short-term 
voltage magnitude fluctuations, (2) the definition of performance 
metrics to assess the performance of the reactive power control 
methods, and (3) the demonstration of the reactive power con¬ 
trol methods over several cases on a well-defined test system. The 
remainder of this paper is organized as follows. The reactive power 
control methods are described in Section 2. In Sections, perfor¬ 
mance metrics are defined for assessment of the reactive power 
controller performance. The controllers are demonstrated and their 
performance is assessed in the presence of single and multiple PV 
sources in Section 4. Finally, conclusions are presented in Section 5. 

2. Reactive power control methods 

At a given bus, various reactive power control methods are pro¬ 
posed to allow a three-phase PV inverter to adjust its three-phase 
reactive power injections in response to fluctuations in solar power. 
These controllers can be expressed in the form 

Q.= Q' -H pAPs, (1) 

where 

APS=PS-P;, (2) 

Psisthe solar power, P* is the reference solar power, Qe R3 is a vec¬ 
tor of the three-phase reactive power injections of the PV inverter, 
Q* sR3 is a vector of the three-phase reference reactive power 
injections of the PV inverter, and /J e R3 is a vector containing con¬ 
trol parameters, which are called the substitution rates, that are 
specific to the given reactive power control method. The objective 
of this controller is to mitigate against system voltage magnitude 
variations caused by fluctuating PV real power injection. Alterna¬ 
tive methods ofchoosing the control parameters contained in 0are 
studied herein. 

AH else being equal, the magnitudes of the system voltages can 
be expressed as a function of the three-phase PV real and reactive 
power injections at a given bus: 

V = f(P, Q). (3) 

real power injections of the PV inverter are assumed to be balanced. 
Furthermore, it is assumed that a sufficiently fast MPPT algorithm is 
applied that the three-phase real power injections can be expressed 
as 

P=^[l 1 1]TPS. (10) 

Similarly, the three-phase reference real power injections are 
expressed as 

p*=i[i i i ]Tp;, (ii) 

and substitution of (10) and (11) into (6) yields the following 
expression for the three-phase incremental real power injections: 

AP=i[l 1 1 !TAPs. (12) 

By substitution of (7) and (12) into (4), the incremental magni¬ 
tudes of the system voltages can be approximated as 

AVft=Qap[i i 1 ]' +aQ^ APS. (13) 

It can be seen that choice reactive power control method, i.e., 
choice of /?, can influence the response of the system voltage mag¬ 
nitudes to solar power fluctuations. Each reactive power control 
method discussed herein is defined by selecting a scope, an objec¬ 
tive, and a domain. The possible scopes, objectives, and domains 
are described below. 

2.1. Local vs. global scope 

The scope of a method indicates the buses at which the voltage 
magnitudes are considered by the method. Each of the methods can 
be applied with respect to either the local bus voltage (i.e., the bus 
at which the PV inverter is located) or across all of the bus voltages 
in the system. Without loss of generality, it is assumed that the 
PV inverter is located at buses n, n+ 1, and n + 2, the three phases 
of the three-phase bus. If the local scope is used, only the voltage 
magnitudes at these three buses are considered. A selector matrix 
S e R3’"" is constructed such that all elements are zero except for 
the (1, n), (2, n +1), and (3, n+ 2) elements, which are unity. A local 
bus voltage magnitude vector is then constructed as 

where V e Itm is a vector containing bus voltage magnitudes, m is 
equal to the number of system buses, and P e R3 is a vector con¬ 
taining the three-phase real power injections of the PV inverter. 
Herein, each phase of a polyphase bus is treated as a separate bus. 
If Taylor series expansion is performed about the operating point 
(P". Q.'). (3) can be approximated as 

AVftapAP + aQAQ.. (4) 

where 

AV = V - V* = f(P, Q) - f(P\ Qf) (5) 

AP = P - p" (6) 

AQ.= Q-Q* = /JAPS (7) 

V| = SV. (14) 

Similarly, local sensitivity factors can be calculated: 

ftp/ = Sftp (15) 

a{j,=SftQ. (16) 

A method with local scope uses the local bus voltage magnitude 
vector and the local sensitivity factors, while a method with global 
scope uses the global bus voltage magnitude vector and the global 
sensitivity factors. 

2.2. Sensitivity minimization vs. violation optimization objective 

(p.<ii=cp‘.(r) 

(P.CLMP'.Q*) 

(8) 

(9) 

The partial derivative terms ftp and Uq are called sensitivity 
factors which can be estimated using small perturbations [221 or 
calculated by the power flow algorithm at the operating point. The 

The objective of a method indicates what criterion is used to 
select /}. The sensitivity minimization objective is to minimize the 
response of the considered bus voltage magnitudes to solar power 
perturbations. From (13), this can be accomplished by selecting 

= argmin 1]T + «q0 (17) 

The violation optimization objective is to maximize the magni¬ 
tude of solar power perturbation for which none of the considered 
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bus voltage magnitudes leaves its acceptable range. The considered 
bus voltage magnitudes are required to fall within a range: 

V_<V<V+1 (18) 

where V_ is a vector containing the voltage magnitude lower limits 
of the considered buses and V+ is a vector containing the voltage 
magnitude upper limits of the considered buses. It is assumed that 
this requirement is satisfied at the operating point (P\ Q'). The 
voltage magnitude constraint corresponds to a requirement on the 
incremental bus voltage magnitudes: 

AV_ < AV < AV+, (19) 

where 

AV. =V_-V* (20) 

AV+=V^-V”. (21) 

The voltage optimization objective can be accomplished by sub¬ 
stituting (13) into (19): 

P — argmax]APsj 

suchthatAV <Q«P[1 1 1 ]T APj < AV+. ^22'> 

2.3. Balanced vs. unbalanced domain 

The domain of a method indicates what values of fi are consid¬ 
ered in meeting the objective of the method. The balanced domain 
allows for injection of equal amounts of reactive power into each 
of the PV inverter's phases. In this case, the vector of substitution 
rates can be expressed as 

P = m 1 if- (23) 

The unbalanced domain allows for unbalanced injection of reac¬ 
tive power, so the vector of substitution rates to be arbitrary. It 
should be noted that three-phase, four-wire inverters are assumed 
throughout. This permits either balanced or unbalanced reactive 
power injection despite voltage imbalances. 

2.4. Meclwd integration 

For a method with the violation optimization objective and the 
balanced domain, substitution of (23) into (22) yields the following 
problem: 

fl = argmax|APs| 
fi 

such that AV < 1 1 1 ^ + pcto\ t 1 1 APS < AV,.. 

This problem can be solved using a line search method. 
For a method with the violation optimization objective and the 

unbalanced domain, (22) can be solved using grid-based search 
techniques. 

The methods herein are denoted using three letters. The first 
letter indicates the scope: ‘U is local, and ‘C is global. The second 
letter indicates the objective: 'S’ is sensitivity minimization, and ‘V 
is violation optimization. The third letter indicates the domain: 'B' is 
balanced, and ‘U1 is unbalanced. For example, the global, sensitivity 
minimization, balanced method is denoted by GSB. As a benchmark, 
the method 0 indicates that no reactive power control is performed, 
i.e„ 0“O. 

For the L5U method, there is generally a unique solution to 

1q!p[1 1 l]T + a<20 = O. (28) 

If (4) remains a good approximation of the bus voltage magni¬ 
tudes under changing solar power, the local bus voltage magnitudes 
will not change for any solar power variation. This means that the 
same value of fi would result in the allowable APS being infinite in 
the LVU method. Therefore, the solutions to the LSU and LVU meth¬ 
ods are identical, and the performance of both of these methods is 
identical as well. 

3. Performance metrics 

To study the performance of the PV reactive power control 
methods on distribution system voltages, several performance 
metrics are employed. The performance metrics are calculated for 
buses in the set M={1,2,.. „ m} over the time interval [0, T], All of 
the performance metrics are calculated with voltage magnitudes 
converted to a 120-V scale. To aid in defining the performance 
metrics, some functions are defined below. The absolute voltage 
magnitude violation of bus i at time t is 

Eachofthe methods below is described in terms ofglobal vectors 
(e.g„ V) and sensitivity factors (ofp and aq), which is appropriate 
for methods with a global scope. If a method has a local scope, 
the selector matrix S is used, and all global vectors and sensitivity 
factors are replaced with local vectors (e.g., V() and local sensitivity 
factors («p/ and aq/). 

For a method with the sensitivity minimization objective and 
the balanced domain, substitution of (23) into (17) yields the fol¬ 
lowing substitution rate: 

y? = argmin | !«,,[ 1 1 \\'+pa.Q[i 1 Ij'jl (24) 
/? II 3 

Vvi(t) = maxfVjCt) - V+i, V_,- - Vj-(t), 0). (29) 

where V,(t) is the voltage magnitude of bus i at time t and V+f 
and V_j are the upper and lower voltage magnitude limits of bus i, 
respectively. The violation indicator function for bus i, which is 1 if 
bus i is experiencing a voltage magnitude violation at time t and 0 
otherwise, is defined as 

<1/(0 = 

0 if ^(0 = 0 

1 if Vvjft) > 0 
(30) 

The global violation indicator function can be expressed as 

/j = -i(Q!q[l 1 1]Ty«pll 1 1]T, (25) 

where f denotes the Moore-Penrose pseudoinverse. 
For a method with the sensitivity minimization objective and 

the unbalanced domain, the vector of substitution rates is deter¬ 
mined from (17): 

= 1 1]T. (26) 

m 

ij(t) = 1 - JJa-q.-U)). (31) 
1=1 

is I if any bus is experiencing a voltage magnitude violation at time 
t, and is 0 otherwise. 

The performance metrics can be divided into two classes: those 
related to system voltage magnitude violations, violation metrics, 
and those related to system voltage magnitude deviations from the 
reference system voltage magnitudes, sensitivity metrics. 
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Fig. 1. IEEE 123 node test feeder [29], 

The following global violation metrics are employed in this 
study. The number of violated buses is the number of buses that 
experience a voltage magnitude violation, i.e.. 

|fi e M : 3t(i) e [0, T] such that qj(t) =1)1. (32) 

The violation time is the time during which at least one bus 
experiences a voltage magnitude violation, i.e., 

r 

<J(0 dt. (33) 

The mean violation time indicates the mean over the buses of 
the time during which each bus experiences a voltage magnitude 
violation, i.e., 

1 
m q;(0 dt. (34) 

The mean violation refers to the mean over the buses of the mean 
absolute voltage magnitude violation experienced by each bus, i.e., 

dt. (35) 

The maximum violation indicates the maximum absolute volt¬ 
age magnitude violation experienced at any time by any bus, i.e.. 

max max V^t}. (36) 
ieil,2.m|fe|D.rl 

Two global sensitivity metrics are defined below for use in this 
study. The mean variation is given by 

where Vf* is the reference voltage magnitude of bus i.The maximum 
variation is given by 

max 
re|O.T! \ 

(38) 

Each of the performance metrics described above are global 
metrics, which means that they consider each of the bus voltage 
magnitudes in the system. It is also possible to consider the per¬ 
formance at only a given local bus. Two local sensitivity metrics 
are defined for analyzing the local performance. The local mean 
variation is given by 

(39) 

where 14(r) is the voltage magnitude of local bus / at timetand is 
the reference voltage magnitude oflocal bus i. The local maximum 
variation is given by 

max , 
trio.m 

3 
(40) 

The local mean and maximum variations are local analogs to the 
mean and maximum variation global sensitivity metrics. 

4. Simulation results 

In order to investigate the performance of the various reactive 
power control methods, three cases based on the IEEE 123-bus 
feeder distribution system [29] are studied. The structure of IEEE 
123-bus feeder distribution system is shown in Fig. 1 [29]. The 
system nominal voltage is 4.1 SUV, and it contains four voltage 
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regulators, four capacitor banks, and unbalanced loads [29]. It is 
also known to have voltage drop problems that must be carefully 
managed [29|. A number of buses associated with open and closed 
switchgear are excluded from the global bus voltage magnitude 
vector V because the buses are unloaded or have identical charac¬ 
teristics to adjacent buses, These buses are 135,149,152,160,197, 
251,350,451, and 610. The three cases involve various levels of PV 
penetration located at various locations within the system. In the 
first case, a large PV source is concentrated at a single three-phase 
bus. In the second case, ten smaller PV sources are distributed in a 
fairly uniform mannerthroughout the system. In the final case, the 
ten smaller PV sources are more concentrated. 

The system is simulated for 15 min using PV output power 
derived from the global horizontal irradiance data collected at the 
National Renewable Energy Laboratory Solar Measurement Grid 
in Oahu, Hawaii. This measurement grid collects data at various 
nearby locations at 1-s intervals. The various sites at which data 
are collected are labeled DH1 through OHIO, each corresponding 
to a different irradiance sensor placed in a different position. For the 
studies described herein, data from March 1, 2011 between 11:00 
am and 11:15 am are used. The irradiance from several of the sites 
is shown in Fig. 2. It can be seen that the irradiance at these sites 
exhibits varying degrees of correlation on different time scales, and 
this correlation is expected in distribution systems in which the PV 
sources are near each other. It can also be seen that the irradiance 
can exhibit very rapid fluctuations due to cloud transients. This is 
consistent with previous observations of nearly 60%/s changes in 
irradiance [2j. Because MPPT algorithms are capable of converging 
to the correct maximum power point very quickly [30], it is appro¬ 
priate to consider the effect of such rapid transients on distribution 
system voltages. 

The parameters of the PV sources for the three cases are listed 
in Table I. The solar power of a PV source is modeled by 

Ps=---jPn (41) 
lOOOW/nr 

where S is the irradiance and Pr is the rated solar power of the PV 
source when the irradiance is equal to 1000 W/m2. The rated solar 
power for each PV source is listed in Table 1. During the 15-min 
interval, the reference solar power P* is taken to be the average 
solar power. This means that the reference solar power is assumed 
to be correct over the inteival and that any deviations APS are 
due solely to rapid solar fluctuations during the interval. By (11), 
the reference real power injection in each phase is one third of 
the reference PV solar power. While injecting reactive power on 
slower time scales has been proven to improve distribution system 

Table 1 
Photovoltaic source parameters. 

Case Source Bus Rated solar Irradiance 
number location power data source 

1 100 600 kW DH3 

2 

1 
2 
3 
4 
5 
6 

7 
S 
9 

10 

1 
21 

35 
49 
55 
63 
76 
82 
93 

101 

200 kW DH1 
200 kW DH2 
200 kW DH3 
200 kW DH4 
200 kW DH5 
200 kW DH6 
200 kW DH7 
200 kW DH8 
200 kW DH9 
200kW DH10 

3 

1 
2 
3 
4 
5 
6 
7 
8 

9 
10 

1 200 kW DH1 
7 200 kW DH2 
8 200 kW DH3 

13 200 kW DH4 
18 200 kW DH5 
52 200 kW DH6 
53 200 kW DH7 
54 200 kW DH8 
55 200 kW DH9 
56 200 kW DH10 

performance [14-20], the reference reactive power Q’ is assumed 
to be zero for these studies. 

The upper and lower voltage limits are assumed to be 126 V and 
11S V, respectively, on a 120-V scale. Because PV sources are added 
in the distribution system, the tap settings of the voltage regulators 
must be adjusted to ensure that the system voltages are acceptable 
at the reference operating point. There are four voltage regulators in 
the distribution system. One of the regulators, at bus 150, regulates 
each of the three phases in a ganged manner. The other regulators 
control each phase independently. The regulators at buses 9, 25, 
and 160, affect one, two, and three phases, respectively. They are 
capable of 0.625% steps. The tap settings for the different regulators 
and the different cases are listed in Table 2. The reference voltages 
are calculated by using a modified version of the ladder iterative 
technique [31] and by assuming that the injected real and reactive 
power of PV sources are P" and Q", respectively. The sensitivity fac¬ 
tors at the operating point are also calculated by using a modified 
version of the ladder iterative technique. When calculating the sen¬ 
sitivity factors for one phase of a PV source, the other two phases 
and the remaining PV sources are treated as constant (negative) PQ 
loads at the operating point. It is noted that the sensitivity factors 
and V’ are only calculated once for each of the 15 min simulations. 

For each of the three cases, the system is simulated using the 
data given in Table 1. The solar power is calculated according to 
(41). The real and reactive power injections of each PV source are 
calculated using (10) and (1), respectively. The substitution rates 

are calculated using each of the methods described above. The 
voltages at each time step are determined using a modified version 
of the ladder iterative technique [31]. Each of the global perfor¬ 
mance metrics defined above are calculated for each method. For 
Case 1, the local sensitivity performance metrics defined above are 
also calculated. The results from the cases are described in detail 
below. 

Table 2 

Voltage regulator tap settings. 

Bus 150 9 25 160 

Phase a,b,c a a c a b c 

Case 17 -2 0 -1 8 2 3 
Case 2 6 -3 0 -2 7 0 4 
Case 3 5 0 1 0 8 3 5 
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Table 3 
Simulation results for Case 1. 

Method Number of Violation Mean violation Mean violation Maximum Mean variation Maximum Mean local Maximum local 
violated buses time(s) time(s) (mV) violation (mV) (mV) variation (mV) variation (mV) variation (mV) 

0 5 
LSR 1 
LSU 1 
LVB 1 
IV U 1 
GSB 1 
GSU 1 
GVB 1 
CVU 0 

522 8.98 
520 2.16 
519 2.15 
519 2.15 
519 2.15 
519 2.15 
110 0.456 
155 0.643 

0 0 

1.46 448 201 
7.15x10"2 49.0 25.7 
435x10 2 29.0 20,9 
6.23 x10~2 424 25.2 
435x1 O'2 29.0 20.9 
548xlO-2 37.1 25.0 
2.16xl0“4 0.671 13.0 
1.58x10-3 3.41 32.8 
0 0 13.2 

330 
43.8 
36.1 
423 
36.1 
41.6 
21.7 
51.3 
22.9 

343 
25.7 

3.3 S 
26.1 

3.36 
27.4 
27.7 
54.1 
25.5 

562 
42.5 

7.53 
41.9 

7.53 
42.8 
44.6 
86.2 
40.5 

4.1. Case 1 

In Case 1, only one large PV source exists in the system. The per¬ 
formance metrics for this case are shown in Table 3. It can be seen 
that without the reactive power controller, the solar power vari¬ 
ations cause significant effects in the distribution system. These 
effects include both significant voltage magnitude violations and 
significant deviations from the reference voltage magnitudes. Five 
buses experience voltage magnitude violations, and at least one 
bus experiences a voltage magnitude violation during more than 
half of the duration of the study. In terms of the violation perfor¬ 
mance metrics, it can be seen that the GVU method has the greatest 
improvement in performance, preventing any voltage magnitude 
violations from occurring. In terms of the sensitivity performance 
metrics, it can be seen that the GSU method performs the best; 
it reduces both the mean and maximum variations by more than 
93%, For this case, which only has one PV source, the local sen¬ 
sitivity metrics described above are also calculated at the local 
three-phase bus associated with the PV source. For the local sensi¬ 
tivity metrics, the LSU method, which has identical performance to 
the LVU method as described above, is best. These methods reduce 
the mean local variation by more than 99% and the maximum local 
variation by more than 98%. 

4.2. Case 2 

In Case 2, there are ten PV sources distributed throughout the 
system. When the substitution rates )3 for one of the PV sources are 
calculated, the other PV sources are treated as negative constant PQ 
loads at the operating point. The performance metrics for this case 
are shown in Table 4. It can be seen that without the reactive power 
controller three buses experience voltage magnitude violations and 
at least one bus experiences a voltage magnitude violation during 
more than 64% of the duration of the study. In terms of the viola¬ 
tion performance metrics, the four violation optimization methods 
have good performance. For these methods, no voltage violation 
is experienced by any bus. In terms of the sensitivity performance 
metrics, the GSU method has the best performance; it reduces the 

mean variation by more than 94% and the maximum variation by 
more than 95%, 

4.3. Case 3 

There are also ten PV sources in Case3, but they are concentrated 
within the distribution system. As before, the other PV sources 
are treated as PQ loads when the substitution rates j9 for a given 
PV source are calculated. The performance metrics are shown in 
Table 5. Without the reactive power controller, 14 buses experience 
voltage magnitude violation. In terms of the violation performance 
metrics, it can be seen that the two global violation methods have 
good performance. For the global violation methods, only one bus 
experiences a voltage magnitude violation. Also, the violation time 
is reduced by nearly 50%. The GVU method has the best perfor¬ 
mance for the violation metrics, reducing the maximum violation 
by more than 99% and the mean violation by more than 99.9%. The 
mean variation is reduced by the sensitivity minimization methods. 
The GSU method has the least mean variation, which is less than 3% 
of mean variation without reactive power control. The maximum 
variation is reduced by more than 98% by the GSU method. 

The voltage variation of the a phase of three-phase bus 65 with 
three different methods is shown in Fig. 3(a). Without reactive 
power control, the a phase of bus 65 has the largest maximum vio¬ 
lation, dipping significantly below the 118-V lower limit, it can be 
seen that both the GVU and GSU methods keep the voltage mag¬ 
nitude very close to 118 V. Fig. 3(b) shows the voltage magnitude 
variation of these two methods more closely. It can be seen that 
the GSU method exhibits more frequent and more severe voltage 
magnitude violations, which corresponds to the results in Table 5. It 
can also be seen that the GSU actually increases the violation time, 
which is also consistent with Table 5. 

4.4. Analysis 

Several trends exist among the performance of the different 
reactive power control methods with respect to the various per¬ 
formance metrics. For the global violation performance metrics, 
i.e., number of violated buses, violation time, mean violation 

Table 4 

Simulation results for Case 2. 

Method Number of Violation time 
violated buses (s) 

0 3 578 
ISB 1 1 
LSU 0 0 
LVB 0 0 
LVU 0 0 
GSB 1 2 
GSU 1 3 
GVB 0 0 
GVU 0 0 

Mean violation 
time(s) 

4.00 
0.00415 
0 
0 
0 
0.00830 
0.0124 
0 
0 

Mean violation 
(mV)_ 

530X10-1 
2.51 xlO"6 
0 
0 
0 
6.27 xlO-6 
4.45x10" 6 
0 
0 

Maximum 
violation (mV) 

376 
0.545 
0 
0 
0 
0.764 
0.648 
0 
0 

Mean variation 
(mV) 

172 
26.7 
15.9 
26.9 
15.9 
25.7 

9.77 
38.6 
24.8 

Maximum 
variation (mV) 

605 
90.7 
49.6 
91.9 
49.6 
90.7 
29.5 

114 
74.8 
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Table 5 
Simulation results of Case 3. 

Method Number of Violation time 
violated buses (s) 

0 14 305 
LSB 4 306 
LSU 1 374 
LVB 3 327 
LVU 1 374 
GSB 4 305 
GSU 1 374 
GVB 1 155 
GVU 1 146 

Mean violation 
time (s) 

6.54 
2.62 
1.55 
1.98 
1.55 
2.49 
1.55 
0.643 
0.606 

Mean violation 
(mV) 

1.27 
136x10-’ 
t.SlxlO-2 

738xl0-2 
1.31 xlO-2 
1.23x10-' 
6.63x10-1 

1.07x10-J 
9.41x10 ■’ 

Maximum 
violation (mV) 

542 
137 

13.8 
90.5 
13.8 

129 
5.89 
3.77 
3.55 

Mean variation 
(mV)_ 

111 

253 
4.49 

27.4 
4.49 

25.2 
3.17 

41.8 
18.1 

Maximum 
variation (mV) 

385 
89.5 

8.80 
93.8 

8.80 
89.0 

5.04 
141 
30.1 

Fig. 3. Case 3 bus 65 a-phase voltage magnitude, (a) 0, GVU and GSU methods; (b) 
GVU and GSU methods. 

time, mean violation, and maximum violation, the methods with 
global scope and violation optimization objective outperform the 
corresponding methods with either local scope or sensitivity mini¬ 
mization objective. Furthermore, GVU outperforms GVB. These 
relationships are illustrated in Fig. 4. In this and the subsequent fig¬ 
ures, an arrow indicates that the method at the origin outperforms 

Fig. 6. Local sensitivity performance metrics relationships. 

the method at the destination. These relationships hold for each of 
the global violation performance metrics in each of the three cases 
as seen in Tables 3-5. 

When the global sensitivity metrics, i.e., mean variation and 
maximum variation, are considered, the methods with global scope 
and sensitivity minimization objective outperform the correspond¬ 
ing methods with either local scope or the violation optimization 
objective. Once again, the method with unbalanced domain (GSU) 
exceeds the performance of the method with balanced domain 
(GSB). The relationships of the methods for the global sensitivity 
metrics are shown in Fig. 5. These relationships also hold for both 
of the global sensitivity performance metrics in each of the three 
cases as seen in Tables 3-5. 

For the local sensitivity metrics, i.e., local mean variation and 
local maximum variation, the methods with local scope and 
sensitivity minimization objective outperform the corresponding 
methods with either global scope or the violation optimization 
objective. This excludes the relationship between the LSU and LVU 
methods, which are equal and have equal performance. The per¬ 
formance of the unbalanced LSU method is better than that of the 
balanced LSB method. The relationships for these metrics are pre¬ 
sented in Fig. 6. The local sensitivity metrics are not evaluated in 
Cases 2 and 3 because these cases have multiple PV sources. How¬ 
ever, it can be seen in Table 3 that these relationships hold for both 
local sensitivity metrics in Case 1. 
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5. Conclusion 

Various reactive power control methods that substitute reactive 
power output for real power output during solar power fluctua¬ 
tion are presented. These methods are intended to mitigate against 
voltage magnitude fluctuations due to short-term solar power vari¬ 
ability. These methods are characterized by local or global scope, 
sensitivity minimization or violation optimization objective, and 
balanced or unbalanced domain. The various controllers are stud¬ 
ied using the IEEE 123-bus feeder distribution system with three 
different cases, involving different degrees and distributions of PV 
penetration. Various global violation, global sensitivity, and local 
sensitivity metrics are considered. It is found that the reactive 
power control methods can effectively reduce voltage magnitude 
violation frequency and severity and voltage magnitude variation. 
Furthermore, it is seen that the best choice of reactive power 
control method depends on the choice of performance metric. 
Improvement of global violation performance metrics requires the 
use of global, violation optimization methods. If global sensitiv¬ 
ity performance metrics are chosen, the use of global, sensitivity 
minimization methods are recommended. If only local sensitivity 
performance metrics are considered, local methods can be used. 
In all cases, it is found that the methods with unbalanced domain 
have better performance than the methods with balanced domain. 
Overall, it is found that the use of the proposed reactive power con¬ 
trol methods can mitigate distribution system voltage magnitude 
fluctuations. 
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Generalized Average Method for Time-Invariant 
Modeling of Inverters 

Xiao Liu, Student Member, IEEE, Aaron M. Cramer, Senior Member, IEEE, and Fei Pan 

Abstract—Models of inverters and other converters based 
on averaging have been widely used in numerous simulation 
applications. Generaiisted averaging can be applied to model both 
average and switching behavior of converters while retaining the 
faster run times associated with average-value models. Herein, 
generalized average models for single- and three-phase pulse 
width modulation inverters are proposed. These models are based 
on a quasi-Fourier series representation of the switching functions 
that includes fundamental and switching frequency components 
as well as sideband components of the switching frequency. 
The proposed models are demonstrated both in simulation 
and experimentally and arc found to accurately portray both 
the fundamental and the switching behavior of the inverter. 
In particular, the use of sideband components allows accurate 
representation of the variation in switching ripple magnitude 
that occurs in the steady state. The generalized average models 
are found to have simulation run times that are significantly 
faster than those associated with detailed models. Therefore, the 
proposed generalized average models are suitable for simulation 
applications in which both accuracy (including the switching 
behavior) and fast run times are required (e.g,, long simu¬ 
lation times, systems with multiple converters, and repeated 
simulations). 

Index Terms—DC-AC power converters, mathematical model, 
pulse width modulation inverters. 

I. Introduction 

THE PULSE width modulation (PWM) inverter has been 

widely used in renewable energy integration [I], [2], 
motor drive [3]-[5], and other applications (e.g., [6]), Models 

are necessary for analyzing the dynamic behavior of inverters 

in many different simulation applications. Detailed models 

represent every switching action of an inverter, resulting in 

very accurate simulation results. However, the simulation of 

such models is time consuming because the simulation time 

step is limited by the switching period of the inverter. This 

can be particularly problematic when systems require long 

simulation times, contain large numbers of power converters, 

and/or require many repeated simulations with different para¬ 

meters, e.g., simulating a photovoltaic inverter system over the 
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interval of a cloud transient [7], simulating multi-converter 

systems such as electrical railway systems 18], shipboard 

power systems [9], distribution systems with high, penetra¬ 

tions of renewable energy generation [10], and microgrids 

with many power converters [11], or parameter tuning by 

genetic algorithm [12], Furthermore, the detailed models of 

power converter are time-varying systems without stationary 

equilibrium points, which makes them generally unsuitable for 
controller design. 

Models based on state-space averaging (SSA) [13] can 

reduce the run time of the simulation by replacing the switch¬ 

ing function with its fast average. SSA is a very common 

approach for modeling power electronic circuits and is a 

useful tool for controller design. However, the improved 

run times available from SSA models come at the cost 

of reduced model accuracy. In particular, such models are 

incapable of representing the switching ripple present in the 

inverter. 

Models based on the generalized averaging method (GAM) 

use a quasi-Fourier series (QFS) representation of waveforms 

in order to represent both the fundamental behavior and the 

switching harmonics. GAM models represent a compromise 

between the high model fidelity available from detailed models 

and the fast simulation run times available with SSA models. 

Such models make it possible to investigate the steady-state 

and dynamic characteristics of the switching ripple without 

incurring the runtime penalty associated with detailed models, 

making them particularly appropriate in the cases mentioned 

above (i.e., long simulation times, systems with multiple 

converters, and repeated simulations). 

Herein, the GAM is extended to model PWM inverters 

including both their fundamental and switching behavior. 

QFS representations for the switching functions of PWM 

inverters are used to construct GAM models of single- and 

three-phase inverters. In the proposed GAM models, the state 

variables are represented using not only the fundamental 

component of the modulation signal and components corre¬ 

sponding to multiples of the switching frequency, but also 

sideband components of multiples of the switching frequency. 

The proposed models are demonstrated both in simulation 

and experimentally and are found to accurately portray both 

the fundamental and the switching behavior of the inverter. 

Furthermore, the proposed GAM models are time invariant, 

resulting in state variables that are constant in the steady state 

and simulation run times that are considerably smaller than 

those that can be achieved with a detailed model. The contri¬ 

butions of this work are the application of QFS representations 

of the switching functions in PWM inverters for constructing 

GAM models of PWM single- and three-phase inverters and 
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the demonstration of the proposed GAM models in simulation 

and experimentally. 

The remainder of this paper is organized as follows. 

Previous work on inverter modeling and its relationship to 

the present work is discussed in Section II. The general 

approach to construct GAM inverter models and the 

QFS representation of the switching functions of PWM invert¬ 

ers are described in Section III. In Section IV, the GAM mod¬ 

els for single- and three-phase inverters are proposed, and an 

estimation technique for assessing the accuracy of such models 

is discussed. The proposed models are compared with detailed 

and SSA inverter models in Section V. In Section VI, the 

GAM models are demonstrated by comparing their simula¬ 

tion results with experimentally measured waveforms. Finally, 

conclusions are drawn in Section. VII. 

II. Inverter Modeling Background 

Different inverter models have been developed for differ¬ 

ent circuit topologies and simulation applications [14]-[17], 

These models are useful tools for analyzing and predict¬ 

ing the dynamic behavior of the inverter. Examples include 

using models to analyze inverter power loss [14] and 

to design feedback controllers for grid-tie inverters [15J. 

To overcome the difficulties associated wilh detailed models 

(i.e., slower run times and lack of stationary equilibrium 

points), SSA models have been applied for a variety of types of 

converters [18]-[20]. Such an approach has its limitations 

with respect to inverter modeling. The cross-coupling effect of 

the switching ripple can cause offsets in the lower frequency 

components of state variables [21], [22], and it is possible 

that the switching ripple can be resonantly amplified in the 

LCL filter of a grid-tie inverter system. Furthermore, the effect 

of the PWM is not considered in SSA models, e.g., a low- 

order harmonic can be produced in the inverter with uniformly 

sampled PWM [23]. In [24], an average-value model with 

switching ripple estimation is discussed. However, the switch¬ 

ing ripple must be calculated by an iterative algorithm for each 

switching cycle, and the time step of this average-value model 

is still limited by the switching frequency. 

The GAM has been developed broadly [21], [25]-[28] with 

wide application in dc-dc converters. The GAM encompasses 

conceptually similar ideas, sometimes referred to as gener¬ 

alized SSA and muftifrequency averaging, but it can not be 

applied to model inverters directly. Unlike GAM models for 

dc-dc converters, the switching functions for the inverters 

involve two frequencies: the frequency of the sinusoidal mod¬ 

ulation signal and the switching frequency associated with 

the carrier signal. In order to find the GAM model of the 

inverter, the QFS representation of the switching function 

for sinusoidal modulation signal is necessary. The Fourier 

series representation for periodic switching functions of PWM 

inverter is discussed in [23] and used herein. A GAM-like 

model for three-phase inverters is proposed in [29], but this 

model uses a QFS representation for only the fundamental 

components, neglecting the switching harmonics and produc¬ 

ing results analogous to an SSA model. A GAM model for 

class-E inverters is proposed in [30], but the switching duty 

cycle is a constant in steady state for this topology, and. 

as a result, the state variables in the GAM model only represent 

the switching harmonics. In [31], a model of a naturally sam¬ 

pled PWM modulator with non-periodical modulation signal 

is proposed to reduce simulation run time. In each sampling 

period, the switching function is represented by a Fourier 

series approximation based on the sampled modulation signal. 

However, the sampling frequency of the modulation signal 

must be much larger than the PWM carrier signal frequency 

to achieve an accurate result. 

HI. Generalized Averaging Method for Inverters 

The general approach for constructing GAM models is as 

follows. Starting with a system of ordinary differential equa¬ 

tions representing a detailed model, a new system of ordinary 

differential equations is constructed wherein the instantaneous 

state variables are represented using a QFS representation. 

In particular, for a PWM inverter, a waveform x(t) is rep¬ 

resented as 

x (r) • jr0,o I a-o,ic cos (air) + xo,u sin(©r) 
OO CC 

+ ^ ^ x,liic cos(ttft)/ 4- iebt) 

n—1 i=—oo 

CO 00 

+ZZ xn,is sinfwruf -[- icof), (1) 

n=l i=—co 

where a> is the angular frequency of the fundamental compo¬ 

nent and <£> is the angular switching frequency. While the wave¬ 

form x(t) varies with time, each of the coefficients of the QFS 

representation (e.g., j;o,o> xn,ic< and xnjjS) are constant in steady 
state. It is assumed that the waveform can be approximated by 

index-0, index-;ii/|C, index-n] i j j, index-n2t2C, index-njQs,..., 

index-noioC, and index-n0i0i QFS components, where h* 

is the order of the ktb selected oj component and ik is 

the corresponding order of kth selected a> component for 

k e [1,2,... o] and that the unselected harmonic components 

are negligible. In this case, the waveform x{t) can be repre¬ 

sented by an average vector of length 2o+l that is constructed 

from the QFS coefficients: 

x = iA0,0 -Tni.r'ie . . . XnoiioC Xn0((llj] . (2) 

The instantaneous value of the waveform can be approxi¬ 

mated as 

x(t) C(/)x, (3) 

where 

C(Q 

cos(ni<i)/ + i'i&ir) 

sin(uifur + i]0)t) 

cos(n0d>t + i0a>t) 

sin (n„ tut + ina)t) 

(4) 

A GAM model is a system of ordinary differential equations 

constructed in terms of these average vectors and their time 

derivatives. 

Certain mathematical properties of signals approximated 

by QFS representations are straightforward. One necessary 
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TABLE 1 

Relevant Quasi-Fourier Series Relationships 

Instantaneous signal Average vector 

x(t) 
ax(t) 

x(t) + y(t) 

d 

x 

ax 

x -h y 

(Tx+f) 

Fig. 1. Relationship of the PWM carrier, the duty cycle and the switching 
function. 

property for constructing GAM models is the relationship 

between the QFS representation of a signal’s time derivative 

and the time derivative of the QFS representation of the signal. 

The derivative with respect to time of a QFS-approximated 

signal can be given by 

dx{t) 

dt 
~ ^(C(f)x) 

at 
dC(t) 
-x 

dt 

= CO) (5) 

where T is a (2o + 1) x (2o + 1) matrix that is constructed 

such that all elements are zero except for the (2k, 2& + 1) 

elements with values nk& + ikd) and the (2k + 1, 2k) elements 

with values —(ratca+ /*£&) for Ar € (1, 2,.. .e>). A summary of 

relevant QFS relationships is given in Table I, 

In order to model PWM inverters, a QFS representation 

of the switching functions of the inverters is necessary. It is 

assumed that the inverter modulation signal is a sinusoidal 

waveform without high order harmonics. The modulation 

signal can be expressed by 

m(t) — mo,iccos(a)f) + mojj sin(ftjf), (6) 

where nu),\c and nio.ii are real-valued QFS coefficients. The 

instantaneous duty cycle can be expressed as 

d(t)=X-(m(t) + \). (7) 

The relationship among the PWM carrier c(f), the duty 

cycle d(t), and the switching function q(t) is shown in Fig. 1. 

Whenever the value of d(t) is larger than the PWM carrier 

signal, the switching function is equal to 1; otherwise, the 

switching function is equal to 0. 

It has been shown in [25] that for relatively slowly varying 

duty cycle, the general periodic switching function can be 

expressed as the following Fourier series: 

, . ,, ^ 2 —i sin(n;r£/(?)) , , 
4(/)=d(r)-|—^ -CQs(nmt + ni), (8) 

n -£—f n n=i 

where </> is the switching function phase as shown in Fig, 1. 

It is assumed that cb w, i.e., that modulation signal 

changes slowly with respect to the switching frequency. 

By expanding (8), the general QFS representation of the 

switching function for sinusoidal modulation signals can be 
expressed by 

q(t) ~ 90,0 + 90, If cos(a)f) + qo.ls Sin (rot) 
oo oc 

+z z qnjc cos(na)7 + ia>t) 
n=l i=—oo 

oo oo 

+X X qn,is sin(«fijf + icot), (9) 
/7=1 /=—OO 

where 

90,0 = - 

1 
90,1c = 

90,1s = -mo. If 

Qn,ie — SHI 
mz 

2 

nn 
Qn,is 

riK f 
yn = 

in ^ ^ 2+ cos(n^ + ih 

, (Tt(n +i)\ , « 
sin I---I Ji(yn) sm(n(j> + ift) 

2 y m0,ic + mo,ls 

<j> = arg(m0,ic - ymo,ij). 

(10) 

01) 

(12) 

(13) 

(14) 

(15) 

(16) 

The function Ji(x) is the Bessel function of the first kind 

of integer order i. Similar analyses of the spectral content 

of PWM waveforms can be found in [23], It is noted that 

is the modulation signal phase. The coefficients calculated 

by (10)-(14) have been found to be highly accurate when 

cb/cb > 10. These expressions are valid for naturally sam¬ 

pled PWM, but other modulation techniques have similar 

QFS representations of their switching functions. 

The most significant components of the Fourier spectrum of 

two switching functions are shown in Fig. 2. These switching 

functions, produced when a 10-kHz carrier signal is modu¬ 

lated by two different 60-Hz modulation signals, are sampled 

at 30 MHz, and discrete Fourier transforms are performed. 

It can be seen that the high-order harmonic amplitudes change 

when the magnitude of the modulation signal changes. It is 

observed from (13) and (14) that the <jn,ic and q,!tiS terms 

vanish when the sum n+i is even. As a result, no components 

at 9.94 kHz, 10.06 kHz, 20 kHz, 19.88 kHz, and 20.12 kHz are 

present in Fig. 2. The magnitudes of the components shown 

in Fig. 2 correspond to those calculated using (10)-(14). The 

relative magnitudes of the components at different frequencies 

arc used to determine which components are most significant 

to include in a GAM model. 
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Frequency (kHz) 

Fig. 2. Discrete fnurier transform of swilching functions. 

By combining the properties of QFS-represented signals 

with the QFS representation of inverter switching functions, 

it is possible to construct GAM models for various PWM 

inverter systems as shown in the following section. 

on and where q-{t) is equal to 1 when switch 3 is on and 

switch 4 is off and equal to 0 when switch 3 is off and switch 4 

is on. By representing i(t) with i, v{t) with v, q{t)+ with 

q+, and q{l)~ with q_, the following state equations for the 

GAM model are found: 

where I is the identity matrix. If ^+(/) and q~{t) are comple¬ 

mentary (as considered herein), (19) can be simplified to 

d\ Vdc t (Ri \ 1 
- = -(2q+-[100...0]r)-(^I + T)i-r. (21) 

From Fig. 2, it can be seen that the important compo¬ 

nents of the switching function include dc, the fundamental 

frequency cu and the switching frequency d>. It is noted that 

the component magnitudes shown in Fig. 2 are independent 

of tb and a>. From (10) and (21), it can be seen that the 

dc components are not excited and can be excluded if their 

initial values are zero. So, the average vectors can be given by 

x = Uo,F *o,i* *1.0c *i,as]Ts (22) 

where x e and x is the corresponding average 

vector. This representation is referred to as Configuration 1 in 
Section V~A below. 

It is also possible to represent more components in the 

GAM model. Depending on the magnitude of the modulation 

signal, the next most significant components shown in Fig. 2 

are the second-order sideband components of the switching 

frequency ® ±2o). If these components are also included, the 

average vectors can be given by 

IV. Inverter Generalized Averaging 

Method Models 

The inverter topologies considered herein are described 

in the subsections below. The topologies span single-phase 

and three-phase and grid-connected and standalone, and each 

topology has an output filter. It is noted that the particular 

filter is not a limiting characteristic of the modeling approach, 

and GAM models can be easily described for other types of 
output filter. 

A. Single-Phase Inverter 

The single-phase full bridge inverter with LC filter and 

resistive load is shown in Fig. 3. For each switch branch, either 

the upper or lower switch can be on. The state equations for 

the detailed model are given by 

di{t) 

dt 
dn{l) 

dt 

(<?+(')-<?-(0) “ - jv(t) (17) 

(18) 

where is equal to 1 when switch 1 is on and switch 2 

is off and equal to 0 when switch 1 is off and switch 2 is 

X — [*0,lr *0,1* *l,0c *1,0* 

*l,-2c *1,-2* *],2c *1,2*]T- (23) 

This representation is referred to as Configuration 2 in 

Section V-A below. It could be expected that including more 

components in the QFS representations will result in more 

accurate simulation results, and this relationship is described 

more formally in Section IV-C. 

It is possible to generalize the original system of ordinary 

differentia! equations in (17) and (18) to include various non¬ 

ideal effects (e.g., on-state voltage drop or passive compo¬ 

nent ESR). Using the properties in Table I, these modifications 

can also be included in the GAM model in (20) and (21), 

resulting in improved accuracy (e.g., low-voltage, high-current 
inversion). 

It is noted that other modulation strategies can be considered 

with the proposed GAM models. For example, the first- 

order switching harmonic and associated sideband harmonics 

vanish under three-level modulation [23]. So the first-order 

sidebands associated with double switching frequency can be 

selected to construct such inverter GAM models (i.e,, 2<y±(b 

components). 
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Rl L +Vas~ 

Rl L +vbs- 

Rl L +vcs- 

From (27) - (29), it can be seen that the and xn,Os 

components are not excited and can be excluded if their initial 

values are zero. So, the average vector can be given by 

x = [*0,lc *0,1$ *],-2c *1,-2$ *1,2(7 *1,2j]T, (30) 

where x € (ia, ih, ic, fas, Vbs, Vcs,qa.- qb,qc) and x is the 
corresponding average vector. This representation is referred 
to as Configuration I in Section V-B below. 

As with the single-phase inverter, it is possible to represent 

more components in the GAM model. The next most signifi¬ 

cant components shown in Fig. 2 arc the first-order sideband 

components of double the switching frequency 2a>±(o. If these 

components are also represented, the average vector can be 
given by 

Fig. 4. Three-phase inverter. 

R. Three-Phase Inverter 

The three-phase grid-tie inverter is shown in Fig. 4. 

state equations for the detailed model are given by 

dia(t) 

dt 

The 

dibit) 

dt 

didt) 

dt 

= Vjc 

L U 

= v± /: 

l U 

= Yai(: 

I 1 
qait) - -qbiO - -qdt) 

Qbil) ' ^a(0 - “<7c(0 

I 1 
qdt) - ~qait) - ^qbit) 

\ Rl . , . t>as 

(24] 

\ Rl . ,, i>bs 
) - T“l° ~ T 

) 
(25) 

Rl . ,, nc$ 

T c 1 “ T1 
(26) 

where qa(t) is equal to 1 when switch 1 is on and switch 2 

is off and equal to 0 when switch 1 is off and switch 2 is 

on, qbiO is equal to I when switch 3 is on and switch 4 is 

off and equal to 0 when switch 3 is off and switch 4 is on, 

and (jc(0 is equal to 1 when switch 5 is on and switch 6 is 

off and equal to 0 when switch 5 is off and switch 6 is on. 

By representing iy(t) with ij,, vys(t) with vyj, qy(t) with qv, 

where y e {a,b,c), the following state equations for the 

GAM model are found: 

di a 

dt 

dh 

dt 

dic 

dt 

Vjc 

L 

Vjc 
L 

Vdc 

L 

Again from Fig. 2, it can be seen that the most significant 

components of the switching function include dc, the fun¬ 

damental frequency <w, the switching frequency cu, and the 

second-order sideband components of the switching frequency 

cu ± 2cu. It is noted from (13) and (14) that if the three- 

phase modulation signals are balanced and compared with the 

same PWM carrier c(/), the (jn,0e and 9h,0s components in 
the three-phase switching functions are equal to each other. 

* — 1*0,lc *0,1$ *I,~2f *1,-2$ *l,2c *1,2$ 

*2,-lc *2,-1$ *2,1(7 *2,1$]T> 

(31) 

and this representation is referred to as Configuration 2 in 

Section V-B below. As with the single-phase inverter, it could 

be expected that including more components in the QFS 

representations will result in more accurate simulation results. 

If the grid voltages are purely sinusoidal, the grid voltage 

vectors are given by 

\y ~ [tiy^o.tc 0^1,0,!$ 0 ... 0] , (32) 

where y e {cu, cs}. 

In the proposed single- and three-phase GAM models, it 

can be shown that the real part of the eigenvalues associated 

with different harmonic components of a state variable are 

the same, which means that the settling time of high-order 

switching harmonic components is the same as that of the 

fundamental component for a given state variable and that the 

dynamics associated with the switching harmonic components 

are significant in the transient response. 

C. Accuracy of Generalized Averaging Method Models 

A natural question arising from the use of truncated QFS 

representations for waveforms is that of the accuracy associ¬ 

ated with these representations. The various fundamental and 

switching frequency components and sideband components of 

the switching frequency arise from the components of the 

switching function in (9). It can be seen in Fig. 2 that these 

components have varying magnitudes depending on operating 

condition. Also, these components will be affected by the 

system in different ways depending on their frequencies. 

If a particular signal is of interest (e.g., the inductor current), 

it is possible to derive the transfer function from the switching 

function to the signal of interest. For example, in the single¬ 

phase inverter model given above, the switching-function-to- 

inductor-current transfer function is 

HQ+iis) 
2Vdc 

Rl+sL + ±\\R 
(33) 

Each component of the switching function (i.e., (9)) can be 

expressed as 

q+,n,i (0 = 1 Q+,n,i I cos(«wr + icot + (34) 
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where Q+,„j = q+,n,ic ~ jq+,n,is- The corresponding steady- 
state component of the signal of interest can be expressed as 

in,.'(0 = 14,(1 cos(nwf + imt + £I„j), (35) 

where Inj = HQ+i(j(ncb + e^))Q+,n,i. 

The instantaneous steady-state deviation associated with 

excluding some of the infinite terms from the truncated 

QFS representation can be calculated by 

A/(r)= X 4,/(O' (36) 
(«,r')not selected for QFS 

As the magnitudes of the switching frequency components 

rapidly decay with increasing frequency and the transfer 

function has limited bandwidth, selection of a few relatively 

low-frequency components can achieve suitable accuracy. 

The maximum absolute deviation can be estimated by sam¬ 

pling (36) at a sufficiently high sampling rate (1 MHz used 

herein) over a sufficiently long window (0.05 s used herein) 

and including a sufficiently large number of terms in the 

summation (n € {0,.,., 20} and i e {-20,..., 20} used 

herein). Specific examples of these accuracy estimates are 

provided in the sections below. 

V. Simulation Results 

In order to examine the proposed inverter GAM models, 

simulations of single- and three-phase inverters are discussed 

in this section, All of the models are simulated by the ode32tb 

Simulink solver with a default relative tolerance of 10~3 in 

MATLAB 2013a. The Bessel function of the first kind is 

implemented using the MATLAB interpreter. The simulation 

time for each simulation study is 2 s. In each simulation study, 

a detailed model, an SSA model, and the configurations of 

the GAM model are compared. Plots comparing simulation 

waveforms on the order of the fundamental period and on 

the order of the switching period are shown. The maximum 

absolute deviations (with respect to the detailed model) are 

calculated from the final steady state using a sampling rate 

of 1 MHz over one period. The run time of the simulation 

is reported as the mean run time over 100 simulations. The 

initial values of the state variables in all of the simulations are 

equal to the corresponding steady state values. 

A. Single-Phase Inverter Simulation Results 

The structure of the single-phase inverter for the simulation 

is shown in Fig. 3. The parameters of the single-phase inverter 

are listed in the Table H. A step load resistance change is con¬ 

sidered. Two configurations of the single-phase inverter GAM 

model are considered. In Configuration 1, the waveforms of 

the GAM model are represented using a 60-Hz, fundamental 

component and a 10-kHz switching frequency component. 

In Configuration 2, the components of Configuration 1 are 

used as well as 9.88-kHz and 10.12-kHz sideband components. 

Each of these configurations is compared with a detailed model 

that models the detailed behavior of each switch. 

Figs. 5 (a) and 6 (a) show the inductor current and capacitor 

voltage during the first two fundamental periods predicted by 

the detailed model, Configuration 1 of the GAM model, and 

the SSA model. Figs. 5 (b) and 6 (b) show these waveforms 

TABLE H 

Single-Phase Inverter Simulation Parameters 

Input voltage. 

Inductance of LC filter, L 
Inductor resistance, 

Capacitance of LC filter, C 

Switching frequency, / 

Switching function phase, tj> 
Modulation signal frequency, / 

Modulation signal magnitude 

Modulation signal phase, 

Initial load resistance, R 
Final load resistance, R 

Ixiad resistance step time 

220 V 

0.276 mH 

0.05 f! 

8 pF 

10 kHz 
tt/2 rad 

60 Hz 

0.9 

1 rad 

2 n 
5 n 

16.7 ms 

0 0.005 0.01 0.015 0.02 0.025 0.03 

(a) 

Time (s) (b) 

Fig. 5. Conliguralion 1 (without sidebands) single-phase inverter inductor 

current. 

in closer proximity to the step resistance change. From Fig. 5, 

it can be seen that the fundamental component of the current 

waveform matches the detailed model current waveform and 

the SSA model current waveform. However, the magnitude of 

the current ripple predicted by Configuration I of the GAM 

model shown in Fig. 5 does not change during steady state. 

As a result, the current ripple predicted by the GAM model 

is larger than that predicted by the detailed model when the 

current is high and smaller than that predicted by the detailed 

model when the current is near 0 A. It also can be seen that the 

voltage ripple magnitude predicted by Configuration 1 of the 

GAM model shown in Fig. 6 does not vary in the same way 

as that predicted by the detailed model. In the steady state, 

the average vectors are constant and the switching ripple is 

represented by a 10-kHz sinusoidal waveform. As a result, 

the capacitor voltage and inductor current ripple magnitudes 

predicted by Configuration 1 do not vary as those predicted 

by the detailed model. It is noted that the change of the load 

resistance R affects the transfer functions (e.g., (33)). Thus, 

the switching ripple magnitudes of the inductor current and the 

capacitor voltage predicted by the GAM model change after 

step load change. 

Figs. 7 (a) and 8 (a) show the inductor current and capacitor 

voltage during the first two fundamental periods predicted by 
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0.015 0.0155 0.016 0.0165 0.017 0.0175 0.018 

Time (s) ^ 

Fig. 6. Configuration 1 (without sidebands) single-phase inverter capacitor 
voltage. 

Fig. 7. Configuration 2 (with sidebands) single-phase inverter inductor 
current. 

the detailed model, Configuration 2 of the GAM model, and 

the SSA model. Figs. 7 (b) and 8 (b) show these waveforms 

in closer proximity to the step resistance change. From Fig. 7, 

it can be seen that the magnitude of the inductor current 

ripple predicted by Configuration 2 of the GAM model follows 

the variation of that predicted by the detailed model during 

both steady-state and transient conditions. The voltage ripple 

magnitude predicted by Configuration 2 of the GAM model 

also changes in the same manner as that predicted by the 

detailed model as shown in Fig. 8. 

Figs. 5-8 show that the fundamental components of the 

inductor current and capacitor voltage waveforms always 

match the corresponding detailed model fundamental compo¬ 

nents and the corresponding SSA model waveforms. However, 

the SSA model does not represent the switching ripple. 

Time (s) 

Fig. 8. Configuration 2 (with sidebands) single-phase inverter capacitor 
voltage. 

TABLE HI 

Single-Phase Maximum Absolute Deviation oe Steady-State 

Capacitor Voltage and Inductor Current 

Variable Model 
Maximum absolute deviation 

Simulation Estimate 

Inductor current 
SSA 21.9 A 

Configuration 1 11.7 A 11.2 A 
Configuration 2 7.13 A 6.70 A 

Capacitor voltage 

SSA 35,5 V 
Configuration 1 14.6 V 14.8 V 
Configuration 2 4.49 V 4.54 V 

To assess the accuracy of the two configurations, the max¬ 

imum absolute deviations of the inductor current and the 

capacitor voltage for the condition following the step load 

change are determined from the simulation and from the 

estimation technique presented in Section IV-C. The results 

are listed in Table III. The maximum absolute deviations of 

the inductor current and the capacitor voltage between the 

SSA model and the detailed model from simulation are also 

listed in Table III. The maximum absolute deviations of the 

two GAM configurations are significantly smaller than those 

of the SSA model. It can be seen that the maximum absolute 

deviations of the GAM model are decreased by including more 

harmonic components in the waveform representations. It is 

also observed that the accuracy estimates correspond with the 

deviations observed in the simulation results. 

The run times of the SSA model, Configurations 1 and 2 

of the GAM model, and the detailed model are shown in 

Table IV. The normalized run times of those models are 

shown in Fig. 9, wherein the run times are normalized 

by the run time of the detailed model. It can be seen 

that average simulation speeds of both configurations of the 

GAM model are more than 100 times faster than that of 

the detailed model and less than two times slower than 

that of the SSA model, They each also predict the switch¬ 

ing ripple components of the waveforms like the detailed 

model, hut Configuration 2 provides better predictions of 
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TABLE IV 

Single-Phase Inverter Simulation Run Time 

Model Run time (ms) 

SSA 

Configuration 1 

Configuration 2 

Detailed 

29.8 

33.5 

43.1 

4590 

SSA Conf. 1 Conf, 2 Detailed 

Fig. 9. Normalized single-phase inverter simulation run time. Conf. 1 and 

Conf, 2 indicate Configuration I and Configuration 2 of the single-phase GAM 
model, respectively. 

Input voltage, Vgc 
Grid line-to-line rms voltage 

Inductance of L filter, L 
Inductor resistance, 

Switching frequency, f 
Switching function phase, ci 

Grid voltage frequency, / 

Initial modulation signal, m(t) 
Final modulation signal, m(t) 
Modulation signal step time 

220 V 

120 V 

0.276 mH 

0.05 Q 

10 kHz 

0 rad 

60 Hz 

0.911 cos(Oi + 0.0441) 

0.875 cas(u>i + 0.0561) 

16.7 ms 

TABLE V 

Three-Phase Inverter Simulation Parameters 

these components; the SSA model does not attempt to rep¬ 

resent these components. The run time of Configuration 2 of 

the GAM model is larger than the run time of Configuration 1 

because of the additional complexity associated with including 

the sideband components. This results in a trade off between 

simulation run time and accuracy, which should be addressed 

based on the requirements of a given simulation study. 

B. Three-Phase Inverter Simulation Results 

The structure of the three-phase inverter for the simulation 

is shown in Fig. 4. The parameters of the three-phase inverter 

are listed in the Table V. The three-phase grid voltages and 

the three-phase output voltages of the inverter are balanced. 

The phase angle of the a-phase line-to-neutral grid voltage vas 

is equal to 0 rad. A step change in modulation signal is 

studied. Two configurations of the three-phase GAM model 

are considered. In Configuration 1, the waveforms of the 

GAM model are represented using 60-Hz components and 

9.88-kHz and 10.12-kHz components that are sidebands to the 

10-kHz switching frequency. In Configuration 2, the compo¬ 

nents of Configuration 1 arc used as well as 19.94-kHz and 

20.06-kHz components that are sidebands to double the 

Fig. 10. Configuraiion 1 (with sidebands of 10 kHz) three-phase inverter 

inductor currents. 

0.015 0.0155 0.016 0.0165 0.017 0.0175 0.018 

Time (s) (b) 

Fig. ! 1. Configuration 2 (with sidebands of 10 kHz and 20 kHz) three-phase 

inverter inductor currents. 

switching frequency. Each of these configurations is compared 

with a detailed model that models the detailed behavior of each 

switch. 

Fig. 10 (a) shows the three-phase inductor currents during 

the first two fundamental periods predicted by the detailed 

model, Configuration 1 of the GAM model and the SSA 

model. Fig. 10 (b) shows these waveforms in closer proximity 

to the modulation signal step change. It can be seen that the 

current ripple predicted by Configuration 1 of the GAM model 

matches that predicted by the detailed model during the steady 

state and transient conditions. 

Fig. 11 (a) shows the three-phase inductor currents during 

the lirst two fundamental periods predicted by the detailed 

model. Configuration 2 of the GAM model and the SSA 

model. Fig. 11 (b) shows these waveforms in closer proximity 

to the modulation signal step change. It can be seen that 
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TABLE VI 

Three-Phase Maximum Absolute Deviation of 

Steady-Statf. Inductor Currents 

Variable Model 
Maximum absolute deviation 

Simulation Estimate 
a-phase 

inductor 

current 

SSA 5.15 A 

Configuration 1 2.49 A 2.39 A 

Configuration 2 1.78 A 1.62 A 

fc-phase 
inductor 

current 

SSA 5.24 A 

Configuration 1 2.50 A 2.39 A 

Configuration 2 1.79 A 1.62 A 

c-phase 

inductor 

current 

SSA 5.24 A 

Configuration 1 2.50 A 2.39 A 
Configuration 2 1.79 A TTTa 

TABLE VII 

Three-Phase Inverter Simulation Run Time 

Model Run lime (ms) 

SSA 

Configuration 1 

Configuration 2 

Detailed 

67.0 

246 

612 

5610 

the inductor currents predicted by the Configuration 2 of the 

GAM model fit inductor currents predicted by detailed model 

better than those predicted by the Configuration 1 of the GAM 

model, especially when the current ripple is small (e.g., it, at 

approximately 16 ms). 

Figs. 10 and 11 show the fundamental components of the 

three-phase inductor currents of both configurations match 

those of the detailed model and the three-phase inductor 

currents of the SSA model. 

The maximum absolute deviations of the three-phase induc¬ 

tor currents for the condition following the step modulation 

signal change are determined from the simulation and from 

the estimation technique, and the results are listed in Table VI. 

The maximum absolute deviations of the three-phase inductor 

currents between the SSA model and the detailed model from 

simulation are also listed in Table VI. It can be seen that 

the accuracy of the GAM model can be increased by adding 

more harmonic components in the average vectors, and that 

the estimates correspond well with the simulation results. Both 

configurations of the GAM model have better accuracy than 

the SSA model because of their representation of the switching 
components. 

The run times of the SSA model, the two configurations 

of the GAM model, and the detailed model are shown in 

Table VII. The normalized run times of those models are also 

shown in Fig. 12, wherein the run times are normalized by 

the run time of the detailed model. It can seen that the run 

times of both configurations of the GAM model arc much 

smaller (approximately 10-20 times smaller) than the run time 

of the detailed model. The run time of Configuration 1 of 

the GAM model is less than 4 times larger than that of the 

SSA model. It can be noted that the run-time advantages 

of the GAM models are less pronounced than those in the 

single-phase inverter. It can also be noted that the inclusion of 

more generalized averaging components (i.e., the sidebands 

of 20 kHz in Configuration 2) has a relatively higher cost 

compared with including more components in the single¬ 

phase inverter GAM models. The source of these differences 

SSA Conf. 1 Conf. 2 Detailed 

Fig. 12. Normalized three-phase inverter simulation run time. Conf. 1 and 

Conf. 2 indicate Configuration I and Configuration 2 of the three-phase 

GAM model, respectively. 

between the single- and three-phase inverters is related to the 

dynamics of the grid-tied three-phase inverter system with 

open-loop control. This system is very lightly damped and 

causes significantly longer settling times, resulting in longer 

generalized averaging simulation run times. The open-loop 

system is considered in simulation to demonstrate the method, 

but it would be impractical to operate such a system without 

more damping. In such a more practical situation, simulation 

run times for the GAM models are expected to decrease 

further, and the relative run-time penalty of including more 

generalized averaging components is expected to decrease as 
well. 

VI. Experimental Results 

To demonstrate the proposed GAM model, it is compared 

with experimental measurements in this section. A flexi¬ 

ble prototype inverter is controlled using a TMS320F28335 

microcontroller. The sampling rates of the analog-to-digital 

converter and the controller are 100 kHz. The waveforms 

are sampled using an oscilloscope with a 20-MHz sampling 

rate. The experimental setup is shown in Fig. 13. The pro¬ 

totype inverter box contains three IGBT modules (Powerex 

CM200DY-24A modules) and drives, the microcontroller, 

sensors, a power supply, and an interface board. The filter 

box contains two three-phase inductors and a three-phase 

capacitor. Single- and three-phase experiments are conducted 

by changing the connections among the IGBT modules, the 
capacitor, and the inductors. 

A. Single-Phase Experimental Results 

For the single-phase inverter experiment, a grid-tied single¬ 

phase inverter setup is used. The output of the inverter is con¬ 

nected to the grid through an L filter. This setup corresponds 

to the circuit shown in Fig. 3 with the parallel capacitor C 

and resistor R replaced by a grid voltage source vg. Due to 

grid voltage distortion, a PI controller is used to ensure that 

the output current follows the reference current. The control 
equation is given by 

m = kp(i* -l) + ki f a*-l)dt + ^4--+ ^ , (37) 
J rdc 

where i is the output current filtered by a second-order low- 

pass filter with a time constant of 37.9 ps. The parameters 
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Fig. 13. Experimental setup. 

TABLE VIII 

Single-Phase Inverter Experimental Parameters 

Time (s) (b) 

Fig. 14. Single-phase inverter inductor current. 

Input voltage, Vdc 
Grid voltage, vg 

Inductance of L filter, L 
Inductor resistance, 77/. 

Proportional gain, kp 
Integral gain, lc{ 

Grid reference voltage, v* 

Switching frequency, / 

Grid voltage frequency, / 

Initial reference current, i* 

Final reference current, i* 
Reference current step lime 

220 V 

\/2 125 cos{tvi) V 

1.352 mH 

0.05 fl 
0.05 A-1 

5 A-1*-1 

v/2125cos(t3f) V 

10 kHz 

60 Hz 

v'5 25 cos{tZii) A 

\/2 15 cos(wt + ^) A 

16.7 ms 

for the single-phase inverter are listed in Table VI11. The grid 

phase information is obtained by a phase-locked loop based on 

a second-order generalized integrator [32], A step change in 

reference current i* is studied. Because the second-order low- 

pass filter is used to filter the ripple of the inductor current, 

the effect of high-frequency inductor current harmonics on the 

modulation signal is considered negligible. The GAM model 

of the PT controller only includes the 60-Hz component of 

the inductor current. The QFS components of the switching 

function are calculated from the modulation signal output 

from the PI controller. Pig. 14 (a) shows the inductor current 

predicted by the GAM model compared with that measured 

experimentally. Fig. 14 (b) shows these waveforms in closer 

proximity to the modulation signal step change. The GAM 

model inductor current shown in Fig. 14 is represented by 

a 60-Hz fundamental component, a 10-kHz switching fre¬ 

quency component, and 9.88-kHz and 10.12-kHz sideband 

components, corresponding to Configuration 2 in Section V-A. 

It can be seen that the magnitude of the inductor current ripple 

predicted by the GAM mode! follows the variation that was 

observed experimentally during the steady state and transient. 
The maximum absolute deviation of the inductor current 

following the step reference signal change is determined from 

the experimental data, from a detailed simulation, and by 

estimation. The results are presented in Table IX. It can be 

seen that the estimate corresponds well with the detailed 

TABLE IX 

Single-Phase Maximum Absolute Deviation 

of Steady-State Inductor Current 

Variable 
Maximum absolute deviation 

Experiment Simulation Estimate 

Inductor currenl 5.49 A 2.23 A 1.89 A 

TABLE X 

Three-Phase Inverter Experimental Parameters 

Input voltage, Vdc 
Inductance of I.C filter, L 

Inductor resistance, Ri 
Capacitance of LC filter, C 

Load resistance, R 
Switching frequency. / 

Modulation signal frequency. / 

Initial modulation signal of a phase 

Final modulation signal of a phase 

Modulation signal step lime 

170 V 

0.276 mH 

0.05 n 

24 pF 

2.2 n 
5 kHz 

60 Hz 

0.8 cos (mt) 

0.5cos(d}f — Jr/6) 

16.7 ms 

simulation result. However, it can be seen that measurement 

noise, unmodeled switching transient behavior, and unmodeled 

grid voltage harmonics can cause the estimate (and the detailed 

simulation) to underpredict the maximum absolute deviation. 

B. Three-Phase Experimental Results 

For the three-phase experiment, a three-phase inverter setup 

is connected with a three-phase LC filter to a wye-connected 

resistive load. This setup corresponds to the circuit shown 

in Fig. 4 with the three-phase grid voltage sources vas, vbs, 

and ocs replaced with three-phase wye-connected parallel 

capacitors C and resistors R, The parameters of the three- 

phase inverter are listed in Table X. A step change in three- 

phase modulation signal is studied. Figs, 15 (a) and 16 (a) 

show the inductor currents and line-to-line capacitor voltages 

predicted by the GAM model compared with those measured 

experimentally. Figs. 15 (b) and 16 (b) show these waveforms 

in closer proximity to the modulation signal step change. It is 
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Fig. 15. Three-phase inverter inductor currents. 

Time (s) (b) 

Fig. 16, Three-phase inverter line-to-line capacitor (load) voltages. 

noted that the line-to-!ine capacitor voltage is also the line- 

to-line load voltage because the three-phase capacitor and 

three-phase resistor are parallel connected. The GAM model 

waveforms shown in Figs. 15 and 16 are represented by a 

60-Hz fundamental component, 4.88-kHz and 5.12-kHz side¬ 

band components of the switching frequency, and 9.94-kHz 

and 10.06-kHz sideband components of double the switching 

frequency, corresponding to Configuration 2 in Section V-B. 

It can be seen that the magnitude of the inductor current 

ripple predicted by the GAM model follows the variation 

that was observed experimentally during the steady state and 

transient. It also can be seen that the line-to-line capacitor 

voltages predicted by the GAM model match those measured 

experimentally. 

After the step modulation signal change, the maximum 

absolute deviations of the inductor currents and the line-to- 

line capacitor voltages are determined from the experimental 

TABLE X! 

Three-Phase Maximum Absolute Deviations of Inductor 

Currents and Line-to-LineCapacitor Voltages 

Variable 
Maximum absolute deviation 

Experiment Simulation Estimate 

a-phase inductor current 6.12 A 2.55 A 2.34 A 

6-phase inductor current 4.98 A 2.55 A 2.34 A 

a-to-6-phase capacitor voltage 8.59 V 1.54 V 1.53 V 
6-to-c-phase capacitor voltage 8.52 V 1.54 V 1.53 V 

data, a detailed simulation, and the estimation technique, and 

the results are shown in Table XI. As seen in the single-phase 

case, the estimates match the deviations observed between the 

detailed model and the GAM model. However, measurement 

noise and unmodeled switching dynamics can cause both the 

estimates and the detailed simulation results to underpredict 

the maximum absolute deviations. 

VII, Conclusion 

Herein, GAM models for single- and three-phase PWM 

inverters are proposed. These models are based on a QFS 

representation of the switching functions that includes funda¬ 

mental and switching frequency components as well as side¬ 

band components of the switching frequency. These models 

are compared with the detailed model and the SSA model 

in simulations, and it is found that the use of sideband 

components allows accurate representation of the variation 

in switching ripple magnitude that occurs in the steady 

state. Furthermore, because the state variables in the GAM 

models are constant in the steady state, the GAM models 

are found to have significantly faster simulation speeds than 

those associated with detailed models and slightly slower 

simulation speeds than those associated with SSA models. 

These models are also demonstrated experimentally, and it 

is found that the simulation results from the GAM models 

match the experiment measurements in the steady state and 

transient. Therefore, the proposed GAM models are suitable 

for simulation applications in which both accuracy (in terms of 

both fundamental and switching behavior) and fast run times 

are required (e.g., long simulation times, systems with multiple 

converters, and repeated simulations). 
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Abstract—Models of converters based on averaging have been 
used widely with numerous benefits. Multifrequency averaging 
(MFA) model can predict both the fundamental and switching 
behavior of converters and has the faster simulation run times 
associated with average-value models. Third harmonic injection 
is commonly used in the modulation signal for three-phase 
inverters to increase the inverter maximum output voltage while 
avoiding ovcrmodulation. Herein, an MFA model for three- 
phase pulse width modulation inverters with third harmonic 
injection is proposed. The quasi-Fourier-series representation of 
the switching functions with third harmonic injection is necessary 
for constructing three-phase inverter MFA model. The third 
harmonic injection does not change the fundamental and third 
harmonic components of the slate variables in a balanced three- 
phase system, but it changes the higher-order harmonics. As a 
result, the quasi-Fourier-series representation of the switching 
functions for three-phase inverters with third harmonic injection 
must include the third harmonics. The proposed MFA model is 
demonstrated in simulation, and the simulation results show that 
this model has high accuracy (including the switching behavior) 
and fast run times. 

I. Introduction 

Three-phase pulse width modulation (PWM) inverters have 

been widely used in motor drives, renewable energy inte¬ 

gration, and other applications. Third harmonic injection is 

used in the modulation signal for the three-phase inverters to 

increase the inverter maximum output voltage while avoiding 

overmodulation, which results in undesirable low-frequency 

harmonics, Third harmonic injection also can be used to 

reduce the output current harmonics [IJ. 

Mutifrequency averaging (MFA) is a generalized averaging 

method that uses a quasi-Fourier-series (QFS) representation 

of waveforms in order to represent both the fundamental 

behavior and the switching harmonics. This idea has been 

developed broadly [2]-[5] with wide application in dc-dc 

converters. In the MFA model for inverters with sinusoidal 

modulation signal, the switching functions are represented 

using two frequencies: the frequency of the sinusoidal modu¬ 

lation signai and the switching frequency associated with the 

carrier signai. Third harmonic injection does not change the 

fundamental component of the state variables in a balanced 

three-phase system, but it changes the higher-order harmonics. 

As a result, the QFS representation of the switching functions 

for three-phase inverter with third harmonic injection must 

include the third harmonics. 

Herein, the QFS representation for the switching functions 

of three-phase PWM inverters with third-hannonic injection 

is provided. This representation is used to construct an MFA 

model of three-phase inverters with third-harmonic injection. 

In the proposed MFA model, the state variables are represented 

using the fundamental and third harmonic components of the 

modulation signal, the components corresponding to multiples 

of the switching frequency and the sideband components of 

multiples of the switching frequency. At the steady state, 

the state variable switching ripple magnitude in three-phase 

inverters changes for each switching period. The sideband 

components of multiples of the switching frequency cause 

such variations in the state variable switching rippie mag¬ 

nitude. The sideband components can be included in the 

MFA model for three-phase inverters. The proposed model 

is demonstrated in simulation and found to accurately predict 

both the fundamental and the switching behavior of the three- 

phase inverter. Furthermore, since the proposed MFA model 

is time invariant, state variables in this model are constant 

in the steady state and the simulation speed of the MFA 

model is significantly faster than that of the detailed model. 

The contributions of this work are (1) the QFS representation 

of the switching function of three-phase PWM inverters with 

third harmonic injection, (2) the proposal of an MFA model 

for PWM three-phase inverters with third harmonic injection, 

and (3) the demonstration of the proposed MFA model in 

simulation. 

The remainder of this paper is organized as follows. The 

QFS representation of the switching function of three-phase 

PWM inverters with third harmonic injection is described in 

Section IL In Section HI, the MFA model for three-phase 

inverters is proposed. The proposed tliree-phase inverter MFA 

model is compared with a detailed model in Section IV. 

Finally, conclusions are drawn in Section V. 

978-1 -5090-0737-0/16/$31.00 ©2016 IEEE 



II. Multifrequency Averaging Model 

Herein, the QFS representation of the state variables in 

three-phase PWM inverters with third harmonic injection is 

studied. By assuming the modulation signal is a sinusoidal 

waveform with third harmonic injection, the modulation signal 
can be expressed by 

m(t) = mi cos(wf + 4>0) + m3 cosfSaji + <foo), (1) 

where a) is the angular frequency of the modulation signal, 

mj and tn.3 are the magnitude of the fundamental modulation 

signal and third harmonic injection, respectively, and and 

<foo are the phase angle of the fundamental modulation signal 

and third harmonic injection, respectively. The instantaneous 

switch duty cycle can be expressed as 

D = ±(m(t) + 1). (2) 

The instantaneous switching function is generated by compar¬ 

ing the switch duty cycle D with the double-edge triangular 

carrier signal c(t) as in the following relationship: 

, , _ f 1, D > c(i) 

^ ' { 0, otherwise 

The general periodic switching function for constant duty 

cycle D can be expressed as the following Fourier series: 

q{t) = D H— \ -- coslruuf + rufi), (4) 
7T ' n 

n=l 

where Q> is the angular frequency of switching function and 4> 

is the phase angle of the switching function. In [2], it states 

that the same switching function expression can be used with 

the time-varying duty cycle for the slowly varying duty cycle. 

It is assumed that the modulation signal changes more slowly 

than the switching signal. By substituting (1) and (2) into (4), 

it can be shown that the general QFS representation of the 

switching function for sinusoidal modulation signal with third 

harmonic injection can be given by 

0 0.06 0.18 9.88 10.J2 19.82 20.18 

Frequency (kHz) 

Fig. 1, Discrete Fourier transform of switching functions 

^ z r 7 fn- 

qn’ic~ ^ 
j=~oo 

' (n + i — 2?)7r 
sin ' -- ' 

nirm3 \ 

2 J 

cos (n</> + (i- 3j)4>0 + jq 

2 (Tmmi\ /nirm3\ 

J = — OO 

(n + z — 2j)7T 

(11) 

sin - (i ~ 3j)4>0 + j'^30) (12) 

The function Jy(x) is the Bessel function of the first kind 
of integer order y. The analyses of the harmonic spectrum of 

PWM waveforms with third harmonic injection can also be 

found in [6], 

v(t) = 9o,o + 9o,iccos(ujt) + go,is sin(ajf) + 90,3c cos(3uf) 
OO OO 

+ 90,3s sin(3wf) + X] ^n>ic cos(nAt + 
n—1 i= —00 

OO OO 

+ y , y: 9nii3 sin(nwt + itii), (5) 
n=l i—-oo 

90,1c = 2mi cos(0o) (7) 

1 ■ ,1 s 
®,n = -2mism(4>o) (8) 

9ot3C = l;m3 cos(^30) (9) 

1 , 
9o,3« = ~2m3 sm(^3o) OO) 

Discrete Fourier transformations are used to find the mag¬ 

nitudes of the components of the switching functions. Two 

switching functions are generated by comparing a 10-kHz 

carrier signal with two different a-phase 60-Hz modulation 

signals which are sampled at 30 MHz. The magnitude of the 

third harmonic injection m3 is set to —mi/6 to allow for 

a wider voltage range without overmodulation. Fig. 1 shows 

the most important components of the switching functions. 

It can be seen that all harmonic amplitudes of the switching 

functions except for the dc component amplitude change when 

the magnitudes of the fundamental modulation signal and third 

harmonic injection change. When the sum n + i is even, the 

sm((n-H - 2j)jr/2) terms in (11) and (12) are equal to zero, 

resulting in vanishing of the corresponding components of the 

switching functions. So, there are no 9.94 kHz, 10.06 kHz, 

20 kHz, 19.88 kHz and 20.12 kHz harmonics in Fig. 1. The 

harmonic amplitudes shown in Fig. 1 can also be calculated 

by using (5)-(12). 



III. Inverter Multifrequen.cy Averaging Model 

Fig. 2. Three-phase inverter 

Fig. 3. Three-phase inverter prototype 

All of the state variables of the PWM inverter can be 

expressed using a QFS representation similar to that of the 

switching function. The instantaneous state variables can be 

approximated by the QFS representation as 

x(t) « C(f)x, (13) 

where 

= [zo.o 'ni,zic • ^ .v. 

1 

^n0}ioa\ i 

1 T 

C(f) = 

cos(nih)f + iiuit) 
sin(niwf + iiuit) 

cos(n0u)t + i0ujt) 
sin(noL0t + i0u)t) 

(14) 

(15) 

* - * xnojoC and are index-O^ 
index-niiiC, index-niiis, ... mdcx-n0i0c, and index-noz0s 

QFS coefficients of the Fourier series of state variables, re¬ 

spectively, and rife is the order of the feth selected tli component 

and ik is the corresponding order of fcth selected w component 

for k E {1,2,... o}. It can be seen that the average vector x is 

constructed by the QFS coefficients and has 2o + 1 elements. 

The three-phase grid-tie inverter is shown in Fig. 2. For 

each branch, the switching function is equal to 1 when the 

corresponding upper switch is on and is equal to 0 when the 

corresponding lower switch is on. The state equations for the 

detailed model are given by 

^ = x (j?a(i) - bb{t)" 59c(i)) - (16) 

^ = x (^c(i) - ^o(e) “ _ iic{t)-(18) 

where qa[t), qb(t) and qc(t) are the three-phase switching 

functions. By using average vectors instead of instantaneous 

values of the state variables and switching functions, (16)-(18) 
become 

dla Vdc (2 1 1 \ 

X = X Uq“ “ 3qft - 3°/ 

dib _ Vdc (2 1 1 \ 

dt L \3q(’ 3q“ 3qV 

dic Vdc f 2 1 1 A 

dt ~ L V3qc 3q,J 3q'V 

(T+?I)i“ <19) 
(T + f l) i6 (20) 
( T + — I ) ic, (21) 

where q0, q/, and qr; are the average vectors of the three-phase 

switching functions, and L,, i;, and ir are the average vectors 

of the three-phase inductor currents, I is the identity matrix 

and T is a (2o + l) x (20+1) matrix that is constructed such 

that all elements are zero except for the (2k, 2k + 1) elements 

with values + 4u) and the (2k + 1,2k) elements with 

values —(rifcw + ikCo) for /: g {1,2,... o}. 

To achieve the maximum output voltage without overmod¬ 

ulation [61, the three-phase modulation signals with third 
harmonic injection are given by 

ma == mj cos(wf + <j>a)-cosfSwt + 3d>a) (22) 
o 

mb ~ mi cos(wf + ^ - ~) - ~ cos(3a>t + 3<t>a) (23) 
o o 

i- 7 2-17. mi 
mc = mi cos(ujt + <pa + —)-— cos(3wf + 3^a). (24) 

O 0 

where 4>a is the phase angle of the a-phase fundamental mod¬ 

ulation signal. It is noted that if such three-phase modulations 

are compared with the same PWM carrier, the components 

corresponding to multiples of the switching frequency (i.e., 

qn,Oc and (?n,os) for the three-phase switching functions are 

equal. These components can be canceled in (19)-(2I). As 

a result, no components corresponding to multiples of the 

switching frequency exist in the inductor currents. It can be 

seen from (6)-(10) that the magnitudes of the fundamental 

and third harmonic components for three-phase switching 

functions are equal to each other. From (11) and (12), the 



magnitudes of high frequency components can be given by 

nnmi \ / nnm^ \ 

) j \ 2 ) 

sin 
+1 — 2j)7r^ 

(25) 

which means that the magnitudes of high frequency com¬ 

ponents of three-phase switching functions on the same fre¬ 

quency are also equal in the balanced system. Therefore, three- 

phase switching functions have the same significant harmonic 

components. 

IV. Simulation Results 

In order to examine the proposed inverter MFA model, 

simulation of the three-phase inverter is discussed in this 

section. The model is simulated by the ode32tb Simulink 

solver with a default relative tolerance of 1CP3 in MATLAB 

2013a. The Bessel function of the first kind is implemented 

using the MATLAB interpreter. The simulation time for each 

simulation study is 2 s. The run time of the simulation is 

reported as the mean run time over 100 simulations. The initial 

values of the state variables in the simulation are equal to the 
corresponding steady state values. 

The structure of the three-phase inverter for the simulation 

is shown in Fig. 2. The parameters of the three-phase inverter 

are listed in the Table I. A modulation signal step change is 

considered. Two configurations of three-phase inverter MFA 

model are studied. In Configuration 1, the switching functions 

and state variables of the MFA model are represented using 

60-Hz components and 9.88-kHz and 10,12-kHz components 

that are sidebands to the 10-kHz switching frequency. In Con¬ 

figuration 2, the switching functions and state variables of the 

MFA model are represented using not only all of components 

in Configuration 1 but also 19.94-kHz and 20.06-kHz com¬ 

ponents that are sidebands to double the switching frequency. 

Two configurations are compared with a detailed model that 

models every switching action, From (5)-(12), it is can be 

seen that the coefficients of the switching functions for a given 

harmonic are an infinite sum except for the dc, fundamental, 

and third harmonic injection components. However, these 

coefficients are approximated by several terms. In particular, 

the 9.88-kHz component is approximated by the sum of terms 

with j 6 {—1,0}. The 10.12-kHz component is approximated 

by the sum of terms with j G {0,1}. The 19.94-kHz and 

20.06-kHz components are approximated by the sum of terms 

with j G {—1,0,1}. Because J-V(x) = (—l)vJy(x), only 

four Bessel function evaluations are needed for Configuration 

1 of the MFA model and nine Bessel function evaluations are 

needed for Configuration 2 of the MFA model. The magnitudes 

of harmonic components of a-phase switching function given 

by the approximation and the fast Fourier transform (FFT) 

are compared in Table II. The sampling frequency of a-phase 

switching function for the FFT is 30 MHz. As mentioned in 

Section III. the magnitudes of harmonic components of three- 

phase switching functions on same frequency are equal to each 

(a) 

Time (s) (b) 

Fig, 4. Configuration 1 three-phase inverter inductor currents 

other. So, the magnitudes of harmonic components for fi-phase 

and c-phase switching functions given by the approximation 

and the FFT have the same results. From Table II, it can be 

seen that the approximations of QFS coefficients have high 

accuracy. 

Three-phase inductor currents during the first two fun¬ 

damental periods predicted by the detailed model and by 

Configuration 1 of the MFA model are shown in Fig. 4 (a). 

Three-phase inductor currents near the step modulation signal 

change are shown in Fig. 4 (b). From Fig. 4, it can be seen that 

the inductor currents predicted by Configuration 1 of the MFA 

model match the inductor currents predicted by the detailed 

model during both steady-state and transient conditions. 

Three-phase inductor currents during the first two fun¬ 

damental periods predicted by the detailed model and by 

Configuration 2 of the MFA model are shown in Fig. 5 (a). 

Three-phase inductor currents near the step modulation signal 

change are shown in Fig. 5 (b). From Fig. 5, it can be seen 

that the inductor currents predicted by Configuration 2 of the 

MFA model also match the inductor currents predicted by the 

detailed model. 

It can be seen that the accuracy of Configuration 2 of 

the MFA model is increased (with respect to Configuration 

1) by including more sideband components. Furthermore, the 

accuracy of Configuration 1 of the MFA model noticeably 

suffers after the modulation signal step change (e.g., ic at 

approximately 17 ms). This decrease in accuracy can be 

understood from Fig. 1. In Fig. 1, the magnitudes of the 9.88- 

kHz and 10.12-kHz sideband components are smaller than the 

magnitudes of the 19.94-kHz and 20.06-kHz sideband compo¬ 

nents when the magnitude of the fundamental component m,i 

is equal to 0.6 (as it is after the step change). 

The run times of the detailed model and both configurations 



TABLE I 

Three-Phase inverter simulation Parameters 

Input voltage, V^c 
Inductance of L filter. L 

Load resistance, R 

Switching frequency, / 

Phase angle of switching function, <j> 
Modulation signal frequency, / 

Initial modulation signal, ma{t) (initial) 

Final modulation signal, ma(t) (final) 

_Modulation signal step time_ 

220 V 

0,276 tuH 

2.2 Cl 

10 kHz 

0 rad 

60 Hz. 

0.9cos(fJt) — 0.15 coa(3tZii) 

0,6cos(tof + ir/2) - 0.1 cos(3tut + 37r/2) 

16.7 ms 

TABLE II 

Magnitude of A-phase Switching Function Harmonics from Approximation and Fast Fourier Transform 

Harmonic frequency 9.88 kHz 10.12 kHz 19.94 kHz 20.06 kHz 

Harraonic magnitude 

ma(t) (initial) 
FFT 0.0917 0.0917 0.1472 0.1472 

Approximation 0.0917 0.0917 0.1475 0.1475 

TTia(t) (final) 
FFT 0.0442 0.0442 0.1953 0.1953 

Approximation 0.0442 0.0442 0^53 (TT933 

0 0.005 0.01 0.015 0.02 0.025 0.03 

(a) 

Time (s) (b) 

Fig. 5. Configuration 2 three-phase inverter inductor currents 

of the MFA model are listed in Table III. It can be seen that the 

average simulation run time of detailed model is more than 67 

times larger than that of Configuration 1 of the MFA model. 

The average simulation run time of detailed model is more 

than 35 times larger than that of Configuration 2 of the MFA 

model. To compare the accuracy of different configurations 

of the MFA model, the mean deviation between the inductor 

current of the MFA model and that of the detailed model is 
defined by 

Vi'i'MFAit) - idetaiUd{t))2, (26) 

where T is the simulation time, imfa is the inductor current 

predicted by the MFA model and idetaiicd is the inductor 

current predicted by the detailed model. The mean deviations 

TABLE ill 

Three-Phase Inverter Simulation Run Time 

Model Run time (ms) 

Detailed 

Configuration 1 

Configuration 2 

5162 

76 

140 

TABLE IV 

Mean Deviation of Three-Phase Inverter Inductor Currents 

Model 
Inductor current mean deviation (A) 

a phase 6 phase c phase 
Configuration 1 

Configuration 2 
1.131 
0.482 

1.131 

0.482 

1.131 

0.482 

of three-phase inductor currents are listed in Table IV. It can 

also be seen that the Configuration 2 of the MFA model has 

better accuracy than Configuration 1 of the MFA model. So, 

there is a trade-off between the simulation speed and accuracy 

in the MFA model for three-phase inverters. 

V. Conclusion 

Achieving the proper balance between accuracy and com¬ 

putational efficiency is necessary in any simulation appli¬ 

cation. Models based on averaging have been used widely 

with numerous benefits. MFA techniques have been used to 

predict both average and switching behavior of converters 

while retaining the faster simulation speed associated with 

average-value models. FEerein, an MFA model for three-phase 

PWM inverters with third harmonic injection is proposed. 

The QFS representation of the switching functions with third 

harmonic injection are necessary for constructing three-phase 

inverter MFA model. The QFS representation of the switching 

functions includes fundamental components, third harmonic 

components, components corresponding to multiples of the 

switching frequency and sideband components of multiples 

of the switching frequency. Due to the third harmonic com- 



ponents and components corresponding to multiples of the 

switching frequency do not exist in the state variables of 

three-phase inverters, the sideband components of of multiples 

of the switching frequency cause the variations in inductor 

current ripple magnitude. The accuracy of the MFA model 

of three-phase inverter can be improved by including more 

sideband components in average vectors, but the simulation 

run time will increase. The simulation results show the MFA 

model have high accuracy and simulation run times that are 

significantly faster than those associated with detailed models. 

References 

HI A, Eltamaly, “A modified harmonics reduction technique for a three-phase 

controlled converter," IEEE Trans. Ind. Electron., vol. 55, no. 3, pp. 1190- 

1197, Mar. 2008. 

[2J V. Caliskan, G. C. Verghese, and A. Stankovid, ‘‘Multifrequency averaging 

of DC/DC converters,” IEEE Trans. Power Electron., vol. 14, no. 1, pp. 

124-133. Jan. 1999. 

[3] S. Sanders. I. Noworolski, X. Liu, and G. C. Verghese, “Generalized 

averaging method for power conversion circuits," IEEE Trans. Power 
Electron., vol. 6, no. 2, pp. 251-259, Apr. 1991. 

[4] J. Mahdavi, A. Emaadi, M. Bellar, and M. Ehsani, “Analysis of power 

electronic converters using the generalized state-space averaging ap¬ 

proach," IEEE Trans. Circuits Syst. I, vol. 44, no. 8, pp. 767-770, Aug. 
1997. 

[5J H. Behjali, L. Niu, A. Davoudi, and P, Chapman, “Alternative time- 

invariant multi-frequency modeling of PWM DC-DC converters," IEEE 
Trans. Circuits Syst. /, Reg. Papers, vol. 60. no. 11, pp. 3069-3079, Nov. 

2013. 

[6j D. Holmes and T. Lipo, Pulse Width Modulation for Power Converters: 
Principles and Practice. Piscataway, NJ: Wiley-IEEE Press, 2003. 



Hybrid Position Observer for Brushless DC Motor 
Drives with Improved Noise Immunity 

Xiao Liu, Aaron M. Cramer 

Department of Electrical and Computer Engineering 

University of Kentucky 

Lexington, Kentucky 

Email: xiao.Hu@uky.edu, aaron.cramer@uky.edu 

Abstract—A noise immunity improvement for hybrid position 
observers for brushless dc motor drives is proposed. A finite 
state machine is used to detect Hall-effect sensor transitions to 
determine if these transitions are true transitions or the result 
of momentary glitches. This filter causes a delay in the detection 
of the Hali-effect sensors that is compensated in the proposed 
observer. The proposed observer is compared in simulations with 
the original hybrid position observer under both non-noisy and 
noisy conditions for both constant and variable speed operation, 
and it has good performance even under high noise and variable 
speed conditions. 

Index Terms—Brushless machines, dc machines, noise, ob¬ 
servers 

I. Introduction 

High-performance operation of brushless dc motors with 

sinusoidal references requires knowledge of the the electrical 

rotor position with relatively high accuracy. Electromagnetic 

resolvers and optical encoders can provide sufficient position 

accuracy, but they require larger installation volumes and entail 

higher costs. Much work has be conducted on sensorless drive 

techniques (e.g., [1], [21). Generally, sensorless techniques 

require detailed motor parameters [1], and the initial rotor 

position must be estimated for startup [2], 

Hall-effect sensors are widely installed in brushless dc 

motors and provide a reliable and cheap way to obtain the 

electrical rotor position. Observers have been developed to 

find the electrical rotor position based on binary Hall-effect 

sensors [3]-[5], In [3], a vector-tracking observer with har¬ 

monics decoupling is developed, which has good performance 

in steady state and during transients. However, this method 

requires a high accuracy estimate of the load torque, is 

sensitive to the moment of inertia, and needs careful tuning 

of the observer parameters. In [4], a hybrid observer for high- 

performance brushless dc motor drives is discussed. Its simple 

implementation provides a good estimate of the instantaneous 

rotor position without requiring machine parameter estimates. 

In [5J, a method which is similar to the hybrid observer is 

proposed: the electrical angle is reset at each Half-effect sensor 

transition, and the instantaneous rotor position is estimated by 

assuming the speed is constant between two Hall-effect sensor 
transitions. 

In [3]-[5], it is assumed that no fault exists in the output of 

the Hall-effect sensors. However, it is possible that there are 

some sensor faults in practice. In particular, high-frequency 

switching can induce short sensor glitches in brushless dc 

motor drive systems. Even such short glitches in the output 

of the Hall-effect sensors can cause large estimation errors, 

and these errors can persist for a significant interval after 

the noise is removed. The estimation of the electrical rotor 

position under sensor faults has been widely studied. In [6], 

the rotor position can be estimated when there is one or two 

permanent faults in three Hall-effect sensors. In [7], a periodic 

timer interrupt function is used to check the output of the 

Hall-effect sensor to avoid noise between sampling periods. 

However, a glitch that is longer than one period of the timer or 

that occurs at the time when the Hall-effect sensor is sampled 

can still cause errors in the observer. 

Herein, a noise immunity improvement for the hybrid posi¬ 

tion observer is proposed to address experimentally observed 

Hall-effect sensor noise. A finite state machine is used to detect 

Hall-effect sensor transitions to determine if these transitions 

are true transitions or the result of momentary glitches. This 

filter causes a delay in the detection of the Hall-effect sensors 

that is compensated in the proposed observer. The proposed 

observer is compared in simulations with the original hybrid 

position observer under both non-noisy and noisy conditions 

for both constant and variable speed operation. The simulation 

results show that the hybrid observer with noise immunity has 

good performance even under high noise and variable speed 

conditions. 

The remainder of this paper is organized as follows. A 

brief review of hybrid observer for brushless dc machines 

and the proposed noise immunity improvement are described 

in Section H. In Section III, the proposed noise immunity 

method is compared with the original hybrid observer. A brief 

conclusion is given in Section TV. 

II. Hybrid Observer with Noise Immunity 

To introduce the noise immunity improvement for the hybrid 

position observer for brushless dc machines, a brief review 

of the hybrid observer [4] is described first. An example of 

the outputs of Hall-effect sensors 1-3 (HS1-3, respectively), 

the sine of the electrical rotor position s, and the cosine 

of the electrical rotor position c for a three-phase brushless 

dc machine are shown in Fig. 1, It can be seen that there 

are six Hall-effect sensor states in one period, and s and c 

have specific values corresponding to each Hall-effect sensor 
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Fig. L Relationship among Hall-effect sensor states and sine and cosine of 

electrical rotor position 

transition. As a result, the exact value of the sine and cosine 

of the electrical rotor position can be determined at the 

moment of each Hall-effect sensor transition. Between the 

transitions, the instantaneous sine and cosine of the electrical 

rotor position can be estimated by 

dc , „ 
— =-wrs (1) 
at 
ds 
~T7 = UrC, (2) 
at 

where u>r is the estimated electrical rotor speed, and s and 

c are the estimated sine and cosine of the electrical rotor 

position, respectively. By assuming the electrical rotor speed is 

a constant during each Hall-effect sensor state, wr is estimated 
by 

(3) 

where A8r is the electrical rotor angle difference between 

the current and previous transitions of the Hall-effect sensors 

and At is the time interval between the current and previous 

transitions. The values of s and c can be bounded in each 

sensor state to limit the estimation error between transitions, 

and the boundaries corresponding to each state can be obtained 

from Fig. 1. 

The hybrid observer has been shown to have good perfor¬ 

mance when no noise exists in the output of the binary Hall- 

effect sensors. However, once one of the output of Hall-effect 

sensors has a short glitch, the hybrid observer cannot estimate 

the rotor position correctly. Without any new glitches, this 

incorrect estimation takes several Hall-effect sensor transitions 

to disappear. Such sensor noise has been observed experimen¬ 

tally. In particular, the output of one of the Hall-effect sensors 

for an 8-hp brushless dc motor is shown in Fig. 2 (a). It can 

be seen that a glitch occurs at approximately 85 ms, and this 

glitch is shown in closer proximity to the glitch in Fig. 2 (b). 

This glitch lasts approximately 40 ps and can cause errors 

in rotor position estimation without an improvement in noise 

immunity. 

Time (s) 

Fig. 2. Experimentally observed Hall-effect sensor noise 

Herein, a finite state machine is used to filter noise from a 

given Hall-effect sensor. The finite state machine maintains a 

Hall-effect state and a counter. The Hall-effect sensor output is 

sampled with a sampling time of tSampie- If the output is high, 
the counter is incremented, and the counter is decremented if 

the output is low. If the Hall-effect state was previously low 

and the counter reaches N, the Hall-effect state transitions to 

high. Likewise, if the Hall-effect state was previously high 

and the counter reaches zero, the Hall-effect state transitions 

to low, The value of N is given by 

JV = —. (4) 
^sample 

In this way, detection of a Hall-effect state transition is delayed 

(on average by tq), but false transitions are ignored. Such 

a state machine is implemented for each of the Hall-effect 

sensors. 

The implementation of the state machines will reduce the 

effects of false Hall-effect sensor transitions, but it will also 

increase the delay of detecting true transitions. The hybrid 

position observer can be modified to compensate for this 

delay. In particular, the values to which the estimates of the 

sine and cosine of the rotor position should be reset must be 

adjusted based on the average transition delay tg. If s* and c* 

represent the values of the sine and cosine at rotor position 

8* corresponding to a given Hall-effect sensor transition, the 

reset values when this transition is detected (i.e., tg later than 

the actual transition) are calculated as 

s := sin(i9* -l-dVfg) « s* -f c*ihrtg (5) 

c := cos(fl* +wrf9) a; c* — s*u}rtg, (6) 

where the first-order approximations are suitable for micro¬ 

controller implementation because tg is small. The values of s 

and c at each Hall-effect sensor transition are listed in Table 1, 

where x denotes the sensor in which a transition occurs. 

In a similar way, the boundaries for s and c for each Hall- 

effect sensor state must be enlarged to account for the delay 

in detecting the transition to the next state. In particular, 

the electrical rotor position can be expected to exceed the 
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TABLE I 

Reset Values 

Transition HSl HS2 HS3 $ c 

HSl X 0 1 -^ + iuvtg ^ + *7p-UJrtg 

HS1 X 1 0 1 t/3- . 
9 9 

HS2 0 X 1 Arty i 
HS2 i X 0 Cjrtg -i 

HS3 0 1 X T ^Wrtg 

HS3 i 0 X - k^rtg -i + ^rfs 

boundary by \u>r\tg before the next transition is detected. 

This boundary expansion is applied for both counterclockwise 

and clockwise rotation. The new boundaries for each Hall- 

effect sensor state can be estimated using a similar first- 

order approximation to that given in (5) and (6), and these 

boundaries are listed in Table II, where smax and are the 

maximum and minimum value of estimated sine of electrical 

rotor position for each Hall-effect sensor state, respectively, 

and Cmax and Cmin are the maximum and minimum value of 

estimated cosine of electrical rotor position for each Hall-effect 

sensor state, respectively, 

III. Simulation Results 

Simulations of the responses of the original hybrid posi¬ 

tion observer and the proposed hybrid position observer are 

performed. The electrical rotor position 0r is assumed to 

be differentiable. The true outputs of HS1-3 are high when 

cos(6lr — cos((?r - -I), and cos(0r — are positive, 

respectively. The sampling time for both observers is 100 kHz, 

and N for the proposed observer is 16. The initial value of 

the state variables s, c are set to the correct initial values (i.e., 

those corresponding to the initial rotor position). 

Two sets of studies are performed. In the first set, the rotor 

speed is constant, and the performance of the two observers 

is compared for both non-noisy and noisy conditions. In 

the second set, the rotor speed varies, and the performance 

is again compared for non-noisy and noisy conditions. The 

noise is modeled by the following process, which is applied 

independently to each of the three Hall-effect sensors. Glitches 

arrive according to an exponential distribution with mean time 

between the conclusion of the previous glitch and the arrival 
of the following glitch of 3 ms. The duration of each glitch is 

modeled by a uniform distribution between 0 ms and 0.15 ms. 

During a glitch, the observed output of the glitched Hall-effect 

sensor is the logical complement of the true output. 

A. Steady-stale performance 

In the first set of studies, the electrical rotor speed is 

constant at 12077 rad/s. The observers are simulated for two 

electrical periods. The results of the non-noisy case are shown 

in Fig. 3. It can be seen that the sine and cosine estimates 

of the electrical rotor position from both hybrid observers are 

essentially identical and essentially identical with the true sine 

and cosine of the electrical rotor position in this case. The 

implementation of the proposed method has no detrimental 
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Fig. 3. Simulation results with constant rotor speed and non-noisy conditions. 

HS1-3 indicate the Hall-effect sensor outputs, s and c indicate the true sine 

and cosine of the electrical rotor position, s and c indicate the estimates of 

the sine and cosine of the electrical rotor position produced by the proposed 

observer, so and Co indicate the estimates of the sine and cosine of the 

electrical rotor position produced by the original observer. 

effect on observer performance in this case. In particular, the 

delay in detecting the Hall-effect sensor transitions does not 
negatively affect the performance. 

The simulation results under noisy conditions are shown in 

Fig. 4. It can be seen that the original hybrid observer struggles 

with the noisy conditions throughout the simulation duration, 

producing estimates that are neither smooth nor correct at 

many times. It can also be seen that the sine and cosine 

estimates of the electrical rotor position by the proposed hybrid 

observer match the true values under these noisy conditions. 

B. Transient performance 

In the second set of studies, the electrical rotor speed is 

increased linearly from 407r rad/s to IGOtt rad/s over the 0.1-s 

simulation time. The results of the non-noisy case are shown 

in Fig. 5. It can be seen that the sine and cosine estimates of 

-HSl 

-HS2 

11S3 
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TABLE It 

Boundary of the Hall-effect sensor state 

State 
smin Cmax Cmin HSI HS2 HS3 

0 1 1 + y|(Ur|tH | tg i ^ — \&r\tg 

0 1 0 1 ^ - i lu'rTta ~ + ^\ujr\tg - -^|d)r|ts 

1 1 0 -i 

1 0 0 \&r\tg -i+^luVltg -i 

I 0 l + iy|u}r[fs -i 

0 0 I \dJr\tg - 5l<Pr|tg l 9 — ^\u}r\tg 

the electrical rotor position from both hybrid observers are 

essentially identical. It can be seen that small errors exist 

between the two observers and the true sine and cosine of 

the electrical rotor position at lower speeds. These errors are 

unlikely to affect drive performance significantly. 

The simulation results under noisy conditions are shown 

in Fig. 6. The original hybrid observer cannot find the correct 

electrical rotor position during the transient at many times. The 

sine and cosine estimates of electrical rotor position estimated 

by proposed hybrid observer has good performance under 

these noisy conditions, matching the performance under non- 
noisy conditions. 

IV. Conclusion 

A noise immunity improvement for hybrid position ob¬ 

servers for brushless dc motor drives is proposed in this paper. 

The proposed approach using finite state machines allows short 

glitches in the output of the Hall-effect sensors to be ignored. 

This improves noise immunity, but it also delays detection 

of Hall-effect sensor transitions, which is compensated in 

the proposed observer. The simulation results show that the 

proposed method has good performance under high noise 

conditions during steady-state and transient operation. 
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Fig. 4. Simulation results with constant rotor speed and noisy conditions. 

HSi-3 indicate the Hail-effect sensor outputs, s and c indicate the true sine 

and cosine of the electrical rotor position, s and c indicate the estimates of 

the sine and cosine of the eiectrical rotor position produced by the proposed 

observer, so and Cq indicate the estimates of the sine and cosine of the 

electrical rotor position produced by the original observer. 

978-1-5090-4168-8/16/$31.00 ©2016 IEEE 



Fig. 5. Simulation results with varying rotor speed and non-noisy conditions. 

HSl-3 indicate the Hall-effect sensor outputs, s and c indicate the true sine 

and cosine of the electrical rotor position, s and c indicate the estimates of 

the sine and cosine of the electrical rotor position produced by the proposed 

observer, so and cq indicate the estimates of the sine and cosine of the 

electrical rotor position produced by the original observer. 

Fig. 6. Simulation results with varying rotor speed and noisy conditions. HS1- 

3 indicate the Hall-effect sensor outputs, s and c indicate the true sine and 

cosine of the electrical rotor position, i and c indicate the estimates of the sine 

and cosine of the electrical rotor position produced by the proposed observer, 

so and co indicate the estimates of the sine and cosine of the electrical rotor 

position produced by the original observer. 
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Unified Model Formulations for Synchronous 
Machine Model With Saturation and Arbitrary 

Rotor Network Representation 
YuQi Zhang, Student Member, IEEE, and Aaron M, Cramer, Senior Member, IEEE 

Abstract—Numerous models and formulations have been used 
to study synchronous machines in different applications. Herein, a 
unified derivation of the various model formulations, which sup- 
port direct interface to external circuitry in a variety of scenarios, 
is presented. A synchronous machine model with magnetizing path 
saturation including cross saturation and an arbitrary rotor net¬ 
work representation is considered. This model has been extensively 
experimentally validated and includes most existing machine mod¬ 
els as special cases. Derivations of the standard voltage-in, current- 
out formulation as well as formulations in which the stator and/or 
the field windings are represented in a voltage-behind-reactance 
form are presented in a unified manner, including the derivation 
of a field-only voltage-behind-reactance formulation. The formula¬ 
tions are compared in a variety of simulation scenarios to show the 
relative advantages in terms of time steps, run time, and accuracy, 
ft has been demonstrated that selection of the formulation with 
the most suitable interface for the simulation scenario has better 
accuracy, fewer time steps, and less run time. 

Index Terms—AC machines, electric machines, modeling, 
simulation. 

I. Introduction 

ANALYTICAL modeling of synchronous machines is es¬ 

sential for power systems analysis and studies and other 

important applications such as the study of dc power systems and 

rotating rectifiers [ I ]-[7]. Various models have been proposed 

from a wide range of perspectives and applications. Specifically, 

many of these models are derived based on Park’s transformation 

[8J. By transformation to the rotor reference frame, the corre¬ 

sponding equations become time invariant, the state variables 

become constant in the steady state, and the machine analysis is 

simplified. 

Many improvements to synchronous machine models have 

been offered. Some models have included alternative rotor net¬ 

works [9]-[15], e.g., differential leakage inductance to account 

for unequal coupling of rotor windings with respect to stator 

windings. Other models have included magnetizing path satu¬ 

ration in the d-axis [16] or using equivalent isotropic models 

[17], [18]. The model considered herein, which was proposed 
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in [19], includes arbitrary linear rotor networks and a general 

magnetizing path saturation representation that includes cross¬ 

saturation. This model has been extensively validated in hard¬ 

ware [19]-[22], and most existing machine models (e.g., the 

standard qd model, [15], [16], [23]) are special cases of this 

model. 

While the machine model encompasses the mathematical 

equations used to represent the machine, the formulation is used 

herein to indicate the particular arrangement of these equations 

in order to perform time-domain simulation. A given machine 

model can have multiple formulations that are each better suited 

for certain types of simulations. One such case is the consider¬ 

ation of machine-rectifier interactions. For such scenarios, the 

use of traditional voltage-in, current-out (or signal-flow) formu¬ 

lations results in an interface mismatch between the machine 

and the rectifier, which is more conducive to a circuit repre¬ 

sentation. This mismatch can be resolved by inserting fictitious 

circuit elements (e.g., resistors), but this can lead to inaccu¬ 

racy and to longer simulation run times [24]. Such situations 

have been studied using phase-domain (PD) circuit formulations 

[25]-[30]. In [24], a voltage-behind-reactance (VBR) formula¬ 

tion that achieves direct interfacing between machine models 

and external networks is derived. This formulation separates the 

rotor dynamics from the stator circuit representation to achieve 

better numerical efficiency than PD formulations. In [16], this 

formulation was extended to models including d-axis saturation. 

An interesting recent set of formulations have involved constant- 

parameter VBR formulations, which can greatly decrease run 

time [31], [32], These models inherently require additional 

model approximations and are beyond the scope of the present 

work. 

Multiple formulations of the model considered herein have 

been derived [19], [20], [22]. In [20], a voltage-in, current-out 

(qd) formulation is proposed. A stator-only VBR (SVBR) for¬ 

mulation is derived in [19], A stator and field VBR (SFVBR) 

formulation was set forth in [22]. Each of these formulations 

have been successful for certain simulation applications, but 

these formulations have each entailed complicated derivations 

with little commonality. Herein, a unified derivation of the model 

formulations is presented, which avoids the diverse notation, re¬ 

alizations, and transformations found in previous derivations, a 

field-only VBR (FVBR) formulation that completes the set of 

formulations for this model is derived, and the relative advan¬ 

tages of each formulation in different simulation applications 

are demonstrated. 

0885-8969 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. 

See http://wvTO.ieee.brg/puWications_standardx/publications/riglUs/iiidex.html for more information. 
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The contributions of this work are: 1) the unified deriva¬ 

tion of model formulations for the synchronous machine model, 

2) the development of the FVBR formulation, and 3) the 

demonstration of the relative advantages of the formulations. 

The remainder of this work is organized as follows. In Section H, 

the mathematical notation used herein is defined. Section ITT 

details the synchronous machine model in sufficient detail to 
present the model formulations. The model formulations are in¬ 

cluded in Section IV. Results demonstrating the relative perfor¬ 

mance of the four synchronous machine formulations are shown 

and compared in Section V, which is followed by a conclusion 

in Section VI. 

II. Notation 

Matrices and vectors are bold faced. Stator phase variables 

can be represented in vector form as fatcs = [fas /(,s /M]T. The 

symbol / can represent voltage (u), current (i), or flux, linkage 

(A,). Such vector quantities can be transformed into the rotor 

reference frame using 

IgdOs Ks(£>r)fQl bcs (i) 

where the transformation matrix [33] is given by 

"*COS dr COS (0r - COS (0r + ^L) 

sin 0r sin (0r - sin (0r + 4p) Ks(0r) = (2) 

The electrical angular position is given by 

(3) 

where P is the number of magnetic poles in the machine and 6rm 

is the mechanical anguhrr position of the machine. Similarly, the 

electrical angular velocity is given by 

WV — ^ * (4) 

where avm is the mechanical angular velocity of the machine. 

The components of fqdOs = [fqs fds /os]T are the q- and d-axis 
components and the zero-sequence component of the quantity, 

respectively. When the zero-sequence component is omitted, 

iqds = [fqs fds}'1- The notation - [fd3 - }qs 0]T is used 
for speed voltage terms, and {dq3 = - /yj]1' when the 

zero-sequence component is omitted. Throughout, the operator 

p denotes differentiation with respect to time. 

III. Synchronous Machine Model 

The synchronous machine model that is considered herein 

is presented in [21] and shown in Fig. 1. It can be seen that 

the model features arbitrary linear networks to represent the 

rotor circuits and magnetizing path saturation including cross- 

saturation. The details of the model that are necessary to derive 

the relevant formulations are presented below. 

The stator voltages are given by 

where rs is the stator resistance. Transforming (5) into the rotor 

reference frame using (1) yields 

YgdOs — T Ldr^dqOs P^qdOs‘ (6) 

The stator q- and d-axis flux linkages can be divided into a 

leakage term and a magnetizing term: 

^qds ^Islqds P (2) 

where L;s is the stator leakage inductance and \,nqd = 

[Amq Amd]1 are the magnetizing flux linkages. By Faraday’s 

law, the magnetizing voltages are equal to the time derivatives 

of the magnetizing flux linkages: 

Vmqd — P^-mqd* (8) 

By substitution of (7) into (6), the q- and d-axis stator voltages 

can be expressed as 

Vqds ~ T'si-gds P ^drl^ls^dqs T PlsP^-qds "hnJj-A mdq T 
(9) 

where Am(;9 = [Amd — Amg]r. The stator zero-sequence flux 
linkage can be expressed as 

^•Os = Ligios. (10) 

Substitution of (10) into (6) yields Ihe following expression for 

the zero sequence stator voltage: 

vQs = rsi0s + Lispi0s. (11) 

The magnetizing currents are related to the magnetizing flux 

linkages by 

imq = Tm,j(Am)Amg (12) 

imd Tmr/(A^n jAy^d, (13) 

where and rnl.d(-) are inverse inductance functions re¬ 

lated to the representation of saturation, 

= \lXmd+aXmq, va6cs — T51q.£,cs -f P^atjcsi (5) (14) 
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and a is a saliency-dependent parameter. The relationship be- By Kirchhoff’s current law, 

tween the time derivatives of the magnetizing currents and of 

the magnetizing flux linkages is given by i?ds = imjd + Vr- (25) 

P^mqd J- T/tT,-,-., iT.,,, ■ (15) 

where the incremental inverse inductance matrix is given by 

' dFmq(Xnl) atful 

dXffJ A.; 

dr,,, d (Ayn ) Q.Am g Arn(i 

dkm Am 

“I- Tmq (Am ). 
dT m q (Ajn ) Am q A,„ 

d\m Ajn 

dl milium ) X‘nd 

dk„ 
+ ) 

Using this current relationship, the magnetizing voltages vmqd 

can be eliminated from the equations. Differentiating (25) with 

respect to time and substituting (15), (23) and (24) yields 

Plqds {^mqd} “I- 
Vql 

^11 
Vmqd 

adn 
Iqdr “t’ 

agl2X?2 

aJi3xd3 

(16) 

Because a lossless coupling field is assumed, a functional con¬ 

straint of rm<f(-) and rm?(-) is necessary, which renders the 

incremental inverse inductance matrix symmetric [20]. 

The rotor circuit is represented in both the q- and d-axes 

by an arbitrary linear network. In particular, the d-axis is 

described by 

+ 
0 

Odl2 
if dr + 

0 

^dl2 
Vfdr (26) 

Substituting (26) into (9) and solving for vmqd results in the 

following: 

,7 mqd = M Vqds 9 igdi Lls^dqs ^mdq 

pxd = Adxd + B(, Vmd 

Vfdr 

and the g-axis is described by 

Idr 

if dr 

(17) 

(IS) 

Lis 
o-dn 

iqdr + 
aJ'l2X?2 

aril3X« 

if dr “b (27) 

PX9 = AgXq + bgVmg (19) 

igr = C^Xg. (20) 

The matrices Ad, B,/, and Cd are a minima! realization of the 

d-axis rotor network transfer function, denoted by Y,;(,s) in 

Fig. 1, and the components of xd are state variables associated 

with this realization. Likewise, the matrix Aq and the vectors 

b? and cq are a minimal realization of the g-axis rotor network 

transfer function, denoted V^(s), and the components of xq are 

its stale variables. 

It is generally possible by linear transformation to have 

where 

M = It + Lis ( rmj(Lm?(i) + 
Vql 

-r 

. (28) 

The set of voltage equations can be rearranged into forms 

suitable for each of the model formulations. In particular, cer¬ 

tain voltage equations must be represented in a form suitable 

for circuit representation for each formulation. For the SVBR 

formulation, solving (25) for i9dr, substituting into (26), solving 

for vmqd, substituting into (9), and combining with (11) yields 

Cd = [I2 0] 

< = [10T]. 

(21) 

(22) 

VgdQs — ffitgdOs LlsidqQs "t" Llspigd(\s 

T'lVrtlLfrfOtf “h I^mJUgdOs “FGqdOsi (29) 

The construction of such a transformation is given in the ap¬ 

pendix. When such a transformation has been applied, it is 

possible to partition the d-axis linear system as 

pidr 

Pifdr 

P*d3 

a<ill 

ad2! 

a<m 

adi2 

ad22 

ad32 

aT adl3 
-T 
ad23 

Ad33 

idr 

if dr 

xd3 

+ 
bdll 

bd21 

brf3I 

bd!2 

bd22 
Vmd 

Vfdr 
(23) 

Likewise, the g-axis system can be partitioned as 

Piqr 

PXq2 

a<ii t 

3^21 
*-ql2 

^22 J 

^qr 

Xq2 
; Vm q * (24) 

where the definitions of Rtn, Lm, and eytj(|3 are given in the 

appendix. Transforming (29) into phase variables yields 

V0&CS ^ Utobcs L Bpiflt,cs 4"GatC3, (30) 

where the definitions of R, L, and e0(,C5 are given in the 

appendix. 

For the FVBR formulation, substituting (27) into (23) and 

solving for Vfdr results in the following: 

Vfdr — Lizfdr “b Lpifdr ”b &fdri (31) 

where the definitions of 77, J), and e fdr are given in the appendix. 

For the SFVBR formulation, substituting (27) into (9) and 

(23), solving for vqds and u/rfr, and combining with (11) 
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yields: 

VqdOs 

Vfdr 

r: igdds 

ifttr 

L' PlqdOs 

pifdr 

^Is^dqOs 
0 

R' IqdQs 

ifdr 

+ L' 
pifdr 

+ ^qdOs 

e'fdr 

(32) 

where the definitions of R'., L's, R'm , LJ,; , e^0jlT and e'jdT are 

given in the appendix. Transforming (32) into phase variables 

yields 

Vabcs 

Vfdr 

where the definitions of R', L', 

appendix. 

— R' 
^■abcs 

ifdr 

+ L' 
P^a&cs 

+ 
Plfdr 

and e abcs 

^abcs 

efdr 

(33) 

are given in the 

IV. Model Formulations 

Each of the formulations described below has a similar struc¬ 

ture. For each formulation there is a set of slate variables, which 

always includes the magnetizing flux linkages The rotor 

mechanical speed iurm and (if necessary) the rotor mechanical 

position 8rm are inputs to the model. Each formulation can be 

thought to operate in a subset of the following six stages, hi the 

first stage, the initial calculations listed below are performed for 

each of the formulations. 

1) Calculate ur from (4) and (if necessary) dr from (3). 

2) Calculate km from (14) andriJ19(Xm) andFm(;(A.m ) from 

their definitions. 

3) Calculate from (16). 

4) Calculate imqd from (12) and (13). 

Depending on the formulation, currents are determined based 

on the state variables of the model and output to external signal- 

flow models of connected circuitry in the second stage. In the 

third stage, the external signal-flow models calculate voltages 

for such formulations. Depending on the formulation, the pa¬ 

rameters of a VBR representation are calculated in the fourth 

stage. In the fifth stage, the VBR circuit model is combined with 

circuit models of connected circuitry, and a circuit solver is used 

to calculate voltages and currents for such formulations. In the 

final stage, the time derivatives of the state variables are cal¬ 

culated. In this stage, the torque developed by the synchronous 

machine is calculated by [19] 

3P 
2® — 7) ~2 (34) 

which is used by the prime mover model to calculate the lime 

derivatives of the mechanical state variables (u>rm and (if nec¬ 

essary) 0rm). 

A. qd Formulation 

For a qd formulation, the state variables of the model are 

iqcir, if dr, Xd3, and x92. If the zero-sequence compo¬ 
nents are to be represented, i0s is an additional state variable of 

Fig. 2. Summary of model formulations. The integrators associated with the 

mechanical state variables are represented within the Mechanical Model block. 

the model. Such a formulation requires the initial calculation, 

current calculation, signal-flow interface, and derivative calcu¬ 

lation stages shown in Fig. 2. In the current calculation stage, the 

stator currents i5,js (or ig[jos if the zero-sequence components 

are to be represented or if phase currents are to be used) 

and field current i/d,, are determined. The steps required in this 

stage are listed below. 

1) Calculate i,^,, from (25). If the zero-sequence components 

are represented, ios is a state variable. 

2) If necessary, transform i^os to Iaf,cs. 

3) The field current i;dr is a state variable. 

In the signal-flow interface stage, an external signal-flow 

model of circuitry connected to the stator and field is used to 

calculate the stator voltages wqds (or v9d03 or vabcs) and the 

field voltage Vfdr. 

In the derivative calculation stage, the time derivatives of the 

state variables are calculated. The steps required in this stage 

are listed below, 

1) If necessary, transform vu£,ca to v5dos- 

2) Calculate vmgd from (27). 

3) Calculate from (S). 

4) Calculate p\qciT, pifdr, , and px92 from (23) and (24). 

If the zero-sequence components are represented, calcu¬ 

late pio,, from (11). 

B. SVBR Formulation 

For an SVBR formulation, the state variables of the model are 

^mqd, ifdr, ^3, and Xg2■ Such a formulation requires the ini¬ 
tial calculation, current calculation, signal-flow interface, VBR 

calculation, circuit interface, and derivative calculation stages 

shown in Fig. 2. In the current calculation stage, the field current 

ifdr is a state variable. 

In the signal-flow interface stage, an external signal-flow 

model of circuitry connected to the field is used to calculate 

the field voltage Vf(iT ■ 
In the VBR calculation stage, the stator circuit parameters R, 

L, and eai:c;, are calculated from (44)-(46). 

In the circuit interface stage, the stator VBR circuit model 

is combined with circuit models of circuitry connected to the 

stator, and a circuit solver is used to calculate v,,^ and iat,cs. 

In the derivative calculation stage, the time derivatives of the 

slate variables are calculated. The steps required in this stage 

are listed below. 

1) Transform vat,cs andiabcs to vqd0s and i9rf0s.respectively. 

2) Calculate \qdr from (25). 
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3) Calculate vm?(; from (27). 

4) Calculate pl.m 9[( from (8). 
5) Calculate pi/dr. andpx(j2 from (23) and (24), 

C. FVBR Formulation 

For an FVBR formulation, the state variables of the model 

are xrf;i and xfl2. If the zero-sequence components 

are to be represented, i03 is an additional state variable of the 

model. Such a formulation requires the initial calculation, cur¬ 

rent calculation, signal-flow interface, VBR calculation, circuit 

interface, and derivative calculation stages shown in Fig. 2. In 

the current calculation stage, the stator currents (or i^tis if 

the zero-sequence components are to be represented or inj,ci if 

phase currents are to be used) are determined. The steps required 

in this stage are listed below. 

1) Calculate from (25). If the zero-sequence components 

are represented, ios is a state variable. 

2) If necessary, transform i^dos to i„(,C3. 

In the signal-flow interface stage, an external signal-flow 

model of circuitry connected to the stator is used to calculate 

the stator voltages vqd5 (or v?do3 or vabcs). If necessary, va(lC3 

is transformed to v,d0s- 

In the VBR calculation stage, the field circuit parameters R, 

L, and e;dT are calculated from (61M63). 

In the circuit interface stage, the field VBR circuit model 

is combined with a circuit model of circuitry connected to the 

field, and a circuit solver is used to calculate VfdT and Zydr¬ 

ill the derivative calculation stage, the time derivatives of the 

stale variables are calculated. The steps required in this stage 

are listed below. 

1) Calculate vm(rd from (27). 
2) Calculate pXmqd from (8). 

3) Calculate pi7dr, pxds, and px?2 from (23) and (24). If the 

zero-sequence components are represented, calculatepz09 

from (11). 

D. SFVBR Formulation 

For an SFVBR formulation, the state variables of the model 

are \mq({, x^s, and x^. Such a formulation requires the initial 

calculation, the VBR calculation, circuit interface, and deriva¬ 

tive calculation stages shown in Fig. 2. In the VBR calculation 

stage, the circuit parameters R', L', e'abcs and e'fdr can be cal¬ 

culated from (80)-(82) and (76). 

In the circuit interface stage, the circuit parameters are com¬ 

bined with circuit representations of the interconnected equip¬ 

ment. This system is solved using a circuit solver to calculate 

^abcsi FiZ>es> Vfdr> and if dr' 

The steps required in the derivative calculation stage to cal¬ 

culate the time derivatives of the state variables are below. 

1) Transform vatC3 andi^cs tov9d0s and i7d0s, respectively. 
2) Calculate i,dr from (25). 

3) Calculate vmgd from (27). 

4) Calculate jAmqr{ from (8). 

5) Calculate px^j andpx72 from (23) and (24), 

V. Formulation Comparison 

In this section, the four model formulations are compared 

for four distinct cases. The machine model represents the 

59-kW, 560-V, four-pole machine characterized in [21], where 

its parameters may be found. This model of the machine has been 

extensively validated in hardware in [19], [20], [22], The simula¬ 

tions are performed using MATLAB R20I4a Simulink’s ode45 

integration algorithm with a maximum time step of 83.3 ms, 

a relative tolerance of 10-e, and the default absolute toler¬ 

ance, which is the maximum value that the state variable has 

assumed over the course of simulation times the relative toler¬ 

ance [34]. Circuit elements are represented using the Automated 

State Model Generator, a software package that automatically 

establishes a state-space model based on the circuit topology 

[35]. In each case, initial conditions corresponding to steady- 

state are selected, and each simulation lasts 83.3 ms (5 cycles). 

The model formulations are all derived from a common set 

of model equations, but the case studies are selected such that 

each is most conducive to a particular formulation. For each 

case, the SFVBR, which makes no model interface approxima¬ 

tions, is simulated at a maximum time step of 1 fis. For each 

formulation and each case, the rms errors of the ias and ifdr 

waveforms with respect to the reference waveforms are cal¬ 

culated. These values are normalized by the rms value of the 

non-average component of the reference waveforms. Also, the 

run lime associated with each formulation and case is recorded 

by averaging over 20 simulations. The simulations are per¬ 

formed on Intel(R) Core(TM) i7-3770 CPU @3.40 GHz and 

8.00 GB RAM. 

In Case I, the field winding is excited by a 30-V source, the 

stator is connected to an infinite 560-V bus, the machine is ro¬ 

tating at 1800 r/min, and the initial rotor angle is tt/S rad. The 

rotor speed increases linearly to 1912.5 r/min over 8.3 ms start¬ 

ing at 20 ms and then decreases linearly back to 1800 r/min 

at the same rate. This results in the rotor angle increasing to 

Stt/IG rad. This case can be studied without introducing any 

model interface approximations because it is consistent with 

voltage-in, current-out representations of both the stator and 

field windings. The time steps, run time, and error results for 

Case I (and all of the cases) are shown in Table I. It can be 

seen that each formulation has negligible error in both the sta¬ 

tor and field currents because none of the formulations require 

interface approximations. Because the qd formulation is sim¬ 

pler and does not involve time-varying circuit elements, it has 

the fewest time steps and fastest run time. In terms of time 

steps, there is about a factor of four penalty for simulating in 

abc variables on the stator when it is unnecessary (SVBR and 

SFVBR versus qd and FVBR), There is relatively little cost 

to using the circuit model of the field even when it is not re¬ 

quired (qd versus FVBR), which can also be seen in Case II 

below. 

In Case II. the field winding is also excited by a 30-V source, 

but the stator supplies a rectifier load with LC filter and constant- 

current dc load of 48 A shown in Fig. 3. The filter induc¬ 

tance and capacitance are 2.5 mH and 1.4 mF, respectively, 

and the machine is rotating at 1800 r/min. In such a situation, an 
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TABLE I 

Case Results 

Case Formulation Time steps Run time 
(s) (%) 

ifdrer 

(%) 

Case I 

Case II 

Case III 

Case IV 

gd 

SVBR 
FVBR 

SFVBR 
qd 

SVBR 
FVBR 

SFVBR 
qd 

qd (400 ft) 
SVBR 
FVBR 

SFVBR 
qd 

SVBR 
FVBR 

SFVBR 

580 
2098 
591 

2105 
187 388 

6613 
187 928 

6608 
9498 

12 943 
II 103 
6094 
7026 

202 545 
26 868 

205 599 
10 082 

0.30 
0.54 
0.39 
0.66 

4.55 
0.74 
6.50 
0.95 
0.56 
0.64 
1.10 

0.59 
1.08 
5.20 
1.90 
7.90 
1.35 

0,00 
0.00 

0.00 

0.00 

1.99 
0,00 

1.99 
0.00 

0.08 
0.04 
0.08 
0.00 

0.00 

2.30 
0.03 
2.31 

0.00 

0.00 

0.00 

0.00 

0.00 

5.37 

0.00 
5.37 

0.00 

0.25 
0.12 
0.25 

0.00 

0.00 

4.16 
0.71 

4.71 

0.00 

Fig. 4. Case II results. 

Fig. 3. Case II arrangement. 

interface mismatch between stator and rectifier load exists for 

the qd and FVBR formulations. This mismatch is resolved by 

adding 530-f3 (approximately 100 pu) resistances in parallel 

with the stator windings. Response to a step increase in field volt¬ 

age is considered. At f = 33.3 ms, the field voltage is stepped 

to 45 V. It can be seen in Table I that the SVBR and SFVBR 

formulations have negligible error because they require no in¬ 

terface approximations. The qd and FVBR formulations exhibit 

errors in the stator cuirent due to the interface approximation, 

but this also results in considerable error in the field current. 

The reference waveforms and detailed views of the waveforms 

predicted by each formulation are shown in Fig. 4 and show 

both these errors and the relatively high number of time steps 

required by these methods. These methods also require consid¬ 

erably longer run times due to the stiffness introduced by the 

artificial resistance at the stator. The SVBR formulation had the 

fastest run lime due to lack of artificial stiffness and simplicity 

relative to the SFVBR formulation. There is about a factor of 

twenty penalty in number of required time steps for not using 

the stator circuit interface when required (qd and FVBR versus 

SVBR and SFVBR), and this can also be seen in the comparison 

between the FVBR and SFVBR formulations of Case IV below. 

In Case III, the field winding is supplied through a diode 

rectifier by a 37-V, 120-Hz three-phase source with a series 

commutating inductance of 2.31 mH and the stator is connected 

to an infinite 560-V bus shown in Fig. 5. The machine is rotating 

at 1800 r/min and the rotor angle is jr/8 rad. In such a situation, 

Fig. 5. Case III arrangement. 

an interface mismatch between field and rectifier source exists 

for the qd and SVBR formulations. This mismatch is resolved by 

adding a 200-12 (approximately 100 times the field resistance) 

resistance in parallel with the field winding. At f = 20 ms, one 

of the upper diodes in the rectifier is shorted. The results are 

shown in Fig. 6. It can be seen in the figure and in Table I 

that the FVBR and SFVBR formulations have negligible error 

in both the stator and field currents because neither of the for¬ 

mulations require interface approximations. The qd and SVBR 

formulations exhibit errors in the field current due to the inter¬ 

face approximation, but this also results in non-negligible error 

in the stator current. It is observed that the errors associated 

with interface mismatches at the field result in relatively smaller 

errors than interface mismatches at the stator (as in Case II). 

The run time cost associated with the interface mismatches is 

also smaller. This is attributed to the relatively slow dynamics 

associated with the field winding relative to the stator windings. 

In fact, the qd formulation has the smallest run time despite the 

introduction of a large resistance. However, if the artificial resis¬ 

tance is doubled to 400 O, the qd formulation errors are halved 

(remaining non-negligible) and the run time exceeds that of the 

FVBR formulation. The FVBR formulation requires the fewest 

time steps. There is approximately a factor of two penalty for 

not using the field circuit representation in this case (qd and 
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SVBR SFVBR 

g 
a 

Time (s) 

(a) 

0.0448 0.045 
Time (s) 

(b) 

0.0452 

Fig. 6. Case III results. 

SVBR versus FVBR and SFVBR). In this case, the penalty for 

simulating in afic variables on the stator when it is not required 

(SFVBR versus FVBR ) is not as great as in Case I because of 

the sustained current transient on the stator side. 

In Case IV, the field winding is supplied through a diode recti¬ 

fier as in Case III, and the stator is used to supply a rectifier load 

as in Case IF shown in Fig. 7. The same interface mismatches 

occur, so the artificial resistances described above are used at the 

stator for the qd and FVBR formulations and at the field for the 

qd and SVBR formulations. At i = 28 ms, the dc load is stepped 

from 48 A to 36 A. The results are shown in Fig. 8. Only the 

SFVBR formulation has negligible error in both the stator and 

field currents. It also has the fewest required time steps and the 

fastest run time. There is about a factor of twenty penalty for not 

using the stator circuit interface when required (FVBR versus 

SFVBR), which corresponds with the results from Case II. It is 

noted that the SVBR formulation has smaller errors, fewer time 

steps, and faster run time than ihe other two formulations, which 

further indicates that the penalty for inserting arti fictal resistance 

at the field is less severe than that for inserting resistance at the 

stator. 

I Main ^ 
l Machine I 

Fig. 7. Case IV arrangement. 

- Ref X qd Q SVBR * FVBR □ SFVBR 

Fig. 8. Case IV results. 

VI. Conclusion 

The derivation of various formulations of a synchronous ma¬ 

chine model that includes arbitrary linear networks to represent 

rotor circuits and magnetizing path saturation including cross- 

saturation has been unified. This machine model is significant 

because it has been extensively experimentally validated and 

includes most existing machine models as special cases. An 

FVBR formulation of this model has been derived as well. The 

benefits in terms of run time and accuracy of each formulation 

have been examined. In particular, it has been found that the for¬ 

mulation with the most conducive interface for the simulation 

application produces more accurate results with fewer required 

time steps and less run time but that having a suitable stator 

interface is particularly important. 

Appendix 

A. Linear Transformation Matrix 

A transformation matrix that achieves the form indicated in 

(21) and (22) is given by 

T = [P N], (35) 

where P = C+ and N is a matrix formed from columns that 

span null(C). This transformation is applied such that the linear 

system in the new coordinates is described using 

A = T1 AT (36) 

B = T-1 A (37) 

C = CT = [I 0]. (38) 
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B. SVBR Formulation Definitions 

The matrices and vector in (29) are 

R-ui 

Lnj i 

Ggds 
0 

ad (39) 

(40) 

(41) 

where aq = —aqii, aj = —a^iL, and 

t>nl 
bdll 

®qds — UJrXmdq + Lmi 

aJl2x<l2 

aJi;,Xrf3 

0 
arfi2 

t f dr 

O'dll 

bdl2 

^mqq qd 

Lmqd Ljndd 

(42) 

If/? qd 

Vfdr 

The matrices and vector in (30) are 

R. — I3 R-m 

L = LisI^ + Lm 

ea6ca = -Kjf agdOs) 

where 

R-m = -RoMl + (1/3/2) (Ur La — 

~Rl(0r) IhiOr-Tf/S) Ri (Of + tt/3) 

+ iii (6r - tt/3) Rx{9r+n/3) R,(er) 

R\ (9r ■+ tt/3) R^Vr) Ri{0r-7r/3) 

T 

Bii^r) T2 (0r — 71/3) Ir2 (0r + tt/3) 

L2{6r-ic/3) L2(6r+Tv/3) L2 (6r) 

Li(er +n/3) L2(8r) Li{8r - tt/3) 

Lrn — 

+ Li (0r - tt/3) L,(^+7r/3) ^,(0,.) 

L:(6»r+jr/3) L,(er) Lx$T-n/$) 

La — (Lmqq 4" Trn(f(;)/3 

Lfj — (Ljaiiii Lml)q)J3 

Lc — 2Lmqli/Z 

Ra (,UqLmqq T (Id Lm dd )/3 

Rb = {UdBjqdd UjqLmqq^jl3 

Rc — (.Uq “F Qd')Lm qd/^ 

Rd (.Urf aq)Lmqd/3 

L\ (<p) = -Lb cos(20) 4- Lc sin(2d>) 

L2{<p) = Lx(4> + n/4:) 

Rl (<£) = —Rb cos(2(j>) 4- Rc sm{2</} 

*1 -1/2 -1/2' 

-1/2 1 -1/2 

-1/2 -1/2 1 

'0 1 -l' 

-1 0 1 

1 -1 0 

Mi 

M, = 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

(59) 

(60) 

(43) 

(44) 

(45) 

(46) 

C. FVBR Formulation Definitions 

The scalars in (31) are 

R = Vsfiir oafLisM^d 

L — Rsfdr 4" XpRlaMfid 

Cfdr — c[Mq<i Mdd 

, agii 
‘ -^Is 

where 

t'stqds UJr Llsidqs UJrX 

(61) 

(62) 

mdq 

«dll 
Iqdr H” 

agl2x?2 

adl3X43 

- {Lsfdr + X(J^l3^dri)(ad21idr +ad23xd3); (63) 

M' ^2 + Lls ( 

(47) + 
('dll - Xabd22 Ka 

M’d 

Kd 

(48) 

(49) 

(50) 

X = -bd!2/bd22 

o — —bd2l/bd22 

df = —adl2 — Xad22 

Ts/dr = 0,d22 /bd22 

Lsfdr = 1/^22- 

(64) 

(65) 

(66) 

(67) 

(68) 

(69) 
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D. SFVBR Formulation Definitions 

The matrices, vector, and scalar in (32) are 

r; = h13 
L rsfdr 

_ Liglz 

Lsfdr 

0 0 0 0 
0 0 0 0 
0 0 0 0 

.0 rmfdr 0 0 

where 

RL = 

+ 

qq 

~aq ^mqd 

Craq^'mqd 

adLmqd 

~a<tL'mdd 

0 

aad^'mdd 

L' = 

Tl 
rnqq 

Ti 
^mqd 

0 

-ctL' 

L' mqd 

L' mdd 

o 

^qdQs ^T7i 

'mqd 

%11 

rf 
^mqd 

-CJL' mdd 

Gdll 
qd 

0 ~afL'mqd 

0 ~afL'mdd 

0 0 

0 WfL'mdd 

-XL'mqd 

X^mdd 

0 

X(tL’mdd j 

T 
1,1! 

Li m dd . 

^fdr \Li mqd 
T' 
^mdd 

tidU 
qd 

aJl2x?2 

aJl3X<t3 

Ki = 

(70) 

(71) 

(72) 

ft 
^mqq 
u 

(Xmq<i) d” 

L 

Dql 
bdu ~ bdiibdii/bd 

“'mqd 

LL 

(73) 

.mqd ^mdd. 

a'd = ~a,dn ~ XO-d2i 

rmfdr — -~Q-d21/bd22- 

The matrices and vector in (33) are 

R' = R'+r;, 

K1"' ^a6cs ‘qdQs 5 

(74) 

(ad23xd3 ^21 d" 62r A-uid,(75) 

[Lsfdr d" X,r^Jmdd)(ad23'X-<i2 ad2limd)i (76) 

where RJ,, and L„, are defined in (83) and (84). 

bottom of the page 

K= (L'mqq+L'mdd)/3 

L'b - {L'mdd - L'mqq)l3 

K = 2L’mqd/3 

77, = (aqLmqq + adLmdd)/3 

Rjj — {(td-^rndd rtq-^mqq)/^ 

K ~ (aq + ad)L'mqd/3 

77^ = ~ aq)Lmqd/3 

L[ (fi) — —L'b cos(2fli) + L'c sin(2^) 

= L[ (fi + Tt/4) 

Lx(<t>) = L'mqd cos{<j>) + L'mdd sin(fi) 

L'M = 2aLx((j>)/3 

L'M = L'^ + Tt/2) 

22 ^ _ 

(77) 

(78) 

(79) 

(80) 

(81) 

(82) 

as shown at the 

(85) 

(86) 

(87) 

(88) 

(89) 

(90) 

(91) 

(92) 

(93) 

(94) 

(95) 

(96) 

Hi: = 
R'aMl 

aalf^mdd 

+ bjr 

L'2{er) 

L'l {Or ~ ir/3) 

1^2 (^r + 7t/3) 

VRfiA) 

l' = 
L'aM, 

X°L’ 

+ {S/2){^TL’a -R'd) 
M2 

Z,'2(£lr - tt/3} 

1*2 (^r 4" ir/3) 

L'l(6r) 

1^2 4" ir/3) 

L'qiSr) 

L'2(ffr - ff/3) 

L'4(0r -2x/3) L\ (0r + 27t/3) 

7.! (Sr) L'l (A - r/3) 

L\ (Sr - 5r/3) L\ (ftr + ir/3) 

R[(er) 

R'i (0r - jt/3) 

R'l (Sr + Jr/3) 

R’3(0r) 

/S'l (t>r — Jr/3) 

^l(Sr + V3) 

Hi (Sr) 

R'3(0r -2jt/3) 

L[ (0,. + rr/3) L'5(t)r) 

L\(eT) 11(0,-2*13) 

L\ (9r + tt/3) L[ (Sr) L\ (6, - */$) L’b (9, + 2ir/3) 

L'3(8t) L!,(flr-2ir/3) + 2jt/3) 

R\ (9r f- tt/3) 

Hi (Sr) 

fli{0r — ir/3) 

Hi (Sr +277/3) 

R'2(er) 

R'2(er - 277/3) 

lii,(Sr + 277/3) 

0 

(83) 

(84) 

0 
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m<P) = xLx(<j>) (97) 

R[ (<p) = —-Rj cos(2^i) + R!c sin(2^) (98) 

^(0) — a'fLx{(j)) (99) 

-^3(0) = 2/2{a(aqL'mqdcos{<f)) + a'dL'mddsm{c}>)) 

+ rm}irsm{(j)). (100) 
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Numerical Average-Value Modeling of Rotating 
Rectifiers in Brushless Excitation Systems 

YuQi Zhang, Student Member, IEEE, and Aaron M. Cramer , Senior Member, IEEE 

Abstract—Brushless excitation systems are widely used for 
synchronous machines. As a critical part of the system, rotating 
rectifiers have a significant impact on the system behavior. This 
paper presents a numerical average-value model (AVM) for rotat¬ 
ing rectifiers in brushless excitation systems, where the essential 
numerical functions are extracted from the detailed simulations 
and vary depending on the loading conditions. Open-circuit 
voltages of the brushless exciter armature are used to calculate 
the dynamic impedance that represents the loading condition. 
The model is validated by comparison with an experimentally 
validated detailed model of the brushless excitation system in 
three distinct cases. It has been demonstrated that the proposed 
AVM can provide accurate simulations in both transient and 
steady states with fewer time steps and less runtime compared 
with detailed models of such systems and that the proposed AVM 
can be combined with AVM models of other rectifiers in the system 
to reduce the overall computational cost. 

Index Terms—Brushless machines, converters, generators, 
simulation. 

I. Introduction 

BRUSHLESS excitation systems offer higher reliability and 

require less maintenance than static excitation systems by 

eliminating brushes, slip rings, circuit breakers, field breakers, 

and carbon dust [ l]-[3]. These advantages lead to its wide use in 

large synchronous machines, especially in applications where 

high reliability is required and maintenance budget is limited 

[3]-[5], Rotating rectifiers are commonly employed in brushless 

excitation systems, where exciter armature windings and rotat¬ 

ing rectifiers are all mounted on the same shaft as main machine 

field windings [4], [6]. Output voltages of exciters are rectified 

by rotating rectifiers and fed to main machine field circuits. Be¬ 

cause brushless exciters are directly related to main machine 

field voltages and power system dynamic behavior, accurate 

and computationally efficient modeling of brushless excitation 

systems with rotating rectifiers is essential for power electronic 

simulation and power systems analysis. Specific applications 

in which accurate and efficient modeling are necessary may 

involve long simulation times, large numbers of components, 
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8, 2017. Date of publication May 22, 2017; date of current version November 

22, 2017. This work was supported by the Office of Naval Research (ONR) 
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and/or repeated simulations with different sets of parameters 

(e.g., aircraft power systems [7], shipboard power systems [4], 

[8], and microgrids [9]), 

Modeling machine-converter systems has received consider¬ 

able attention. Although the detailed model of machine-rectifier 

systems can provide accurate results and design evaluations 

[10], it is computationally expensive due to repeated switching 

of the diodes. Average-value models (AVMs) reduce the mod¬ 

eling complexity and enhance the computational efficiency by 

neglecting or averaging the effects of fast switching with respect 

to the prototypical switching interval [11 ], [12], In early studies, 

relationships between ac source variables and rectifier dc vari¬ 

ables are derived analytically [13]-[15]. However, such char¬ 

acteristics are obtained based on idealized ac systems and the 

assumption that the commutating reactance is constant. In later 

work, the AVM for converters connected to synchronous ma¬ 

chines is proposed [16], The commutating reactance is set equal 

to the d-axis subtransient reactance of synchronous machines. 

Because the commutating reactance should also be related to the 

g-axis subtransient reactance, the AVM presented in [16] is not 

accurate. The study in [17] improves the AVM by using a func¬ 

tion of both the q- and d-axis subtransient reactances and of the 

converter firing angle as equivalent commutating reactances. 

In order to accurately predict the output impedance at higher 

frequencies, dynamic AVMs are developed in [18], Analytical 

derivation methods, which are used in [6], [13]-[19], are based 

upon specific switching patterns and have limited utility outside 

of these operating modes. Also, many of these methods require 

implicit solutions to nonlinear equations and numerical integra¬ 

tion within each time step, which can increase computational 

cost. 

An alternative method for construction of AVMs of rectifiers 

has been coined the parametric or numerical approach, wherein 

numerical solutions are adopted in the earlier model develop¬ 

ment stage to obtain rectifier AVM parameters from detailed 

simulations [20]-[24]. In [20], the average behaviors of recti¬ 

fiers are represented using a set of fixed parameters, which are 

not able to adaptively evolve according to operating conditions 

and therefore lead to inaccurate results. An improved AVM with 

parameters vary dynamically depending on operational condi¬ 

tions is presented in [22]. However, this AVM cannot be di¬ 

rectly applied to the rotating rectifier in a brushless excitation 

system because of some differences between these rectifiers. 

In particular, the rotating rectifier requires a different reference 

frame transformation. More importantly, the field winding of the 

main machine does not resemble an LC filter (e.g., like seen in 

0885-8969 © 2017 IEEE. Personal use is permitted, but repubtication/redistribution requires IEEE permission. 

See http://www.ieee.org/publications.Atandards/publications/rights/index.html for more information. 
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[22]); it primarily acts like an RL circuit. This creates a unique 

interfacing challenge that has not previously been addressed in 

the literature and is complicated by the saliency of the exciter 

machine. 

Herein, a numerical AVM of the rotating rectifier in a brush¬ 

less excitation system is proposed. This model averages the pe¬ 

riodic switching behavior of the rotating rectifier and integrates 

these numerical functions with a dynamic mode! of the exciter 

machine to allow the nonlinear and dynamic characteristics of 

the brushless excitation system to be incorporated in simulation 

models with a traditional voltage-in, current-out formulation of 

the main machine. This results in accurate and computationally 

efficient simulations. The proposed model is validated using an 

experimentally validated machine-exciter system model and the 

computational efficiency benefits are quantified. It is also shown 

that the proposed AVM of the brushless excitation system can be 

combined with a numerical AVM of a stationary rectifier (i.e., 

[22]) to greatly reduce the computational cost of simulating such 

a system. 

The remainder of this paper is organized as follows. The pro¬ 

posed model is described in Section II. The characterization of 

the rectifier is described in Section III. The model is validated by 

comparison with an experimentally validated detailed model of 

the brushless excitation system in Section IV, which is followed 

by a conclusion in Section V. 

Fig. I. Stationary rectifier system. 

Fig. 2. Rotating rectifier system. 

and — [fqr fdr /or]T are the transformed variables. The 

zero sequence f0r is negligible. The transformed variables can 

also be expressed in space-phasor notation: f = fqr + jfdr for 

Totaling armature variables transformed to the stationary refer¬ 

ence frame. Differentiation with respect to time is indicated by 

the operator p. 

Main machine variables are transformed to the qd reference 

frame using Park’s transformation. 

n. Average-Value Model of the Brushless Excitation 

System 

Numerical average-value modeling has been successfully ap¬ 

plied in a variety of cases involving machine-converter inierac- 

tions. These techniques are adapted to the rotating rectifier in a 

brushless excitation system below. 

A. Notation 

The electrical rotor speed and position of the exciter machine 
are 

B. Rectifier Relationships 

The proposed numerical average-value model of the brushless 

excitation system is based on [22], In [22], the average behavior 

of the stationary rectifier depicted in Fig. 1 is represented by the 

following relationships: 

11^11 = ots{zs)Vdo (5) 

— A (^s) | |f| | (6) 

Zv = Zi +4>s{zs)+ It, (7) 

UA — g (I) 

Qr = j6rm, (2) 

respectively, where uirm and 0rm are the mechanical rotor speed 

and position, respectively, and P is the number of exciter ma¬ 

chine poles. The variables associated with the rotor of the ex¬ 

citer machine are denoted foEl£.r = [/„,. fbr /f.r]T where / can 

be used to indicate voltage (y), current (i), or (lux linkage (A.). 

These variables can be transformed into the stationary reference 

frame by use of the transformation 

f9d(Jr = Krfotcr, (3) 

where 

Kr 
2 

3 

cos 0r 

— sin f)r 

1 
2 

cos{9r + Ip) 

— sin(0r + ip) 

1 
2 

cos(0r - ^ ^ 

■ sinffi1,. 

3 
2jt I (4) 

where |j - || denotes the 2-norm of a vector, v and i are space 

phasors associated with the stationary armature variables trans¬ 

formed to the reference frame fixed in the rotor, 

and are algebraic functions of the loading condition, the 

phase offset of ir accounts for the fact that the current space 

phasor i is into the machine and thus out of the rectifier, and zs 

is a “conveniently defined” dynamic impedance that represents 

the loading condition and is defined as 

Similar relationships are utilized for the rotating rectifier in 

the brushless excitation system shown in Fig. 2, but these rela¬ 

tionships are modified to account for the differences between the 

stationary and rotating rectifiers. The rotating rectifier is on the 

rotor and requires a different reference frame transformation, 

i.e., (3). Additionally, the field winding of the main machine 

does not resemble the LC filter studied in [22], In particular, the 

average behavior of the rectifier is represented by the following 
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relationships: 

Vfdr = a(z)\\v\\ (9) 

\\i\\=0{z)ifdr (10) 

Z.v = Zi A-<j>{z)+ ir, (11) 

where z is a dynamic impedance that represents the loading con¬ 

dition. The dynamic impedance considered in [22] was selected 

because it is readily available in simulation as the capacitor 

voltage of the LC filter is a state variable. The field winding of 

the main machine does not exhibit such a voltage. Therefore, an 

alternative dynamic impedance is employed: 

\\eqdr 11 

if dr 
(12) 

where eQdr are the open-circuit voltages of the brushless exciter 

armature as described below. 

C. Brushless Exciter Model 

The brushless exciter machine can be described in the rotor 

reference frame as 

Vgr — ty 'iqp T P^-qr (1-1) 

Vdr ~ rridr + ujrXqT +pXdr (14) 

‘0'fds=sr'fdsi'fds+Pacts’ (!5) 

where 

hqr Liriqr +LmqiqT (16) 

Xdr — LiTidT 4“ Lmd{tdr Z'ljds) T Xmdo (12) 

^fds = L'lfdsifds + Lmd(idr + i'jds) + ^mdO, (18) 

the primed variables represent field variables referred to the ro¬ 

tor, ry and r’fda are the rotor and (referred) field resistances, Lit 

and L'i jds are the rotor and (referred) held leakage inductance, 

Lmq and Lmd are the q- and d-axis magnetizing inductances, 

and Xmdo is an affine term added to the d-axis magnetizing flux 

to represent the effects of magnetic hysteresis. 

The brushless exciter machine model can be expressed in the 

stationary reference frame as 

Vqr t'riqr ‘ UJj-Edi-dr + Lqpiqr -f- Cqj- (19) 

Vdr — t'r'idr T ^r^qiqr T L^pidr 4“ (20) 

where 

Bq — Llr -f Lmq 

Bd = Blr A~ LInd 

B'ifdSBmd 
L'd ~ Llr + "77 +T 

Vlfds ' 

&qr = (B-rn difds T ^-mdo) 

Bmd 
Gdr 

L 
l fds 

B„ {vfds ^fda^fda)‘ 

(21) 

(22) 

(23) 

(24) 

(25) 

It can be seen that e?(fr = [eqr e,ir]T are the open-circuit volt¬ 

ages of the brushless exciter armature. Furthermore, substituting 

(17) into (14), (18) into (15), and solving for the time derivative 

of the field current results in the following: 

_ _ BdiVfds — rfd$i'fd$) — Bmd(vdr ~ Tridr tVrBqtqr) 

Plfds ~ t ri —f2 ■ 
X,md 

(26) 

D. Differentiator Approximation 

Both the armature windings of the exciter machine and the 

field winding of the main machine are most easily represented 

using voltage-in, current-out formulations, which corresponds 

to the case of the stationary rectifier where the main machine and 

the LC filter are most conveniently represented using voltage-in, 

current-out formulations. It is noted in [22] that this formulation 

is problematic because of the representation given in (5)-(7). In 

[22], this issue is resolved by using a current-in, voltage-out 

formulation of the LC filter. In doing this, the inductor in the 

LC filter acts as a differentiator and has an improper transfer 

function; this differentiator is replaced with a low-frequency 

approximation with a proper transfer function. Herein, an alter¬ 

native approach is pursued that is consistent with the fact that 

the open-circuit voltages calculated in (24) and (25) are used to 

calculate the dynamic impedance z in (12). 

In the proposed approach, the armature windings of the ex¬ 

citer machine are represented using a current-in, voltage-out 

formulation. It can be seen from (19) and (20) that such an ap¬ 

proach also entails differentialors. Using a similar approach to 

that used in [22], a low-frequency approximation with proper 

transfer function is proposed. In particular, 

px — Ax -| B (27) 

piqr 

pidr 
« Cx+ D (28) 

where A, B, C, and D are 2 x 2 matrices associated with 

the realization of the approximation and x is a vector of two 

state variables associated with the realization. It is convenient 

to express the rows of C and the elements of D as 

C = 

D = 
dn 

d2i 

di2 

do2 

(29) 

(30) 

This realization is an appropriate low-frequency approximation 

of the differentiators in (19) and (20) if 

, C(sl— A)_1B -fD 
lim-= I, 
3—*0 s 

(31) 

where I is the 2x2 identity matrix. 

It is shown below that specifying a certain structure for D can 

facilitate the model integration. For a given D, the condition in 
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(31) is satisfied if the remaining matrices are expressed as 

A = —A (32) 

B = V1 (33) 

C = -VA2, (34) 

where D = VAV'1 and A is a diagonal matrix, The eigen¬ 

values of A, i.e., the negatives of the eigenvalues of D, are 

associated with the bandwidth of the differentiator approxima¬ 

tion and should be situated sufficiently far into the left half 

plane. 

E. Model Integration 

i Main 

1 Machine 

Fig. 3. Summary of model formulation (dashed lines represent external inter¬ 
faces to/from the proposed model). 

By substitution of (28) into (19) and (20), the rotor voltages 

can he approximated as 

Vqr VTiqr U)rLfl%(lr T G.qr A TqCj X 

+ Lqdi\iqr + Lqd\2i,tr 

t'r'tqr l~VEdIdT ~b tig 

-f" Lqd‘\\iqr T Lqd\2'ldr (35) 

Vd? ' * rridr “b -f- Gdr b ^ 

+ L^dqiiqr + L'^^ldr 

— f jddr b tdyLqiqr b ttrf 

+ L'dd'niqr b Ljd2-2idr, (36) 

With such a suitable differentiator approximation, the voltage 

equations can be expressed in space-phasor form as 

v & Zi + u, (45) 

where Z — R + jX and u = uq + juj. In this form, the model 

can be integrated. The magnitude of the exciter machine cur¬ 

rents can be found from (10). The voltage equation (45) can be 

combined with (11) and expressed as 

||{7||ej(^+^)) (46) 

This relationship can be used to calculate 

1HI « \/||u||2 — Im2[Z||f||e^Jb(:!)] - 

where 

uq = eqT-Y Lqc\yL (37) 

ud = edr + L'dclx. (38) 

It can be seen that (35) and (36) transform into 

Vqr —— Riqr Xirfr b tlq (39) 

Vdr ^ Rt(ir b Xiqj< b Ud (40) 

if the following conditions hold: 

.R — Vr ■ I■ Ijqdii — Tf b Eqd'y) (41) 

X = tOrLd — Lqdi2 ~ LOrLq b (42) 

for some constants R and X. Furthermore, if approximately 

constant speed is assumed, i.e., utT « uj", where to" is the nom¬ 

inal speed, then 

X tv X* — uj;Ld - Lqd\2 = ur*rLq b 1^21 (43) 

and is approximately constant. These conditions can be made to 

hold by choice of D. For example, D can be defined as 

D = 

R-rT 

X'-uilL, 
L" 

-a~- ■ 
L,, 

K J 
(44) 

By choice of a sufficiently large R the eigenvalues of D can 

be placed sufficiently far into the right half plane. It is noted 

that D is selected based on a constant speed assumption and 

that variation from the nominal speed will introduce error in the 

exciter representation. 

(47) 

ZtxiZ-—-—. (48) 
Hulled) bZ[|i|j 

Finally, (9) can be used to determine the main machine field 

voltage. 

F. Model Summary 

The proposed model is depicted graphically in Fig. 3 and 

summarized in the steps below, 

1) The main machine field current ifdr is calculated by the 

model of the main machine. 

2) The exciter field current i'jds is a state variable and used 

in the voltage regulator model. 

3) The exciter machine field voltage v'^ds is calculated by 

the model of the voltage regulator. 

4) The open-circuit voltages of the exciter machine esrfr are 
calculated using (24) and (25) 

5) The dynamic impedance z is calculated using (12). 

6) The magnitude of the exciter machine currents ||i]| is 

calculated using (10). 

7) The magnitude of the exciter machine voltages || i;|| and 

the angle of the exciter machine currents Zi are calcu¬ 

lated using (47) and (48), respectively. 

8) The main machine field voltage v/dr is calculated using 

(9) and used in the model of the main machine. 

9) The derivatives of the state variables associated with 

the differentiator approximation px are calculated 

using (27). 



15% IEEE TRANS ACTIONS ON ENERGY CONVERSION, VOL. 32, NO. 4, DECEMBER 2017 

10) The time derivative of the exciter field current is 

calculated using (26). 

Ill. Rectifier Characterization 

In order to use the proposed model, the numerical functions 

et(-), /?(•), and <p(-) must be extracted from the detailed sim¬ 

ulations. The extraction of such functions has been discussed 

in [23]. In particular, it is found that because the functions 

describe algebraic relationships that are assumed to hold con¬ 

tinuously, these functions can be extracted from transient simu¬ 

lations rather than requiring numerous steady-state simulations. 

This is important in the case of the rotating rectifier in a brushless 

excitation system because the steady-state dynamic impedance 

z varies over a very narrow range. Transient simulations are 

necessary to characterize the performance of the rectifier over a 

wide loading range. 

The system considered herein is shown in Fig. 2, The main 

machine is a four-pole, 59 kVA, 560 V synchronous genera¬ 

tor with the model and parameters presented in [25] and [26], 

This machine model has been extensively validated against ex¬ 

perimental measurements [25], [27], [28]. For detailed simula¬ 

tion, it is modeled using the field-only vollage-behind-reacance 

(FVBR) formulation [29], The exciter machine formulation, an 

armature-only voltage-behind-reactance (AVBR) formulation, 

and its parameters are given in the appendix [27]. The detailed 

simulations is performed using MATLAB R2016a Simulink’s 

ode23tb integration algorithm with a maximum time step of 

10.85 /rs and default values for the relative and absolute tol¬ 

erances. Circuit elements are represented using the Automated 

Slate Model Generator, a software package that automatically 

establishes a state-space model based on the circuit topology 

and switch states [30]. 

For the characterization of the rectifier, the main machine 

is loaded with a balanced three-phase resistive load that draws 

rated power at rated voltage. Initial conditions are set corre¬ 

sponding to a zero-flux state. The shaft is rotated at a constant 

27r30 rad/s (1800 RPM), and the frequency of the switching 

ripple in the rotor quantities is 720 Hz, The field voltage of 

the exciter is ramped from —0.8 V (corresponding to zero fiux 

linkage) to 8 V in 3.33 s (200 cycles) and then ramped back 

down to —0.8 V in the following 3.33 s (200 cycles). Aver¬ 

aging the waveforms from the detailed simulation over 60-Hz 

windows every 1/720 s yields the values shown in Fig. 4. The 

least-squares spline approximation SPAP2 algorithm is used to 

select support points, and it can be seen in Fig. 4 that these 

data are well represented using cubic splines with relatively few 

support points, which are given in Table I, Furthermore, both 

the «■(•) and <}>{■) functions have discontinuities occurring at ap¬ 

proximately 2.97 fi. For values of dynamic impedance smaller 

than this, the values of both a(') and ^(■) are zero. 

IV. Model Validation 

In this section, the brushless excitation system AVM is val¬ 

idated with the detailed model in three distinct cases. All sim¬ 

ulations are performed using MATLAB R2016a Simulink’s 

ode23tb integration algorithm with the automatic maximum 

time step, a relative tolerance of 10-s, and the default absolute 

Dynamic Impedance (ft) 

Fig. 4. Functions «(•), /}(■). and 

TABLE I 

Support Points for Functions a(-), 3(-), and <p{-) 

“{•) 

0.000 - 
2.529 - 

2.976 1.500 

3.059 1.505 

3.141 1.512 

3.223 1.524 

3.269 1.534 

3.299 1.543 

3.334 1.553 

3.378 1.559 

3.454 1.562 

3.594 1.565 

3.738 1.565 

3.864 1.565 

4.122 1.566 

4.829 1.570 

5.973 1.580 
7.707 1.592 

10.034 1.604 

15.480 1.618 

25.106 1.630 

40.098 1.638 

55.089 1.643 

70.080 1.649 

85.072 1.658 

^(•) <*(•) 

0.000 -- 
0.842 -- 

0.990 0.051 

1.016 0.167 

1.035 0.228 

1.047 0.246 

1.051 0.237 

1.053 0.216 

1.053 0.187 

1.054 0.171 

1.055 0.163 

1.058 0.167 

1.060 0.176 

1.063 0.187 

1.068 0.206 

1.077 0.228 

1.085 0.230 

1.091 0.220 

1.094 0.205 

1.098 0.178 

1.100 0.150 

1.102 0.125 

1.103 0.108 

1.103 0.091 

1.102 0.073 

tolerance. Circuit elements are represented using the Automated 

State Model Generator [30]. In order to place the eigenvalues of 

D sufficiently far into the right half plane, i? and X‘ are selected 

to be rr + y/LqLj x 105 rad/s and w; respectively. 

In each case, initial conditions corresponding to steady state 

are selected, and each simulation lasts 0.5 s (30 cycles). Also, 

the run time associated with each model and case is recorded 
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Fig. 5. Case 1 (excitation voltage siep change) results. 

by averaging over 20 simulations. The simulations are per- 

t'ormed on an Intel Core i7-3770 CPU running at 3.40 GHz with 

8.00 GB of RAM. For comparison, the analytical AVM pre¬ 

sented in [6] is also simulated in these cases. 

In Case I, the main machine field winding is supplied through 

a rotating rectifier, which is connected to an exciter with 10-V 

field voltage. The stator is connected to an infinite 560-V bus. 

The machine is rotating constantly at 27t30 rad/s, and the initial 

rotor angle is 22°. Under this condition, the generator is sup¬ 

plying 46 kW at a power factor of 0.8 lagging. At f = 1/60 s, 

the field voltage of the exciter is stepped down to 8 V, resulting 

in the power factor increasing to 0.9 lagging and the reactive 

power delivered being decreased by 38%. For the detailed sim¬ 

ulation, the FVBR formulation of the main machine is used 

with the detailed representation of the rotating rectifier and the 

AVBR formulation of the exciter machine. For the analytical 

AVM simulation, the qd formulation of the main machine is 

used with an analytical AVM of the brushless excitation system 

with a reduced-order exciter machine representation 16], For the 

numerical AVM simulation, the qd formulation of the main ma¬ 

chine is used with the AVM of the brushless excitation system. 

The time steps and run time for all of the cases are given in Ta¬ 

ble n. The armature and field currents and voltages of both the 

exciter and main machine are shown in Fig. 5. It can he seen in 

TABLE II 

Model Computational Efficiency 

Case Simulation Time steps Run time (s) 

Case 1 Detailed 160179 4.05 

Analytical AVM 1626 4.21 

Numerical AVM 1664 0.24 

Case II Detailed 149575 3.90 

Analytical AVM 12043 26.89 

Numerical AVM 4129 0.26 

Caseltt Detailed 186778 8.41 

Analytical AVM 143918 323.82 

['Stationary AVM 201952 5.98 

Numerical J Rotating AVM 180903 6.73 

Full AVM 4347 0.39 

the figure that the proposed numerical AVM faithfully represents 

the low-frequency behavior of the main machine and brushless 

excitation system. The waveforms predicted by the numerical 

AVM lie within the switching envelope of the waveforms pre¬ 

dicted by the detailed model. The deviations of the analytical 

AVM from the detailed model and numerical AVM are fairly 

small and largely due to assumptions made in (he derivation of 

the analytical model. Furthermore, it can be seen in Table II, 

the number of time steps required by the numerical AVM is 
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Fii!. 6. Case II (lerminal voltage step change) results. 

slightly greater than that required for the analytical AVM, but 

the run time is reduced by a factor of 15. Both the numbers of 

time steps and the run time required by the simulation algorithm 

are drastically reduced compared with the detailed model; the 

number of time steps is reduced by a factor of 96, and the run 

time is reduced by a factor of 17. 

In Case 11, the main machine field winding is supplied through 

a rolaling rectifier, and the stator is connected to an infinite 

560-V bus and starts from the same conditions as in Case I. At 

f — 1/60 s, a voltage sag occurs, and the magnitude of the output 

voltage drops to 95% of the initial value. The same machine for¬ 

mulations and rectifier representaiions used in Case I are used for 

the detailed and AVM simulations. The waveforms predicted by 

the AVM model and the detailed model are compared in Fig. 6. 

As with Case I, the AVM model waveforms are situated within 

the switching envelope of the detailed model waveforms, and 

the AVM model is capable of representing the low-frequency 

behavior of the system. The analytical AVM demonstrates sim¬ 

ilarly small deviations from the detailed model and numerical 

AVM. In Table II, it can be seen that similarly drastic reductions 

in computational cost are obtained. The number of time steps is 

reduced by a factor of 36, and the run time is reduced by a factor 

of 15. When compared with the analytical AVM, the number 

Fig. 7. Case Ill circuit. 

of time steps is reduced by a factor of 3, and the run time is 
reduced by a factor of 104. 

In Case HI, the main machine field winding is supplied 

through a rotating rectifier, which is connected to an exciter 

with 7.27-V field voltage. The stator is used to supply a recti¬ 

fier load with LC filter and resistive load of 11.1 £7 shown in 

Fig. 7. The filter inductance and capacitance are 2.5 mH and 

1.4 inF, respectively, and the machine is rotating at 27t30 rad/s. 

AU = 1/60 s, the resistive load is stepped from 11.1 fl to 34.4 fi. 

This case corresponds to the experimental results used to val¬ 

idate the machine model in [26]. For the detailed simulation, 

the detailed representation of the stationary rectifier load, the 

SFVBR formulation of the main machine, the detailed repre¬ 

sentation of the rotating rectifier, and the AVER formulation 

of (he exciter machine are used. As this case includes two 
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Fig. 8. Case 111 (rectifier load step change) results (exciter armature rj-axis 

current during transient and steady-state conditions and FFT results). The sta¬ 

tionary, rotating, and full AVM each represent numerical AVMs. 

rectifiers, it is possible to perform averaging with either or 

both of these rectifiers. For the stationary AVM simulation, 

the numerical AVM of the stationary rectifier load, the FVBR 

formulation of the main machine, the detailed representation of 

the rotating rectifier, and the AVER formulation of the exciter 

machine are used. The numerical AVM of the stationary recti¬ 

fier load is implemented as described in [22] and parameterized 

using the SVBR formulation of the main machine excited with 

constant dc voltage and loaded with a varying resistive load as 

described in [23], For the rotating AVM simulation, the detailed 

representation of the stationary rectifier load, the SVBR for¬ 

mulation of the main machine, and the numerical AVM of the 

brushless excitation system are used. For the full AVM simu¬ 

lation, the numerical AVM of the stationary rectifier load, the 

qd formulation of the main machine, and the numerical AVM 

of the brushless excitation system are used. For the analytical 

AVM simulation, the detailed representation of the stationary 

rectifier load, the SVBR formulation of the main machine, and 

an analytical AVM of the brushless excitation system with a 

reduced-order exciter machine representation are used; this cor¬ 

responds most closely to the rotating AVM simulation. Because 

of the complexity of the waveforms in this case, the g-axis 

armature current of the exciter is examined more carefully in 

Fig. 8. In this case, the two rectifiers produce harmonics at two 

different specific frequencies because of the difference in the 

number of poles in the main and exciter machines. The rotating 

rectifier produces harmonics at 720 Hz and mutliples thereof, 

and the stationary rectifier produces harmonics at 360 Hz and 

multiples thereof, which includes smaller components at mul¬ 

tiples of 720 Hz. Each AVM averages out the harmonics that 

correspond to the rectifier in question. The partial AVMs, mod¬ 

els that only represent one of the rectifiers with an AVM, retain 

the harmonics associated with the other rectifier. The results of 

the detailed model and full AVM are shown in the top plot, and 

it can be seen that the full AVM is capable of representing the 

low-frequency behavior of the system. In the middle plot, the 

steady-state behavior of the four models is shown. It can be 

seen that the full AVM waveform is dc, that the stationary AVM 

waveform appears periodic with a frequency of 720 Hz, and that 

the rotating AVM appears periodic with a frequency of 360 Hz. 

The detailed model waveform clearly contains components at 

each of these frequencies. This corresponds to the interpreta¬ 

tion that the stationary AVM removes the 360-IIz components 

associated with the stationary rectifier while retaining the 

720-Hz components associated with the rotating rectifier and 

that the rotating AVM does the opposite. A fast Fourier trans¬ 

form (FFT) of these waveforms confirms this interpretation as 

can be seen in the bottom plot of Fig. 8. The full AVM only 

retains the dc component, and the partial AVMs retain the har¬ 

monics associated with the rectifier that is not averaged by the 

AVM. It can be seen that both of the partial AVMs have much less 

improvement in computational cost. The number of time steps 

for the stationary AVM is actually greater than that required for 

the detailed model, and the rotating AVM only reduces this num¬ 

ber by 3%. The run times of the stationary and rotating AVMs 

are only reduced by 29% and 20%, respectively. However, the 

full AVM results in a factor of 43 decrease in time steps and a 

factor of 22 decrease in run time. The computational cost bene¬ 

fits of the AVM are only realized fully when all of the rectifiers 

in the system are represented by an AVM. Because of the high 

computational cost of each time step in the analytical AVM, the 

use of a partial analytical AVM is very costly in such a scenario. 

V. Conclusion 

A numerical AVM for rotating rectifiers in brushless exci¬ 

tation systems is developed, wherein open-circuit voltages of 

the brushless exciter armature are used to calculate the dynamic 

impedance that represents the loading condition. This model av¬ 

erages the periodic switching behavior of the rotating rectifier. 

Numerical functions describing relationships between averaged 

dc variables and exciter ac variables in rotating rectifiers are 

extracted from detailed simulations and vary depending on the 

loading conditions. The proposed AVM model is validated with 

the detailed model and compared with an analytical AVM model. 

It is shown to accurately represent the low-frequency behavior 

of the system and to have high computational efficiency. 

Appendix 

Exciter Machine AVER Formulation and Parameters 

The exciter machine AVER formulation described below is 

used to perform detailed simulations. The parameters of the 

machine are found in Table III. The voltage equation is 

Vabcr — -R-tabcr T ^P^-abcr T Rafter1 (49) 
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TABLE III 

Brushless Exciter Parameters 

P 8 NTlNfds 
tv 0.121 n Llr 
rfda 4.69 S2 Lifds 
Lmq 1.82 mH pjn d 
kmd0 5.69 mVs 

0.07 

0.49 mH 

0.117 mH 

3.49 mH 

The resistance matrix is 

R — rrI3 +pLr 
2 t'lfdgPL'Fi 

where 

L?. 

Li? + La -kL* 

Lir + La 

rfds^rfds 

L'fds ; 

-kLA 

~bLA 

-kLA —\La Lit + La 

cos(20,.) cos(2(^r + j)) 

cos(2(0r + |-)) cos(2(^r + 31)) 

cos(2(5r - f)) cos(2(0,. - tt)) 

cos(2(0r — |)) 

cos(2(^r — tt)) 

cos(2(0,. - ^)) 

Lrfds — Lmtj 

sin 6r 

sin(0r + 

L', 

sin{(5r — 

Lifd& T Lpid 

-Jmd L mg 

-'md ■Jmq 

fds 

La = 

Lb = 
o 

The inductance matrix is 

L = L, 

The voltage vector is 

^abcr = ^r^mdO 

T T ' T T' 
* ^rfds^rfds 

L 

+ (pK/ds ~ 

fds 

cos 9r 

cos(f)r + ^L) 

cos(0, 

l: 

3 

3 >A 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 

I L,'^V 
+ ~ vfds 

L\ fds 

vfds 1 fds \ ■} 
)i 

Jfds 
fds' (57) 
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Model for Direct Interface with Inductive Circuitry 
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Abstract—The computational cost for the simulation of detailed 
models of machine-rectifer systems is expensive because of 
repetitive diodes switching. Average-value models (AVMs) of 
machine-rectifier systems have been developed that can allevi¬ 
ate the computational burden by neglecting the details of the 
switching of each individual diode while retaining the average 
characteristics. This paper proposes an alternative formulation 
of numerical AVMs of machine-rectifier systems, which makes 
direct use of the natural dynamic impedance of the rectifier 
without introducing low-frequency approximations or algebraic 
loops. By using this formulation, direct interface of the AVM is 

, achieved with inductive circuitry on both the ac and dc sides 
allowing traditional voltagc-in, current-out formulations of the 
circuitry on these sides to be used with the proposed formulation 
directly. This numerical AVM formulation is validated against 
an experimentally validated detailed model and compared with 
previous AVM formulations. It is demonstrated that the proposed 
AVM formulation accurately predicts the system’s low-frequency 
behavior during both steady and transient states, including in 
cases where previous AVM formulations cannot predict accurate 
results. Both run times and numbers of time steps needed by the 
proposed AVM formulation are comparable to those of existing 
AVM formulations and significantly decreased compared with the 
detailed model. 

Index Terms—ac machines, generators, converters, simulation. 

I. Introduction 

Machine-rectifier systems are generally utilized in the elec¬ 

trical subsystems of electric vehicles, including ships, aircraft, 

and automobiles, and for the brushless excitation of large 

syndtronous machines. Modeling and simulation of machine- 

rectifier systems have great significance in the design and anal¬ 

ysis of such applications because they can predict the dynamic 

behavior of each component and the overall system prior 

to the actual realization in hardware. Accurate and efficient 

modeling of machine-rectifier systems is particularly beneficial 

in applications with tong run times, iterative simulations with 

diverse sets of parameters, and/or a high component count, 

such as microgrids [1], shipboard power systems [2], [3], and 

aircraft power systems [4], 

Different approaches have been proposed to simulate and 

mode! machine-rectifier systems. The traditional detailed 

model of such systems has the ability to predict results 

accurately and offer design evaluations [5] and can be easily 

developed utilizing different simulation software packages [6]. 

Manuscript received January 19, 2018; revised May I.'IOIS; accepted 
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However, it requires long simulation times due to repeti¬ 

tive switching of the diodes. To reduce the computational 

cost, average-value models (AVMs) have been developed by 

neglecting the details of each individual switching [7], [8j. 

Construction methods for AVMs of rectifiers can be generally 

classified into two categories, i.e., analytical derivation [9]— 

[16] and parametric or numerical approaches [17]-[22], In 

analytical derivation methods, analytical relationships between 

variables on the ac and dc sides are derived. In early studies, 

such relationships are derived based on strong assumptions 

(e.g., idealized ac system, constant commutating reactance) 

[9]-[l 1]. In [12], the ri-axis subtransient reactance is used to 

represent the ac-side commutating reactance, which neglects 

the effect of the <j-axis subtransient reactance. In [13], die 

commutating reactance is determined by a function of the 

converter firing angle and of both the cy- and d-axis subtransient 

reactances. Subsequently, dynamic AVMs are developed to 

accurately predict frequency-domain impedance characteristic 

[14], Analytical derivation methods are based upon specific 

operating mode and require significant work to solve nonlinear 

equations and/or numerical integration, which may signifi¬ 

cantly reduce the computational efficiency. 

As an alternative to analytical derivations, the parametric or 

numerical approach simplifies the development of AVMs. In 

parametric or numerical approaches, rectifier AVM parameters 

are obtained from detailed simulations at an earlier model 

development stage using numerical solutions [17]-[2I]. The 

study in [17] uses a set of fixed parameters to model the aver¬ 

aged rectifier behavior. In [19], the AVM is improved by using 

dynamic parameters which vaiy depending on operational 

conditions. The approach in [19] (and subsequently [20], [21]) 

introduces a low-frequency approximation of the inductor in 

the dc filter. It was found in [22] that this approximation 

was not useful for rotating rectifiers in brushless excitation 

systems because the field winding being fed by the rectifier 

did not have similar dynamics to the LC dc filters considered in 

[19] and subsequent work. Therefore, in [22], a low-frequency 

approximation was introduced to the ac side for such systems. 

The difference between these two approaches is not really 

about stationary versus rotating but about feeding an LC circuit 

with load versus a field winding that resembles an RL circuit. 

The parametric or numerical approach has been extended in 

numerous ways (e.g., ac harmonics and frequency dependency 

for thyristor-controlled rectifiers arc considered in [23]). The 

fundamental approach is the same, based on numerical averag¬ 

ing of the results of detailed simulations in order to establish 

a numerical representation of the relationship between the ac 

and dc variables. However, previous approaches for numeri- 
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cal AVMs introduce low-frequency approximations to avoid 

improper transfer functions on eitlier the ac or dc side of the 

rectifier. These approximations can create inaccuracy in highly 

dynamic situations and can also complicate the interfacing of 

traditional models of equipment on either the ac or dc side of 

the rectifier. 

Herein, a numerical AVM formulation is proposed that 

provides a means of directly coupling the AVM with inductive 

circuitry (c.g., machine on the ac side and dc filter on the 

dc side). While the proposed formulation uses a model with 

similar mathematical relationships to existing AVM formula¬ 

tions, it makes direct use of the natural dynamic impedance 

of the rectifier without the introduction of low-frequency 

approximations on either the ac or the dc side of the rectifier, 

a source of significant inaccuracy that is demonstrated in the 

paper. By using this formulation, direct interface of the AVM 

that is demonstrated herein is achieved with inductive circuitry 

on both the ac and dc sides allowing traditional voltage-in, 

current-out formulations of the circuitry on these sides to be 

used with the proposed formulation directly. In the proposed 

alternative formulation, it is not necessary to introduce low- 

frequency approximations or to invert the voltage-current 

interfaces on either the ac or dc side for interfacing with an 

LC circuit with load or a field winding that resembles an KL 

circuit. Therefore, the proposed formulation is equally valid 

for the stationary recitifer applications considered in [19]- 

[21] and for the rotating rectifier application considered in 

[22] , Direct interfacing with inductive branches on the ac and 

dc sides of the rectifier is achieved without introducing low- 

frequency approximations or algebraic loops. The proposed 

model is validated against an experimentally validated detailed 

model and compared with previous AVM formulations in six 

cases. The results show that the low-frequency behavior of 

the system is accurately represented (even in cases in which 

previous AVM formulations fail to accurately represent this 

behavior) and that the high computational efficiency associ¬ 

ated with existing AVMs is retained. Because the proposed 

AVM can be directly interfaced with simulation models with 

traditional voltage-in, current-out formulations of the ac and 

dc equipment, it can be readily used with existing models of 

such equipment in commercial simulation toolboxes. 

The organization of this paper is as below. Section II 

describes the proposed model, while Section III explains 

the rectifier characterization procedure. The model validation 

and comparison are presented in Section IV, and Section V 
concludes the paper. 

II. Average-Value Model of Machine-Rectifier 

Systems 

An alternative approach for applying parametric or nu¬ 

merical AVMs is presented below that reformulates the re¬ 

lationships between variables on the ac and dc side of the 

reedfier to avoid introducing low-frequency approximations, 

inverting the voltage-current interfaces on either the ac or dc 

side, or creating algebraic loops. The notation used herein is 
summarized in the appendix. 

A. Rectifier relationships 

The method presented for modeling the relationships in the 

rectifier shown in Fig. 1 are based on [19] and [22]. In [19], 

the relationships that represent the average behavior of the 
stationary rectifier are: 

IN = (1) 

idc — /?s(^s)||?|| (2) 

Lv = + <j>a(zs) + It, (3) 

where v and i are the stationary armature variables on the 

ac side transformed to the rotating reference frame in space 

phasor form, as(-)> Pa( )> and 0S(-) are the essential numerical 
functions, ?r is the phase offset since the current i is out 

of the rectifier, and zs is a “conveniently defined” dynamic 

impedance, which is defined in [19] as 

where vc is the capacitor voltage of the LC filter. In [19], 

the dynamic impedance zs was selected because vc is a state 

variable and zs is readily available in simulation. 

For rotating rectifiers in brushless excitation systems, simi¬ 

lar relationships to (l)-(3) are used in [22], Because the main 

machine field winding is different from the LC filter and does 

not have a capacitor voltage, an alternative dynamic impedance 
is used: 

where e^,. is the brushless exciter armature open-circuit 

voltages and if dr is the current into the main machine field 
winding. 

The natural formulations of both the machine on the ac 

side and the inductor on the dc side in both cases would be a 

voltage-in, current-out formulation in which the rectifier model 

would input the ac and dc currents and calculate the ac and dc 

voltages. Such models involve proper state models, but they 

are not directly consistent with the relationships (l)-(3). To 

address the inconsistency, low-frequency approximations are 

introduced in both [19] and [22] to transform either the dc or ac 

model to a current-in, voltage-out formulation. It is argued, for 

example in [24], that such approximations do not significantly 
effect the behavior of the model. 

The proposed reformulation of numerical AVMs for 

machine-rectifier systems uses similar relationships for the 

ac and dc voltages and currents. These relationships are 

modified in order to model rectifiers without using the low- 

pass filter 119], [20] and the differentiator approximation [22], 

The relationships represent the average behavior of the rectifier 
shown in Fig. 1 are: 

\\v\\=a{z)vdc (6) 

idc = P(z)\\i\\ (7) 

Zu = Zi + A- it. (8) 
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Fig. 1. Rectifier. 
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Fig. 2. Summary of model formulation (dashed lines represent external 
interfaces from/to the proposed model). 

Instead of a “conveniently defined” dynamic impedance set 

some distance from the rectifier in [19], [20], [22], a natural 

dynamic impedance is employed: 

where Vdc is the terminal voltage of the rectifier. The proposed 

numerical AVM of machine-rectifier systems includes both 

stationary rectifiers and rotaling rectifiers in the brushless 
excitation systems, 

B, Model summary 

The proposed AVM formulation is graphically described in 

Fig. 2 and summarized in the steps below. 

1) The input current of the rectifier ||i|| is calculated by 

the ac model. For the stationary rectifier, the ac model 

is the main machine armature. For the rotating rectifier, 

the ac model is the exciter armature. 

2) The rectifier dc current idc is calculated by the dc 

model. For the stationary rectifier, ifc is the filter current. 

For the rotaling rectifier, idc is the main machine field 
current. 

3) The numerical function /3(-) is calculated using (7). 

4) The dynamic impedance 2 is obtained by inverting the 

numerical function /3(-). 

5) The numerical functions a(-) and cf>(-) are obtained 
through lookup tables. 

6) The magnitude ||i;|| and angle Lv of the ac voltage are 

calculated using (6) and (8), respectively, and the ac 

voltage v is used in the ac model. 

7) The rectifier dc voltage Vdc is calculated using (9) and 
used in the dc model, 

III. Rectifier Characterization 

The essential numerical functions a(-), /?(■), and <^(-) are 

able to be extracted from the detailed simulations numerically, 

which has been discussed in [20|. Based on the assumption 

that algebraic relationships formulated by those functions are 

continuous, the rectifier characterization over a wide load¬ 

ing range can be done by transient simulations instead of 

repeated steady-state simulations. For both characterizations 

of stationary and rotating rectifiers, the ode23tb integration 

algorithm in MATLAB R2016a Simulink is used in the de¬ 

tailed simulations. The maximum time step is set to be 0.1 ps. 

The values of relative and absolute tolerances are set to their 

default values. Automated State Model Generator (ASMG), 

which can automatically establish state-space models based 

upon topological states of the circuits, is used to represent 
circuit elements [25]. 

A four-pole synchronous generator rated for 59 kVA, 560 V 

at 1800 r/min is considered here as the main machine. Its 

model and parameters are adopted from studies in ]26] and 

[27], and these models have been validated with multiple 

experimental measurements [26], [28], [29]. For the station¬ 

ary rectifier characterization, the stator-only voltage-behind- 

reactance (SVBR) formulation [30] is used to model the main 

machine. The main machine is connected to a rectifier, which 

supplies a resistive load through an LC filer with a 2.5- 

mH inductance and a 1.4-mF capacitance. The resistive load 

exponentially increases front 0.01 £2 to 100 £2 in 1 s. The 
main machine field winding is connected to a 30-V voltage 

source. Initial conditions corresponding to a zero-flux state 

are selected. The resultant waveforms exhibit switching ripple 

at 360 Hz. The waveforms are averaged over 60-Hz windows 

every 1/360 s, and the values are plotted in Fig. 3. 

For the rotating rectifier characterization, the field-only 

voitage-behind-reacance (FVBR) formulation ]30] is used to 

model the main machine. A balanced three-phase resistive 

load is connected to the main machine and draws rated power 

at rated voltage. The armature-only voltage-behind-reactance 

(AVER) formulation of the exciter machine and its parameters 

are provided in [30], Initial conditions corresponding to a zero- 

flux state are selected. The initial value of the exciter field 

voltage is —0.8 V. In the first 3.33 s, the exciter field voltage 

linearly increases to 8 V and then linearly decreases to the 

initial value in the next 3.33 s. The resultant waveforms exhibit 

switching ripple at 720 Hz. The waveforms are averaged over 

60-Hz windows every 1/720 s, and the values are plotted in 

Fig. 4. 

Relatively few support points are selected using the least- 

squares spline approximation SPAP2 algorithm, and cubic 

splines can accurately represent these data as shown in Fig. 3 

and Fig. 4. The support points are provided in Tables II in the 
appendix. 

IV. Model. Validation 

The proposed AVM formulation of machine-rectifier sys¬ 

tems is validated against the detailed model and compared 

with previous AVM formulations in this section. The ode23tb 

integration algorithm is adopted with the default absolute 

tolerance and the automatic maximum time step in MATLAB 

R2016a Simulink. The relative tolerance is set to be 10-(i. 

ASMG is used to represent circuit elements. Each simulation 

starts at steady state and lasts 1 s (60 cycles). The run time is 
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Fig. 3. Stationary functions a(-), and $(•)• 

averaged over 20 simulations for each model and case, A Dell 

Optiplex 7010 computer with an Intel Core i7-3770 3.40 GHz 

processor and 8.00 GB of RAM is used to perform all the 

simulations. 

A. Main machine and stationary rectifier load 

In Case I, the main machine field winding is connected 

to a 25-V voltage source as shown in Fig. 5. The stator is 

connected to a rectifier which feeds a 12 fl resistive load via 

the LC filler. At f = 1/60 s, the excitation voltage is stepped 

up to 150% of the initial value. The SVBR formulation of the 

main machine and the detailed representation of the rectifier 

load are used in the detailed simulation. The qd formulation 

of the main machine and the previous AVM formulation of the 

stationary rectifier are adopted with a current-in, voltage-out 

formulation of the LC filter in the previous AVM simulation. 

The inductor in the LC filter operates as a differentiator with 

an improper transfer function, This improper transfer function 

is represented with a low-frequency approximation, and the 

time constant associated with the approximation is set to be 

10 ps [19], The qd formulation of the main machine and 

the proposed AVM formulation of the rectifier are used in 

the proposed AVM simulation. In all cases, the time steps 

and the run times are listed in Table I. Fig. 6 shows the 

armature voltages and currents and the field current of the 

main machine. The main machine’s low-frequency behavior 

is accurately represented by both the previous and proposed 

AVMs in this case. Both sets of waveforms predicted by the 

AVMs are essentially identical and follow the tendency of 

detailed model waveforms. Furthermore, it can be seen in 

Table 1, both the run time and the number of time steps 

required by the proposed AVM are comparable with those 

required for the previous AVM. The run time are reduced 

by 97%, and the number of time steps is reduced by 99% 

compared with the detailed model. 

The same excitation of the main machine, rectifier load 

and initial conditions used in Case I are used in Case II as 

shown in Fig. 5. At f = 1/60 s, a bolted fault across the 

capacitor occurs at the dc side. For Case II, the same machine 

formulations and rectifier representations as in Case I are 

used in the detailed simulation and AVM simulations. Fig. 7 

shows the comparisons of the waveforms obtained from the 

proposed AVM, the previous AVM, and the detailed model. 

One can find that resultant waveforms from the proposed AVM 

follow the overall tendency of the waveforms obtained from 

the detailed model. It can be concluded that the proposed 

AVM is capable of representing the system’s low-frequency 

responses. In contrast, it can be observed that the previous 
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TABLE I 

Model Computational Efficiency 

Case Simulation Time steps Run time (s) 

Detailed 337978 im 

Case 1 Previous AVM 3959 0.23 
Proposed AVM 3999 0.23 

Detailed m82 LTO 

Case II Previous AVM 6661 0.26 
Proposed AVM 5258 0.25 

Detailed 293059 7.36 
Case Ill Previous AVM 3805 0.26 

Proposed AVM 4108 0.24 
Detailed 244518 5.82 

Case IV Previous AVM 614] 0.28 
Proposed AVM 7361 0,25 

DetaUed 372815 16.40 
Case V Previous AVM 2710 0.26 

Proposed AVM 2548 0.24 
Detailed 246953 10.59 

Case VI Previous AVM 8947 0.35 
_Proposed AVM_8716_0.32 

fc 
u 

0.1 0.2 

Detailed 

Previous AVM 

Proposed AVM 

0.3 

Time (s) 

Main Machine 

0.4 0.5 0.6 

Fig. 6. Case I (excitation voltage step change) results. 

AVM exhibits significant deviations from the behavior pre¬ 

dicted by the detailed model during the transition. The cause 

of these deviations is the use of different dynamic impedances 

and the introduction of low-frequency approximations in the 

previous AVM. As can be seen in Table I, the computational 

cost, i.e., the run time and the number of time steps, of the 

proposed AVM is slightly less than that of the previous AVM. 

The run time and the number of time steps are reduced by 85% 

and 92% compared with the detailed model, respectively. The 

computational cost of the detailed model in Case II is lower 

than in Case I because the dc fault causes the rectifier diodes 
to stop switching on and off. 

Time (s) 

Main Machine 

Fig. 7. Case II (dc fault) results. 

B. Exciter, rotating rectifier, main machine, and infinite bus 

In Case III, the field winding of the main machine is 

connected to a rotating rectifier, which is fed by an exciter 

with 7.5-V field voltage as shown in Fig. 8. The stator is 

used to supply power to an infinite 560-V bus. The rotor 

angle of the machine is tt/8 rad. At f = 1/60 s, the rotor 

speed linearly increases from 1800 r/min to 1912.5 r/min over 

1/120 s and then linearly decreases back to the original value 

over 1/120 s. As a consequence, the rotor angle increases to 

Str/IG rad. The FVBR formulation of the main machine, the 

armature-only voltage-behind-reactance (AVER) formulation 

of the brushless exciter machine presented in [30] and the 

detailed representation of the rotating rectifier are used in the 

detailed simulation. The qd formulation of the main machine, 

the previous AVM formulation of the exciter machine and 

rotating rectifier presented in [22] are used in the previous 

AVM simulation. The exciter machine is represented using 

a low-frequency approximation described in [22] with poles 

located at —1.4 x 10° rad/s and —0.7 x 105 rad/s. The qd 

formulation of the main machine, the qd formulation of the 

exciter and the proposed AVM formulation of the rectifier 

are used in the proposed AVM simulation. Fig. 9 shows the 

armature currents and the field voltage and current of the main 

machine. The waveforms are predicted accurately by the pro¬ 

posed AVM even when the rotor speed changes significantly. 

In contrast, there are significant deviations exhibited in the 

previous AVM waveforms from the detailed model waveforms 

and the proposed AVM waveforms during the transient state in 

this case. Comparing the computational cost with the previous 

AVM shown in Table I, though the number of time steps is 

slightly greater, the run time is slightly smaller. The run time 
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Time (s) 

Main Machine 

Case III (rotor angle change) results. 

and the number of time steps are reduced by 97% and 99% 

compared with the detailed model, respectively. 

The same arrangement of the exciter, rotating rectifier, main 

machine, infinite 560-V bus and initial conditions used in 

Case JII are used in Case IV as shown in Fig, 8. At £ = 1/60 s, 

a three-phase bolted fault occurs at the ac side, i.e., the 

armature voltages of the main machine are stepped down 

to 0 V. Case IV uses the same rectifier representations and 

machine formulations for the detailed and AVM simulations 

as Case III. Fig. 10 shows the armature voltages and currents 

and the field current of the exciter machine. It shows that 

the waveforms obtained from the proposed AVM follow the 

waveforms obtained from the detailed model very well, but the 

previous AVM cannot capture the rapid decline of the voltages 

or the low-frequency oscillations observed in the currents. 

From Table I, it can be seen that the proposed AVM again 

has comparable number of time steps and run time compared 

with the previous AVM. The run time is reduced by 96%, and 

the number of time steps is reduced by 97% compared with 

the detailed model. 

0 0.1 0.2 0.3 0.4 0.5 0.6 

Time (s) 

Excilcr 

Fig. 10. Case IV (ac fault) results. 

C. Exciter, rotating Rectifier main machine, and stationary 
rectifier load 

In Case V, the field winding of the main machine is 

connected to a rotating rectifier, which is fed by an exciter with 

7.5-V field voltage shown in Fig. 11. The stator is connected 

to a rectifier which feeds a 12 f! resistive load via an LC 

filter. At f = 1/60 s, the excitation voltage of the exciter 

drops to 6 V. The SFVBR formulation of the main machine, 

the detailed representation of the rectifier load, the AVBR 

formulation of the brushless exciter machine, and the detailed 

representation of the rotating rectifier are use in the detailed 

simulation. The qd formulation of the main machine, the 

previous AVM formulation of the stationary rectifier presented 

in 119], and the previous AVM formulation of the exciter 

machine and rotating rectifier presented in [30] are used in the 

previous AVM simulation. The qd formulations of the main 

and exciter machines, the proposed AVM formulations of the 

stationary and rotating rectifiers are used in the proposed AVM 

simulation. The armature voltages and currents and the field 

current of the exciter machine are plotted in Fig. 12. As with 

Case I, the figure shows that the waveforms obtained from the 

proposed AVM are identical to the waveforms obtained from 

the previous AVM and faithfully follow the trace predicted 

by the detailed model. The proposed AVM performs similarly 

to the previous AVM and significantly improves the computa¬ 

tional efficiency with respect to the detailed model as shown 

in Table I, Both the run time and the number of time steps 

required by the proposed AVM are reduced by 99% compared 
with the detailed model. 

The same arrangement of the exciter, rotating rectifier, main 

machine, stationary rectifier load and initial conditions used 
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Fig. 11. Case V and Case VI arrangement* 

p 

< 

E 
< 

■ Detailed {q) 

Previous AVM ( q) 

■ Proposed AVM (q) 

■ Detailed (d) 

■ Previous AVM ( d) 

■ Proposed AVM (d) 

Detailed 

Previous AVM 

Proposed AVM 

0.2 0.3 0.4 

Time (s) 

Exciter 

Fig. 12. Case V (excitation voltage step change) results. 

in Case V are used in Case VI as shown in Fig. II. At 

t = 1/60 s, a bolted fault across the capacitor occurs at the 

dc side. Case VI uses the same machine formulations and 

rectifier representations as in Case V in the detailed and AVM 

simulations. Fig. 13 shows the field voltage and the output 

voltage and current of the main machine. It is shown that 

the waveforms obtained from the proposed AVM follow the 

waveforms obtained from the detailed model very well. It is 

also shown in Fig. 13 that the previous AVM had significant 

discrepancies on the dc side of the stationary rectifier. The 

waveforms shown in Fig. 7 for Case II are not shown for 

this case, but the previous AVM also demonstrated the same 

discrepancies in this case. As with the other cases, it can 

be seen in Table I that the proposed AVM has a compara¬ 

ble computational cost with the previous AVM and that its 

computational costs are much smaller than those associated 

with the detailed model. The run time and the number of time 

steps are reduced by 97% and 96% compared with the detailed 
model, respectively. 

V. Conclusion 

An alternative formulation of numerical AVMs of machine- 

rectifier systems is proposed, which can directly interface 

with branches on the ac and dc sides of the rectifier with¬ 

out introducing low-frequency approximations or algebraic 

0 0.1 0.2 0.3 0.4 0.5 0.6 

0 0.1 0.2 0.3 0.4 0.5 0.6 

Time (s) 

Fig. 13. Case VI (dc fault) results. 

loops. The key numerical functions are similar to those 

used in previous AVM formulations and are extracted from 

detailed simulations over varying loading conditions. The 

natural dynamic impedance of the rectifier, calculated using 

the terminal quantities of the rectifier, is directly used without 

introducing low-frequency approximations or algebraic loops. 

The proposed AVM formulation, which encompasses both 

stationary rectifiers and rotating rectifiers in brushless exci¬ 

tation systems, does not require inversion of voltage-current 

interfaces on either the ac or dc side and can be directly 

interfaced with simulation models with traditional voltage- 

in, cun'ent-out formulations of the ac and dc equipment. This 

AVM formulation is validated against the detailed model and 

compared with previous AVM formulations in six distinct 

cases. The proposed AVM formulation is shown to be accurate 

in providing simulations during both steady and transient 

states, including in cases where previous AVM formulations 

do not accurately predict the waveforms, while retaining the 

computational cost advantages of existing AVM formulations 

over detailed models. 

Appendix 

A. Notation 

Matrices and vectors are bold faced. The electrical angular 

speed and position of the machine are 

P 

u>r = 2^™ 

dr = ~0rm, (11) 

respectively, where u>rm and 6rm are the mechanical angular 

velocity and position of the machine, respectively, and P is the 
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number of magnetic poles in the machine. The armature vari¬ 

ables associated with a machine with a stationary armature can 

be expressed in vector form as fabcs = [/as fcs}T, where 

/ may represent voltage (u), current (i), or flux linkage (A). 

Such stationary annature variables are able to be transformed 

into the rotor reference frame [31] using 

IqdOs ^■s^abesi (12) 

where 

K, 

cos9r cos(9r — cos(0r + ly) 

An(Or - 4^) 3in(0r -f 

2 2 

sin 0r 
I 

. 2 

(13) 

and f^os = [fqs fds fos}T represents the q- and d-axis, and 
the zero-sequence components of the quantity. For systems 

considered herein, the zero-sequence component will be zero 

and can be ignored. Stationary variables transformed to the 

rotating reference frame are also able to be represented in 

space-phasor notation: fqds = fqs — jfds- 

The armature variables associated with a machine with a 

rotating armature are denoted fai,cr = [far fbr /Cr]T- Such 
rotating armature variables are able to be transformed into the 

stationary reference frame using 

K,.f, r*-abcri (14) 

where 

cos9r cos(0r + ) 
— sin#r - sin(dr + 4^) 

2 2 

COS (^7. - ~) 

— sin{6lr - 

2 
05) 

and fjuor = [fqr fdr /or]T represent the transformed variables. 
For systems considered herein, the zero-sequence component 

will be zero and can be ignored. Rotating armature variables 

transformed to the stationary reference frame are also able to 

be represented in space-phasor notation: fqtir = fqr + jfdT- 

The operator p indicates the differentiation with respect to 

time, and |[ ■ j| denotes the magnitude of a complex number 

or the 2-norm of a vector. 

B. Support Points for Stationary and Rotating Rectifiers Func¬ 
tions 

The support points for stationary and rotating rectifiers 

functions a(-), /?(■), and <£(•} are found in Table II. 
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1 Introduction 

Stochastic problems are widely encountered in almost every field of science and 
engineering. Many realistic industrial problems are subject to randomness or to 
uncertainties that can be modelled stochastically, e.g., problems include stochastic 
scheduling (Jensen, 2003; Wang, Zhang, and Zheng, 2005), computation of optimal 
power flow and optimisation of an operating point with constraints (Xu et al, 2012), 
stochastic network partitioning and clustering (Stan et al, 2014; Buadhachain and Provan, 
2015), stochastic vehicle routing problem (Mendoza, Rousseau, and Villegas, 2015), and 
design of power system stabilisers (Dill and e Silva, 2013). A common feature of these 
example problems is the relatively high computational expense of performing the required 
simulations. The straightforward approach of collecting a large number of samples can 
be computationally very expensive. Improvements to this approach can be made by use 
of efficient sampling in the search algorithm for these types of problems, potentially 
improving both the runtime and the accuracy of the search algorithm. 

Meta-heuristic methods, such as genetic algorithms (GAs), particle swarm 
optimisation, simulated annealing and ant colony optimisation, have been widely used to 
solve optimisation problems (Nesmachnow, 2014; Blum and Roll, 2003), and they have 
been particularly successful when the derivative of the objective function is unknown or 
does not exist. However, when randomness is introduced into these problems, appropriate 
methods for addressing it are necessary. Some methods seek a robust solution, which is 
insensitive to small variations (Tsutsui and Ghosh, 1997), such as analog circuits designed 
to be robust against certain faults (Liu and He, 2013). Variations of the heuristic algorithms 
have been proposed to find solutions to stochastic problems. Such variations include 
specifying the probability of constraint satisfaction as part of the fitness function of a GA 
(Chan and SudhofF, 2010), introducing a probability vector in the extension of each colony 
for ant colony optimisation (Ho et al, 2014), integrating statistical sequential selection 
into simulated annealing (Branke, Meisel, and Schmidt, 2008), incorporating equal re¬ 
sampling methods into particle swarm optimisation (Rada-Vilela, Johnston, and Zhang, 
2014), integrating mathematical approximations of a solution's reliability into evolutionary 
algorithms and investigating the situation case by case (Deb et al, 2009), employing the 
concept of global and local optimisation and improving the efficiency of globally robust 
search by dividing the search space into regions (Tu and Lu, 2004), and by constructing 
local approximate models of the fitness function (Paenke, Branke, and Jin, 2016). These 
approaches have primarily focused on the quality of the solutions, with only secondary 
concern for computational efficiency. 

Applying ordinal optimisation techniques, which seek to allocate adequate numbers 
of samples to promising individuals and reduce unnecessary sampling of noncritical 
individuals, is a promising approach to improve efficiency while maintaining accuracy at 
locating the solution to stochastic problems (Liu et al, 2013; Liu, Fernandez, and Gielen, 
2011). In this direction, the optimal computing budget allocation (OCBA) methods, which 
are sequential ranking and allocation procedures developed from ordinal optimisation 
(Chen, Lin, Yucesan, and Chick, 2000), have been developed. OCBA methods and 
other methods for computing budget allocation (CBA) are used to allocate the samples 
that are performed on a set of individuals in order to reveal the relative merit of the 
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individuals. Combining CBA methods into heuristic search algorithms, such as GAs, is 
a good way of improving the sampling efficiency in robust optimisation methods. A 
technique for integrating statistical ranking into evolutionary algorithms is presented in 
(Schmidt, Branke, and Chick, 2006). The OCBA method is proposed to guide the allocation 
of sampling budget and identification of good particles in particle swarm optimisation 
(Pan, Wang, and Liu, 2006), and it is further developed and investigated with various 
distributions in (Rada-Vileia, Zhang, and Johnston, 2013). The previous usage of CBA 
methods with evolutionary algorithms has focused on the integration of the CBA methods 
into the evaluation and ranking process (Lee et al, 2008; Schmidt, Branke, and Chick, 
2006; Homg and Lin, 2013). In (Xiao and Lee, 2014), the OCBA rule for selecting the 
best m individuals out of a set of k is integrated with GA evaluation to improve the search 
efficiency. A GA involving CBA methods in this way is called an evaluation-integrated 
GA (EIGA). 

The contribution of this work is to propose a selection-integrated GA (SIGA) in which 
CBA techniques are integrated directly into the GA selection operator rather than being 
used during fitness evaluation, This allows fitness evaluations to be allocated towards 
specific individuals for whom the GA requires more information. Several stochastic 
test problems are considered under different noise levels, including problems based on 
benchmark functions from a recent conference competition, and the performance of the 
EIGA and the SIGA with different CBA methods is compared. Statistical significance 
tests are performed on those problems to verify the accuracy of the proposed algorithm. 
It is shown that the SIGA is capable of achieving more accurate results for the same 
computational budget or results with the same accuracy for a considerably decreased 
computing budget. 

The remainder of this paper is organised as follows. First, descriptions of the problem 
and different CBA methods are given. Then, the existing EIGA and proposed SIGA 
approaches for integrating CBA methods into GAs are described. Next, test functions, 
including various noise levels, are presented, and experimental results and analysis are 
given. 

2 Stochastic problems and computing budget allocation methods 

The stochastic problems and the CBA methods considered herein are described below. 

2.1 Stochastic problem statement 

The stochastic problems considered herein have the following fonn (Ermoliev, 1998): 

min J{X) ^E[L{X..O\, (!) 

where X is the (possibly multi-dimensional) decision variable, L(-, ■) is the sample 
performance and can only be calculated through simulation, f is a random variable 
representing the noise integrated within the function, and ./(■) represents the expected 
performance. For the test problems considered herein, the randomness is modelled as 
additive noise with a Gaussian distribution, but it can be represented in other ways as well. 
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It is also assumed that such a problem is unconstrained in the sense that any constraint that 
bind the solution is appropriately penalised in L(-, ■). 

For a deterministic problem J(X) = L(X), GAs are widely applied to find the optimal 
solution X* = argminx L(X). For a stochastic problem, the fitness function J(X) can 
only be estimated by calculating the mean of a limited number of random samples. For 
individual i, the mean perfonnance measure can be estimated as: 

J(Xi) m Li = (2) 

where rij represents the number of samples and represents the noise of the jth sample 
for individual i. The variance erf for individual i is unknown and can be approximated by 
the sample variance sf ', the sample mean for individual i is denoted as Z,; the optimum 
individual given previous samples is denoted as b, which has the smallest sample mean, 
i.e., Zb < Ziyi. 

Due to the law of large numbers, increasing rij will result in Lj being a better estimate 
of the actual mean J(Xi). However, evaluating more samples requires more computational 
time. GAs, depending on the fitness scaling and selection methods used, often require an 
understanding of the relative fitness of smaller sets of individuals rather than a precise 
understanding of the absolute fitness of each individual. The goal of the proposed SIGA is 

to provide this information to the GA. If two individuals have sufficiently different sample 
means or small sample variances such that one individual is very likely better than the 
other, then there is no need to evaluate more samples of these individuals. 

2.2 Computing budget allocation methods 

Various CBA methods exist in the literature, and the CBA methods applied in this study 
are discussed in this subsection. For each of these methods, it is assumed that N samples 
are being allocated among k individuals. 

2.2.1 Equal allocation method 

The simplest allocation technique to conduct sampling is the equal allocation (EQU) 
technique, and it often serves as a benchmark for comparison (Chen, 2010). The available 
computing budget is equally distributed to all individuals being compared: 

N 
n, = (3) 

where ft; is the number of additional samples to be allocated to individual i. 

2.2.2 Optimal computing budget allocation methods 

Optimal computing budget allocation methods are based on asymptotic arguments that 
show that allocating samples in a certain manner will result in the highest probability of 
correct selection. The two OCBA methods used herein, described in (Chen et al, 2008), 
are based on different assumptions and are treated separately. In both OCBA methods, a 
number of initial samples n* have been performed for each individual, and information 
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about the sample mean Li and variance of of each individual is used to perform 
allocation. The available N samples are allocated to individuals based on assumptions 
about distribution and asymptotic behaviour in order to maximise the probability of 
correctly selecting the best individual (OCBA) or selecting the best m individual subset 
(OCBAM). In this study, m = 1, and the OCBAM represents an alternative OCBA method 
of correctly selecting the best individual. 

For the OCBA method, the best individual is identified: 

& = argminLj, (4) 
i 

and this individual is used to calculate a distance 

Li Li,. (5) 

This distance and the sample variance are used to establish the ratio of samples allocated 
to different individuals: 

rk 

hj \ /OfjJ / 

2 

(6) 

The number of samples allocated to the best individual is given by 

rib = a b 

\ £ ; 
t = l, iy£b 

(7) 

and the total number of allocated samples must be N. 
For the OCBAM method, the individuals are sorted such that i is the rank of the 

individual (i.e., the first individual is the best individual). A boundary between the best m 
individual subset and the remainder of the set is established as: 

ttm+lLrn T + 1 
c = -r-—- 

where dj = Oi/^/nl. This boundary is used to calculate a distance 

(8) 

— Li c. (9) 

This distance and the sample variance are used to establish the ratio of samples allocated 
to different individuals: 

Tlj 

hi 
(10) 

and the total number of allocated samples must be N. 
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2.2.3 Proportional to variance method 

Like the OCBA methods, the proportional to variance (PTV) method uses information 
about the initial n, samples of each individual (i.e., the variance of) to perform allocation. 
The PTV method allocates budget in proportion to the variances due to the fact that a 
smaller calculated sample variance usually implies more certainty (Fu, Chen, and Shi, 
2008). The allocation is given by 

and the total number of allocated samples must be N. 

(11) 

3 Computing budget allocation method integrated GAs 

Herein, two fundamental GAs for solving optimisation of stochastic problems are 
considered. The first algorithm is the EIGA and is the traditional approach for integrating 
CBA schemes with GAs. The second algorithm is the SIGA and is proposed herein 
as an alternative method for solving stochastic problems. Figure 1 gives the flow chart 
of the integrated GAs for either option. From Figure 1, the EIGA integrates the CBA 

procedure into the evaluation process. The SIGA integrates the CBA procedure after 
the evaluation process, at the point in which order information is required by the GA. 
Therefore, it includes an additional application of the CBA method after termination in 
order to detennine the final solution. 

Figure 1 Flow chart of the integrated genetic algorithms (left figure for evaluation-integrated 

genetic algorithm; right figure for selection-integrated genetic algorithm) 
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Pseudocode for the two algorithms is listed in Algorithm 1, and steps specific for each 
algorithm arc marked in italics. The integrated GAs have the following steps: 

Algorithm 1 Integrated genetic algorithms 

t: Initialise population of individuals with random values in search space 

2: Evaluate each individual in initial population with number of initial samples 

3: ifEiGAthcn 

4: Apply CBA to allocate additional samples for each individual in initial population 
5: end if 

6: while Maximum generation not reached do 

7: ifSIGAthen 

8: for Each tournament do 

9: Apply CBA to allocate additional samples for each individual in tournament 
10: end for 

11: end if 

12: for Each tournament do 

13: Select best individual from tournament into mating pool 

14: end for 

15: Perform crossover for each pair of individuals in mating pool 

16: Perfomi mutation on each individual in mating pool 

17: Evaluate each individual in mating pool with number of initial samples 

18: ifEIGAthen 

19: Apply CBA to allocate additional samples for each individual in mating pool 
20: end if 

21: Insert mating pool into population 

22: end while 

23: ifSIGAthen 

24: Apply CBA to allocate additional samples for each individual in final population 
25: end if 

Step 1: The population ofnind individuals is uniformly randomly initialised in the search 

domain. 

Step 2: Each individual is initially sampled tiq times, and the sample mean and variance 
of each individual are calculated. In the EIGA, the CBA method uses the sample means 
and variances to allocate nininii additional samples across the population. 

Step 3: Tournament selection is used. The tournament size is ntaur with one individual 
selected from each tournament, and 7ipnoi tournaments are used to form the mating pool. 
For the EIGA, the selection is performed using the previously updated sample means. For 
the SIGA, ni additional samples are allocated to each tournament by the CBA method, and 

the tournament winner is decided after these samples are performed. The tournaments are 
processed sequentially such that samples allocated to an individual in one tournament are 
considered if the individual participates in subsequent tournaments. 

Step 4: Individuals in the mating pool are arranged in pairs, and crossover is performed 
on each pair. The simulated binary crossover (SBX) method (Deb and Agrawal, i 994; Deb 
et al, 2002) is used with crossover constant t?. 

Step 5: Polynomial mutation for real-valued GAs (Deb and Deb, 2014) is performed 
on each individual in the mating pool with probability pm. 
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Step 6: Each individual in the mating pool is initially sampled no times, and the sample 
mean and variance are of each individual are calculated. In the EIGA, the CBA method 
uses the sample means and variances to allocate ninPooi additional samples across the 
mating pool. 

Step 7: The new npooi individuals randomly replace npooi individuals in the population. 
Elitism is not used as the fitness evaluation is uncertain due to the noise. 

Step 8: The algorithm terminates after n9en generation. After the SIGA completes 

its final generation, the CBA method is used to allocate ninin!i samples across the final 
population in order to identify the best individual. 

The total samples required by each method is equal to n(nind + ngennpooi), where 
n — no + ni is the total number of samples to be performed per individual per 
generation. 

The primary focus of this work is to compare EIGA with SIGA. The particular genetic 
operators employed by these algorithms or their parameters arc considered to be secondary 
to the manner in which CBA is performed. The parameters for the GAs are given in Table 1. 
While the parameters can certainly affect the perfonnance of the GA, the selection of these 
parameters is not the focus of this work. Therefore, the parameters are selected manually in 
order to achieve acceptable performance on the deterministic versions of the test functions 
described below and used for both the EIGA and the SIGA. it should also be noted that 
elitism is not used by any of the algorithms. While elitism has been shown near universally 
to improve the performance of GAs, the stochastic problems pose particular difficulties for 
the use of elitism. In particular, knowledge of whether an individual is elite is based on an 
imperfect sample mean. Elitism combined with a particularly unlucky sample can derail 
the algorithm. 

Table I Parameters of genetic algorithms 

Parameter Parameter Value 

Jlgen 

nind 

Tlpoal 

Tltour 

V 
Pc 

Pm 

no 
ni 

Number of generations 300 

Number of individuals 100 

Number of individuals in mating pool 60 

Tournament size 4 

Crossover constant 2 

Crossover probability 100% 

Mutation probability 0.05 

Initial samples per individual 50 

Allocated samples per individual 200 

4 Results and analysis 

This section presents several stochastic test problems, describes experimental results, and 
compares the EIGA and SIGA as well as the CBA methods. 
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4.1 Test functions 

Several deterministic test functions with known global minima are selected. Zero-mean 
Gaussian noise is added to each deterministic test function in order to form a stochastic test 
function with known global expected minima: 

L(X..S)=f(X) + H (12) 

^=Af{0,JD2) (13) 

where D is a parameter establishing the noise level associated with the problem. The 
global expected minimiser of the stochastic problem is equal to the global minimiser of the 
detenu in istic problem: 

X* = arg min E[L(X, £)] = argmin/(X), (14) 
-A .A 

and the global expected minimium is equal to the global minimum of the deteministic 
problem: 

E{L(X\0}=f(X'). (15) 

In order to evaluate the quality of a solution X proposed by one of the optimisation 
methods, its error with respect to the global minimum is computed: 

A = /(*)-/(**), (16) 

which is possible for the test functions because the global minimum is known. 
The algorithms arc tested on four traditional test functions and three functions based 

on benchmark functions from a recent conference competition. The plate-shaped Matyas 
function has one global optimum and no local optima. The valley-shaped Rosenbrock 
function is one of the most popular optimisation test problems. Its global optima is situated 
inside a parabolic valley that makes convergence difficulty. The two higher dimensional 
test functions are the bowl-shaped Sphere function and the plate-shaped Zakharov function. 
The traditional test functions are listed in Table 2. Three test functions from the 2014 IEEE 
Congress on Evolutionary Computation competition are used (Liang, Qu, and Suganthan, 
2014). The three functions used are the Griewauk, HappyCat and HGBat functions, and 
these functions are shifted and rotated. The dimensions used for these functions are d = 10 
for the Griewank function and d = 30 for the both the HappyCat and HGBat functions. 
The search domain for these functions is [~100, lOO]'1. It is noted that these problems are 
intended to be representative of modern benchmark functions but that not all functions that 
are appropriate benchmark functions for deterministic optimisation are suitable stochastic 
problems. 

4.2 Choice of noise level 

In order to determine suitable noise levels for each of the test functions, a traditional 
GA with the same genetic operators and parameters is applied to the deterministic test 
functions. The traditional GA is a special case of both the E1GA and the SIGA when 
n0 = 1 and nj = 0. This GA was applied 1600 times for each allocation method with each 
problem and noise level, and the mean error and the standard deviation (STD) of the error 
for each case (when £> = 0) are given in Table 3. 
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Table 2 Traditional test functions 

Function d Definition Global minimum Search domain 

Maty as 

Rosenbrock 

Sphere 

Zakharov 

2 = 0.26(xf + xl) - 0.48rix2 
2 /(A') = (1 - xi)2 + 100(r2 - if)2 

fW 

f(x) = E 4 
i — 1 

d / d \2 

; E + ( E O.SiXiJ 

+ |^ E O.btx,- 

/(0,0) = 0 Xi€ [-10,10] 
/(1,1) = 0 Xi € [-2.048, 2.048] 

/(0,...,0) = 0 Xi 6 [-5, 5] 

/(0.0) = 0 Xi 6 [—5,5] 

Table 3 Mean and standard deviation (STD) of error under different noise levels 

Function 

Matyas 

Rosenbrock 

Sphere 

Zakharov 

Griewank 

Happy Cat 

D Mean STD 

0 4.59 x HT5 
0.01 1.74x10-4 
0.05 4.89 x 10~4 
0.1 7.64 x 10“4 

1.12 x KT4 
3.04 x 10 4 
7.01 x 10-4 
1.02 x 10-3 

0 

1 

5 

10 

1.41 x 10-2 
3.89 x lO-2 
7.46 x 10 2 
1.10 x 10_1 

2.78 x 10-2 
5.27 x 10-2 
8.83 x 10'2 
1.17 x 10_l 

0 

0.1 
0.5 

2 

4.38 x 10“3 
7.86 x 10“3 
1.69 x 10“2 
3.68 x 10“2 

4.08 x lO-3 
5.27 x 10-3 
9.99 x 10~3 
1.98 x 10-2 

0 

0.1 
1 

2 

5.17 x 10~3 
8.73 x IIP3 
2.54 x 10~2 
3.82 x 10-2 

5.95 x 10-3 
7.35 x 10“3 
2.07 x 10“2 
2.93 x 10"2 

0 

50 
250 
500 

1.13 
2.14 
5.18 
8.90 

2.82 x 10_1 
5.55 x 10_1 

2.16 
4.23 

0 

10 

50 
100 

5.09 x 10-1 
1.57 
4.55 
5.99 

1.27 x IQ-1 
7.82 x lO^1 
7.54 x 10'1 

1.03 

HGBat 0 
10 
50 
100 

1.08 1.85 
2.14 2.81 
7.46 4.78 

1.27 x 101 5.24 
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The choice of noise level D is related to the performance of the traditional GA on the 
detenninistic test problems. Using the E1GA with EQU (EQUE) as a benchmark, the noise 
levels were selected so that the mean errors of the EQUE when executed 1600 times were 
within the range of 1-20 times the mean error of the traditional GA on the deterministic 
test problems. Three different noise levels in the range were compared to measure the 
performance of the GAs under relatively small, moderate, and large noise conditions. The 
perfonnance of the benchmark EQUE under these noise levels is also shown in Table 3. 

4.3 Comparison of different strategies 

Experiments were performed to compare the EIGA and S1GA with different CBA methods 
under the various noise ievels identified in Table 3. The EIGA and S1GA with different 
CBA schemes are denoted as EQUE, EQUS, OCBAE, OCBAS, OCBAME, OCBAMS, 
PTVE, PTVS, with the last letter ‘E’ or ‘S’ denoting the EIGA or S1GA, respectively. 
Detailed nomenclature can be seen in Table 4. Each algorithm was applied to each problem 
with each noise level using each CBA method 1600 times. Table 5 shows the mean error 
for each method. The best algorithm for each problem and noise level is indicated with 
boldfaced text. An example visualisation of the table data is shown in figure 2. 

Table 4 Detailed nomenclature of EIGA and SIGA with different CBA schemes 

Name Method Name Method 

EQUE EIGA with EQU EQUS 

OCBAE EIGA with OCBA OCBAS 

OCBAME EIGA with OCBAM OCBAMS 

PTVE EIGA with PTV PTVS 

SIGA with EQU 

SIGA with OCBA 

SIGA with OCBAM 

SIGA with PTV 

4.3.1 Comparison of EIGA and SIGA 

By examining Table 5 vertically, it can be seen that the SiGA with a given CBA method 
generally outperforms the EIGA with the same CBA method. The errors are assumed 
to follow a Rayleigh distribution, so an F-test can be used determine the statistical 
significance of the results (Siddiqui, 1964). The null hypothesis is that the mean error of 
the SIGA for a given CBA method is less than or equal to the mean error of the EIGA for 
the same CBA method. A significance level of a — 5% is used to determine whether this 
hypothesis can be rejected. The results of these statistical tests are shown in Table 6. Due 
to the large number of samples (1600), many of the calculated p-values are smaller than 
the machine epsilon, and these are denoted in the table as '< . Statistically significant 
results are indicated with boldfaced text. It can be seen that in most cases, the SIGA has 
statistically significantly less error than the EIGA for a given CBA method. The SIGA 
only has a larger sample mean error than the EIGA in two cases out of 84 scenarios: the 
Rosenbrock function with D = l and PTV and the Griewank function with D = 500 and 
PTV, and not statistically significantly so in either case. In general, it can be concluded that 
by integrating the CBA method into the selection process of the SIGA, the search algorithm 
allocates samples as needed in order to make the comparisons between individuals that are 
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Table 5 Comparison of mean error for test functions (bold-face text indicates the best 

algorithm for each problem and noise level) 

Function Method Mean Method Mean Method Mean Method Mean 

Maty as EQUE 1.74 k ID-4 OCBAE 1.05 X W4 OCBAME 2.30 X 10"4 FIVE 1.83 X 10~4 

D — 0.01 EQUS 1.50 X 10-4 OCBAS 1.46 x 10-4 OCBAMS 1.47 X 10"4 PTVS 1.37 X 10-4 

Matyas EQUE 4.89 X 10-4 OCBAE 6.09 X 10-4 OCBAME 6.54 X 10 4 PTVE 4.75 X 10-4 

D — 0.05 EQUS 4.22 x 10 4 OCBAS 4.26 X 10“4 OCBAMS 3.72 X 10 4 PTVS 3.73 xlO 4 

Matyas EQUE 7.64 X 10-4 OCBAE 9.81 X 10~4 OCBAME 1.12 X 10~3 PTVE 7.77 X 10-4 

D = 0-1 EQUS 6.55 X 10~4 OCBAS 6.76 X 10“4 OCBAMS 6.41 X 10“4 PTVS 6.90 x 10~4 

Roscnbrock EQUE 3.89 X 10_i OCBAE 3.92 X 10-2 OCBAME 4.07 X 10~2 PTVE 3.56 x 10~2 

15 = 1 EQUS 3.72 X 10-2 OCBAS 3.73 x 10"2 OCBAMS 3.52 X 10-2 PTVS 3.68 X 10~2 

Rosenbrock EQUE 7.46 X 10 2 OCBAE 8.06 X 10~3 OCBAME 8.90 X 10 2 PTVE 7.28 X 10-2 

£> = 5 EQUS 7.45 X 10-2 OCBAS 7.71 X 10~2 OCBAMS 7.20 X 10-2 PTVS 7.11 x lO^3 

Rosenbrock EQUE 1.10 XlO-1 OCBAE 1.15 x lO^1 OCBAME 1.32 x I0_1 PTVE 1.07 X 1Q_1 

D = 10 EQUS 1.07 X 10_1 OCBAS 1.09 X 10_l OCBAMS 1.06 X 10-1 PTVS 1.00 x 10 1 

Sphere EQUE 7.86 X 10~3 OCBAE 8.70 X 10"3 OCBAME 9.70 X 10-3 PTVE 7.98 X 10-3 

D = 0.1 EQUS 7.09 x 10~3 OCBAS 7.22 X 10~3 OCBAMS 6.99 X 10-3 PTVS 7.06 X 10-3 

Sphere EQUE 1.69 X 10-3 OCBAE 1.89 x lO^3 OCBAME 2.16 X 10~2 PTVE 1.71 X 10“2 
U = 0.5 EQUS 1 37 x 10 2 OCBAS 1.51 x 10 ^ OCBAMS 1.38 x 10-2 PTVS 1.37x10 2 

Sphere EQUE 3.68 X 10~2 OCBAE 4.48 X 1U~2 OCBAME 5.29 X 10~2 PTVE 3.76 X 10-2 

D = 2 EQUS 3.18 X 10-3 OCBAS 3.65 X 10-2 OCBAMS 3.28 XlO"2 PTVS 3.24 X 10-2 

Zakharov EQUE S.73 x lO-3 OCBAE 9.41 x 10-3 OCBAME 1.02 x 1U~3 PTVE 9.01 x 10~3 

£1=0.1 EQUS 7,79 X Ur3 OCBAS 7.97 X 10 ■3 OCBAMS 7.77 X 10-3 PTVS 7.90 X 10-3 

Zakharov EQUE 2.54 x 10~2 OCBAE 3.06 x 10^2 OCBAME 3.38 x lO-2 PTVE 2.61 x 10-2 

D = 1 EQUS 2.12 X 10-2 OCBAS 2.29 X 10”2 OCBAMS 2.23 X lO^2 PTVS 2.16 X 10~2 

Zakharov EQUE 3.82 x 10~2 OCBAE 4.83 X 10-2 OCBAME 5.56 X 10~2 PTVE 3.92 x IQ-2 

D = 2 EQUS 3.45 X 10“2 OCBAS 3.58 X 10“2 OCBAMS 3.48 X ID-3 PTVS 3.41 x 10~2 

Griewank EQUE 2.14 OCBAE 2.42 OCBAME 2.64 PTVE 2.16 

O = 50 EQUS 2.02 OCBAS 2.12 OCBAMS 2.04 PTVS 2.02 

Griewank EQUE 5.18 OCBAE 6.67 OCBAME 7.79 PTVE 5.32 

D = 250 EQUS 5.12 OCBAS 5.56 OCBAMS 5.27 PTVS 5.10 

Griewank EQUE 8.90 OCBAE 1.20 X 101 OCBAME 1.39 x 101 PTVE 8.97 

D = 500 EQUS S.76 OCBAS 1.02 x 101 OCBAMS 9.51 PTVS 9.09 

HappyCat EQUE 1.57 

D = 10 EQUS 1.40 

2.10 
1.63 

2.47 PTVE 1.59 

1.48 PTVS 1.43 

OCBAE 

OCBAS 

OCBAME 

OCBAMS 
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Table 5 Comparison of mean error for test functions (bold-face text indicates the best 

algorithm for each problem and noise level) (Continued) 

Function Method Mean Method Mean Method Mean Method Mean 

Happy Cat EQUT- 4.55 OCBAE 5.16 OCBAME 5.60 PTVE 4.59 

■D = 50 EQUS 4,44 OCBAS 4.66 OCBAMS 4.43 PTVS 4.40 

HappyCat EQUE 5.39 OCBAE 6.87 OCBAME 7.34 PTVE 6.07 

D = 100 EQUS 5.93 OCBAS 6.20 OCBAMS 5.94 PTVS 5.92 

HGBat EQUE 2.14 OCBAE 2.51 OCBAME 2.84 PTVE 2.27 

D = 10 EQUS 1,90 OCBAS 2.24 OCBAMS 2.16 PTVS 2.13 

HGBat EQUE 7.46 OCBAE 9.32 OCBAME 1.08 X 101 PTVE 7.74 

■D = 50 EQUS 6.92 OCBAS 7.24 OCBAMS 6.84 PTVS 8.73 

HGBat EQUE 1.27 x K)1 OCBAE 1.58 x 101 OCBAME 1.76 x K)1 PTVE 1.30 x 10l 

£1=100 EQUS 1.16 XlO1 OCBAS 1.24 x 101 OCBAMS 1.15 xlO1 PTVS 1.18 x 101 

Figure 2 Comparison of mean error for Matyas function 

required by the algorithm. The relatively small size of each tournament with respect to the 
size of the mating pool may also improve the accuracy of the sampling. 

4.3.2 Comparison of computing budget allocation methods 

By examining Table 5 horizontally, comparisons among the CBA methods can be made. 
For E1GA, the EQU and PTV methods generally have the smallest error. There are large 
differences in the error when applying these methods compared to the application of 
the OCBA methods. For the S1GA, there are relatively small differences in the error 
regardless of the CBA method used. The OCBA.M method generally outperformed the 
OCBA method when used in the SIGA. However, the EQU and PTV methods also resulted 
in similar errors. Among the 21 different cases in this study, there are nine times the 
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PTVS gave the best results and six times each that the EQUS and OCBAMS gave the best 
results. 

Table 6 P-value of comparison between SIGA over E1GA for each CBA method {< t indicates 
p-valuc less than machine epsilon, bold-facc text indicates statistical significance with 
significance level ct = 0.05) 

Function D EQU OCBA OCBAM PTV 

Matyas 0.01 1.29 x 10~s < e < e 1.11 x 10~16 
0.05 1.56 x l(rs < e < e 6.46 x lO^12 
0.1 6.42 x ICr0 < e. <e 3.94 x 10 4 

Rosenbrock 1 1.07 x 10 1 8.04 x 10 2 2.49 x 10 5 8.24 x 10 1 
5 4.88 x 10_1 1.06 x I0_1 1.22 x 10“B 2.50 xl0_1 
10 2.88 x 10_i 5.93 x 10~2 3.72 x 10 10 2.36 x 10“2 

Sphere 0.1 1.85 x 10"3 6.59 x 10"8 <e 2.60 x 10-4 
0.5 1.18 x 10 9 1.52 xlO"10 < e 9.30 x 10-11 
2 1.71 x 10~s 2.94 x 10 9 < e 1.26 x 10-5 

Zakharov 0.1 6.21 x 10-4 1.31 x 10-6 1.15 x 10 14 9.97 x 10~5 
1 1.98 x 10"T 1.1 x 10 le < e 6.28 x 10 8 
2 1.72 x lO-3 < e < e 4.55 x lO-5 

Griewank 50 5.95 x 10-2 9.34 x 10-5 9.79 x 10'14 3.60 x 10-2 
250 3.62 x 10_1 1.42 x 10“7 < e 1.12 x 10 1 
500 3.28 x 10_1 1.04 x 10“e <e 3.77 x 10_1 

HappyCat 10 5.00 x 10''4 2.97 x 10~13 < e 1.68 x 10-3 
50 2.46 xlO-1 1.80 x Hr3 1.77x10"11 1.17 xlO-1 
100 3.78 xlO-1 1.83 x 10~3 1.17 x 10 9 2.42 x 10-1 

HGBat 10 2.33 x 10-2 6.21 x 10-4 9.10 x 10 16 3.38 x 10 2 
50 1.79 x 10“2 5.32 x 10~13 < e 3.78 x 10~5 
100 7.22 x 10-3 9.34 x 10“12 < £ 4.08 x 10~3 

In order to make these comparisons more formally, post hoc pairwise F-tests are applied 
to the data for the eight methods using the Matyas function with D = 0.01. The post hoc 
pairwise F-tests give the p-valuc of statistical comparison tests, comparing each method 
with each of the methods that performed worse than it. These tests provide insight into 
the statistical significance of the ranking of the methods for this problem. A significance 
level of q = 5% is used, and the p-values associated with these tests are shown in Table 7. 
Several of the calculated p-values are smaller than the machine epsilon, and these are 
denoted in the table as ‘< s’. Statistically significant results are indicated in boldfaced 
text. These pairwise statistical comparisons induce a partial ordering of the GAs for this 
problem. This ordering is illustrated in Figure 3. For this problem, it can be seen that 
OCBAME is statistically dominated by the other methods and that OCBAMS, EQUS, and 
OCBAS arc not statistically dominated by any other method. It can also be seen that each 
of the SIGA methods dominates each of the EIGA methods for this problem. 
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Table 7 P-values of post hoc pairwise comparison of all GA methods for Matyas function with 

D = 0.01 (< e indicates p-value less than machine epsilon, bold-face text indicates statistical 

significance with significance level a = 0.05) 
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Figure 3 Partial ordering of ail GA methods for Matyas function with D — 0.01 based on post 
hoc pairwise comparison with significance level a = 0.05 (see online version for 
colours) 

The dominance of SIGA methods over the EIGA methods is significant and easy to 
understand as the SIGA methods allocate samples as needed by the selection procedure 
and improves the quality of the GA. The difference between different allocation methods 

is more problem oriented and difficult to understand. The OCBA and OCBAM methods, 
which may be the best static allocation methods to identify the best individuals from a set, 
are not necessarily the best methods to identify the ordering of a set. The sampling with 
the OCBA and OCBAM methods is mostly allocated to the individuals that are currently 
the best ones or close to the best ones, focusing a large number of samples on those 
individuals and neglecting to sample other inferior individuals. When integrating with 

the EIGA, these two methods may greatly over sample very few individuals and under¬ 
sample other individuals that might have the potential to exhibit better means when more 
samples are allocated. Thus, integrating OCBA or OCBAM methods with the EIGA can 
lead to worse solutions than the EQU or PTV methods with EIGA. However, the adverse 
impact on over-sample current good individuals can be greatly reduced when integrating 
with SIGA, since the tournament has a small size and the goal is to identify the best 

individual, the sampling allocation calculated by OCBA and OCBAM methods is more 
evenly and reasonably distributed than when integrating with EIGA or the other allocation 
methods, and the statistical results arc greatly improved. Also, the reason that the OCBAM 
exhibits better solutions than OCBA may be caused by the fact that the OCBAM uses a 

distance measure that involves both information from the good individuals and the inferior 
individuals. 

4.3.3 Comparison of convergence 

To visualise the effect that integrating the CBA methods into either the evaluation or the 
selection step of the GA has on the convergence of the algorithm, the OCBAMS and the 
EQUE method are considered for the Matyas ftmetion with D = 0.05. These methods 
are generally the best SIGA and EIGA methods, respectively, performing the best for the 
greatest number of problems and noise levels. The errors of the best individual at each 
generation averaged over the 1600 trials are plotted in Figure 4. It can be seen that the errors 
associated with both algorithms initially decline at approximately the same rate. However, 
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as the solutions approach the optimal solution, the OCBAMS method is better able to 
allocate the samples that it performs. This results in faster and continued progress during 
the later phase of the algorithm, resulting in a better solution. Alternatively, the OCBAMS 
method can reach a solution of the same quality as the EQUE method in approximately 
200 generations compared with the 300 generations when using the same numbers of 
individuals and samples per individual per generation. 

Figure 4 Example convergence of EQUE and OCBAMS (Matyas function, D = 0.05) (see 
online version for colours) 

4.3.4 Comparison of sampling efficiency 

To understand the improvement of sampling efficiency due to the use of the S1GA, the EQU 
methods are selected as the baseline for the comparison since the improvement of other 
SIGA over EIGA are more significant than the EQU methods. The results of the EQUS 
for each problem and noise level are compared with the EQUE method with improved 
sampling. The number of allocated samples per individual n\ for the EQUE method is 
increased in steps of 100 from 250 to 550, and the EQUE method was executed 1600 
times in order to determine the mean error. A second-order polynomial fit between the total 
number of samples per individual per generation n and the error of the EQUE method is 
established for each problem and noise level. This linear relationship is used to determine 
the equivalent number of samples per individual per generation required to obtain the 
same error with the EQUE method that was obtained with the EQUS method using 250 
samples per individual per generation. An example of this process is shown in Figure 5. 
For each noise level (D e {0.01, 0.05,0.1}). The mean errors are plotted in the figure, and 
a linear relationship is extracted. Bars indicating the mean error obtained using the EQUS 

method with 250 samples and the equivalent number of samples as the EQUE method with 
same mean error are shown. The calculated equivalent samples and the relative cost of 
obtaining the same error are shown in Table 8. It can be seen that the relative costs average 
approximately 143% with a maximal value of 225%. Generally, the relative cost of high 
noise levels is smaller than that of low noise levels. In such problems, the noise present 
in samples can dominate the differences in the expected fitness of individuals, requiring 
large number of samples for each individual. While there is still improvement with using 
the SIGA in these cases, this improvement can be made more dramatic with a higher 
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computing budget. Also, it can be seen in Table 5 that the S1GA results in a more dramatic 
improvement relative to the EIGA when other CBA methods are used. 

Figure 5 Equivalent numbers of samples per individual per generation for EQUE method to 

match the mean error of EQUS method with 250 samples per individual per generation 

for Matyas function (all three noise levels included) (circles denote the mean error by 

EQUE method with corresponding number of samples per individual per generation, the 

lines indicate the second-order polynomial relationship between number of samples per 

individual per generation and mean error, the bars indicate number of samples per 

individual per generation required by EQUE method to match mean error of EQUS 

method) (see online version for colours) 

Table 8 Equivalent numbers of samples per individual per generation and relative costs of 

EQUE versus EQUS to match EQUS mean error with 250 samples per individual per 

generation 

Function D Equivalent Samples Relative Cost 

Matyas 0.01 
0.05 

0.1 

407 

355 

441 

163% 

142% 

176% 

Rosenbrock 1 

5 

10 

289 

251 

262 

116% 
100% 
105% 

Sphere 0.1 
0.5 

2 

441 

562 

410 

176% 

225% 

164% 

0.1 511 204% 

1 468 187% 
2 356 142% 

Zakharov 
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Tabic 8 Equivalent numbers of samples per individual per generation and relative costs of 

EQUE versus EQUS to match EQUS mean error with 250 samples per individual per 

generation (Continued) 

Function D Equivalent Samples Relative Cost 

Griewank 50 343 137% 

250 260 104% 

500 263 105% 

Happy Cat 10 314 126% 

50 285 114% 

100 266 106% 

HGBat 10 396 158% 

50 295 118% 

100 323 129% 

5 Conclusion 

An SIGA is proposed in which CBA methods are integrated into the selection process 
of the GA. This algorithm is compared with the E1GA, the common existing approach 
of integrating CBA methods within the evaluation and ranking process of the GA. These 
algorithms are compared on several stochastic test problems with various levels of noise. 
It should be noted that only test functions with additive Gaussian noise are considered 
herein. This limitation is consistent with the traditional application of CBA methods (Lee 
et al, 2010). However, future research may include the consideration of more general 
forms of stochastic problems. In particular, practical problems (e.g., design of shipboard 

power systems subject to hostile disruptions (Cramer, Sudhoff, and Zivi, 2011), a future 
application area) may have different forms. Furthermore, neither the existing EIGA nor 
the proposed SIGA can be directly applied to multi-objective stochastic problems, and the 
future extension to such problems would be of clear value. 

In this study, it is found that the SIGA generally outperforms the EIGA in terms of 
mean error for a given CBA method. This is attributed to the manner in which the SIGA 
allocates fitness evaluations towards specific individuals for whom the GA requires more 
information. It is also found that EIGA generally perfonns best with the EQU method 
of CBA. The performance of the SIGA is found to be less sensitive to choice of CBA 
method. Finally, it is found that the SIGA can find solutions with comparable mean error 
to solutions found with EIGA when using the EQU method while requiring significantly 
fewer samples for the test problems. The average relative cost of the EQUE methods is 
143% of that of the EQUS method and can be as high as 225%, but these costs vary with 
test function, noise level, and choice of CBA method. 
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Abstract 

Multi-objective stochastic problems are important problems in practice and are often solved through multi-objective 
evolutionary algorithms. Researchers have developed different noise handling techniques to improve the efficiency 
and accuracy of such algorithms, primarily by integrating these methods into the evaluation or environmental selection 
steps of the algorithms. In this work, a combination of studies that compare integration of different computing budget 
allocation methods into either the evaluation or the environmental selection steps are conducted. These comparisons 
arc performed on stochastic problems derived from benchmark multi-objective optimization problems and consider 
varying levels of noise. The algorithms are compared in terms of both proximity to and coverage of the true Pareto- 
optimal front and sufficient studies are performed to allow statistically significant conclusions to be drawn. It is shown 
that integrating computing budget allocation methods into the environmental selection step is better than integration 
within the evaluation step. 

Keywords: 
Computational complexity, evolutionary computation, Gaussian noise, genetic algorithms, Pareto analysis 

1. Introduction 

Real-world optimization problems are often multi- 
objective and stochastic problems [1, 2], Multi- 

objective evolutionary algorithms (MOEAs) arc widely 
applied to solve those problems [3]. MOEAs com¬ 
bine operators such as mating selection [4], which se¬ 

lects child genes, crossover, and mutation to construct 
new generations of individuals. Among MOEAs, pop¬ 
ular elitist approaches archive non-dominated solutions 
from the previous generation and combine them with 
non-dominated solutions from the current generation to 
produce the subsequent generation, a process which is 
referred to as environmental selection [4], 

Researchers have developed different noise handling 
techniques to solve stochastic problems, aiming to im¬ 
prove the accuracy and efficiency of the algorithms. For 
example, a probabilistic method to improve sampling 
using loopy belief propagation for probabilistic model 
building genetic programming is described in [5], Pop¬ 
ulation statistics based re-sampling technique is intro¬ 
duced in [6] with the particle swarm optimization al- 
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gorithm to solve stochastic optimization problems. For 
the elitist MOEAs, because of the stochastic nature of 
the objective functions, MOEAs must perform repeated 

computationally expensive samples in order to assess 
the fitness of each individual. The noise handling tech¬ 
niques seek to obtain more accurate results with fewer 

total evaluations. For example, the optimal computing 
budget allocation (OCBA) method proposed in [7] is 
integrated into the evaluation procedure to reduce the 
computing cost in [8|. In [9], fitness inheritance from 
parent genes is proposed to reduce the computational in¬ 
tensity required for evaluation. A probabilistic method 
based on statistical analysis of dominance is used to es¬ 
timate Pareto-optimal front in [10]. In [11], confidence- 
based dynamic re-sampling is proposed to improve the 
confidence of Pareto ranking. A reliability-based opti¬ 

mization method which utilizes mathematical approxi¬ 
mations of a solution’s reliability to integrate into evolu¬ 
tionary algorithms is described in [12]. Optimal design 
considering the worst-case scenario for safety can be 
approached by applying anti-optimization factors into 
stochastic optimization problems [13], A noise-aware 
dominance operator is integrated into the mating selec¬ 
tion in 114], However, due to the nature of the elitist 
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MOEAs, environmental selection plays a more critical 
role than mating selection because it controls the evolv¬ 
ing set of non-dominated solutions [15], 

Herein, a fundamental question regarding the appli¬ 
cation of computing budget allocation (CBA) methods 
to MOEAs is considered. The CBA methods refer to 
methods of allocating a fixed number of total samples 
lo a pool of individuals in the solution set of a stochas¬ 
tic problem. The effect of integrating CBA methods in 
either the evaluation or environmental selection on the 

accuracy of the MOEA is examined. In previous work 
with re-sampling applied as a noise handling technique, 
it is proposed either in evaluation [8] or in environmen¬ 
tal selection [11]. However, there is no clear compari¬ 
son between these two techniques; the comparisons fo¬ 
cused only on whether the proposals improved the re¬ 
sults or not. There exists no comprehensive study that 
examines, for a fixed total computing budget, where the 
re-sampling procedure should be integrated to best im¬ 
prove the algorithms. A previous work in [16] proposed 
integration of CBA techniques into selection procedure 
instead of evaluation procedure of genetic algorithm for 

single-objective stochastic problems and showed that 
the selection integration method greatly improved the 
accuracy of the algorithm. Inspired by this work, a 
combination of studies that compare the alternative ap¬ 
proaches to integrating CBA methods into genetic algo¬ 
rithms (GA), namely evaluation-integrated GA (EIGA) 
and selection-integrated GA (SIGA), are described. It 
is shown that the SIGA outperforms the EIGA statis¬ 
tically for the reason that the SIGA allocates fitness 
evaluations toward specific individuals when the algo¬ 
rithm needs more information for evolving. Various 
CBA techniques are compared, including the most ba¬ 
sic equal allocation (EQLI) method [17], OCBA method 
[7, 18], and the proportional-to-variance (PTV) method 
[19]. These algorithms and CBA techniques are ap¬ 
plied to stochastic multi-objective problems constructed 
from benchmark multi-objective optimization problems 
[20, 21, 22], Numerical experiments are performed, 
and statistical testing is used to validate the significance 
of the comparisons. The results suggest two signifi¬ 
cant findings: 1) applying SIGA other than EIGA, the 
generational distance (GD) metrics had improved for 
at least one decimal level to up to two decimal levels 
with statistical significance for all the test cases, which 
implies that the SIGA method produces more accurate 
front when solving multi-objective stochastic problems; 
2) even though OCBA method is a better allocation 
method for correct selection from a static pool [7], it 
performs worse than the EQU and PTV allocation meth¬ 
ods when integrated into an elitist MOEA where the 

pool changes dynamically from generation to genera¬ 
tion. 

The remainder of this paper is organized as fol¬ 
lows. First, descriptions of the considered stochastic 
multi-objective problems and different CBA methods 
are given in Section 2. In Section 3, the structure of 
the EIGA and SIGA approaches for integrating CBA 
methods into GAs are described. Test functions, perfor¬ 
mance metrics, and experimental results are presented 
in Section 4. Conclusion for this study is in Section 5. 

2. Multi-Objective Stochastic Problems and Com¬ 
puting Budget Allocation Methods 

The multi-objective stochastic problems and the CBA 
methods considered herein are described below. 

2.1. Stochastic problem statement 

The multi-objective stochastic problems considered 
herein can be defined as 

mm/!(JS0,72(X),...,7h(X), (1) 

where X is the (possibly multi-dimensional) decision 
variable, 7,. /j, ..., and are the H objectives to 
be minimized, Ji{X) = E\Li{X,^)],l e [1,2,... ,77], 
L;(-, •) is the sample performance of /tb objective, and £ 
is a random variable describing the problem noise. For 
the test problems considered herein, Noise can be intro¬ 
duced in variable values or environment levels and can 
follow different kinds of distributions. The stochastic 
nature of problems varies from case to case, depending 
on application details and difficult to generalize. For 
the problems considered herein, the noise for each ob¬ 
jective is modeled with additive independent and iden¬ 
tical Gaussian distributions, with the noise sampled at 
each function evaluation. It is also assumed that such 
a problem is unconstrained in the sense that any con¬ 
straints that bind the solution are appropriately penal¬ 
ized in L(-, ■)■ 

For a deterministic multi-objective problem where 
7/(20 = L/iX), the Pareto optimal front [23] is the com¬ 
plete set of non-dominated solutions. A solution for the 
multi-objective problem is defined as a non-dominated 
solution if it is not dominated by any other solutions. 
A solution a dominates solution b if 7/(a) < 7/(i>) 
V/ e {1,2, ,..,77} and 31 6 (1,2,...,//} such that 
7f(o) < Ji(b). For the non-dominated solutions, each 
objective is minimized to the extent that it is not pos¬ 
sible to further minimize one objective without making 
one or more other objectives bigger (worse). 
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For a stochaslic multi-objective problem, the fitness 
function of each objective can only be estimated by a 
limited number of random samples. Mean value from 
the random samples is used to evaluate the fitness in 
this study. For a certain number of realistic problems, it 
is assumed that the evaluation of the samples takes far 
more computation time and effort than the algorithm it¬ 
self. It is desired to be able to allocate the samples, or 
the total computing budget, appropriately to obtain the 
best approximation of the fitness function when evalu¬ 
ates, thus to obtain the best approximation of the Pareto 
optimal front when the search terminates. The quality 
of a Pareto optimal front approximation is measured by 
both its proximity to the true front and the degree to 
which it covers the true front. 

2.2. Computing budget allocation methods 

The CBA methods determine, given a total number 
of samples, how samples should be allocated to each 
individual in the solution set. The motivation of ap¬ 
plying CBA methods to a stochastic problem is to im¬ 
prove the accuracy of solving a stochastic problem and 
avoid wasting samples on unwanted individuals. Vari¬ 
ous CBA methods have been studied, and the three such 
CBA methods applied in this study are discussed below. 
For each of these methods, it is assumed that N samples 
are being allocated among k individuals. 

2.2.1. Equal allocation method 

The simplest allocation technique to conduct sam¬ 
pling is the EQU technique, and it often serves as a 
benchmark for comparison [24], The available comput¬ 
ing budget is equally distributed to all individuals: 

where hj is the number of additional samples to be allo¬ 
cated to individual i. 

2.2.2. Optimal computing budget allocation method 

The OCBA method [7] for multi-objective optimiza¬ 

tion is based on maximizing the asymptotic probability 
that the selected subset is the non-dominated set. One 

such implementation is described below. 
For a set of unique individuals S', S p is defined as the 

non-dominated set, and SD is defined as the dominated 
set. In deterministic problems, S p and S D can be deter¬ 
mined by non-dominated sorting [25], The OCBA allo¬ 
cation rule aims to maximize the probability of correctly 
selecting the Pareto optimal set in stochastic problems. 

For an individual i, which has previously been sam¬ 

pled, Lp is the sample mean, and crj; denotes the sample 

variance corresponding to the ftb objective. For two in¬ 
dividuals, i and j, the difference of sample means for 
objective / is expressed as 

Sift - Lj, - Ln. (3) 

The individual that dominates i with the highest proba¬ 
bility is approximated as 

A Sift) IaI 
,j. « arg max [ } ML, < £„) * arg mm 

(4) 
where 11 denotes the objective for which j is better than 
i with the lowest probability and can be calculated as 

I'j s arg min PiLji < L,v) ~ arg max 'j7 ^ 
.n\ tell.H) cr?; + crj;' 

(5) 
The set of individuals S is partitioned into subsets SA 

or S B based on the following equation: 

SA = j/# 6 S, 

Sb = S\Sa, 

where 

‘V‘'k 
< mm 

te©/, a-2 + cr2 
(6) 

(7) 

(8) 0/, = {t|i € S,ji = h). 

The samples are allocated to each individual based on 
its membership in or In particular, for h, m £ SA, 

nh_ 

hm 

^hfJShj.A 

For d £ S 

where 

{O-mljJSnj^ 

l,ee-d 

Q*d = {h\h e SaJi, = d). 

(9) 

(10) 

(ID 

2.2.3. Proportional-to-variance method 

The PTV method utilizes the variance information 
from the existing samples [26]. This method allocates 
computing budget proportional to the summation of the 
variance over all the objectives: 

hi 

H 

H 
(12) 
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Initialization 

Figure 1: Flow chart of EfGA 

3. Computing Budget Allocation Method Integrated 
Genetic Algorithms 

NSGA-II is a widely used elitist MOEA for solv¬ 
ing multi-objective optimization problems [25]. Herein, 
the CBA techniques described above are embedded in 
the framework of NSGA-II. Two methods of integrat¬ 
ing CBA techniques into NSGA-II are considered. One 
is to integrate (he allocation procedure into the evalua¬ 
tion step, and a GA using this approach is referred to as 
an EIGA [8], The second is to integrate the allocation in 
the combining and environmental selection procedure, 
which is to allocate the budget across the merged pool, 
and a GA using this approach is referred to as an S.1GA. 

The flow charts of the integrated GA for either option 
are shown in Figure 1 and Figure 2. 

Pseudocode for (he two algorithms is listed in Algo¬ 
rithm 1 and Algorithm 2, and steps specific for each al¬ 
gorithm are marked in italics. The integrated GAs have 
the following steps: 

Step 1: The population of ninii individuals is uni¬ 
formly randomly initialized in the search domain and 

Initialization 

Figure 2: Flow chan of SIGA 

is initially sampled no times. An initial non-dominated 
sort is applied across the population [25]. The rank 
number and crowding distance [25] are assigned to each 
individual by the calculation of non-dominated sort in 
the fitness domain. 

Step 2: Tournament selection is performed: for a to¬ 
tal of nlmi randomly generated tournaments, each tour¬ 
nament contains two randomly selected individuals. 
Among each tournament, the individual with the smaller 
front number is selected. If the front numbers are equal, 
the individual with a larger crowding distance index is 
selected. 

Step 3: Simulated binary crossover [27] and simu¬ 

lated binary mutation [25] are performed to generate the 
new pool of size 

Step 4: Each individual in the new pool is evaluated 
with no number of samples. In the EIGA, the CBA 
method is used to allocate a total of n, nin/i additional 
samples across the new pool. 

Step 5: Combine the new pool and the old pool to 
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Algorithm 1 EIGA 

1: Initialize population of individuals with random 

values in search space and evaluate the initial popu¬ 

lation with a number of initial samples; assign rank 

and crowding distance to each individual through 

non-dominated sort. 

2: while Maximum generation not reached do 

3: Perform mating selection, selecting (he individ¬ 

ual out of each tournament with minimum rank 

and maximum crowding distance 

4: Perform crossover for each pair of individuals in 

the mating pool 

5: Perform mutation on each individual in the mat¬ 

ing pool with selected mutation rate 

6: Evaluate each individual in the mating pool with 

a number of initial samples 

7: if EIGA then 

8: Apply CBA to allocate additional samples for 
each individual in the mating pool 

9: end if 

10: Combine the new pool of size with the old 

pool of size and generate a temporary pool 

of 2nM 
11: Perform non-dominated sort on the temporary 

pool, and select n,m/ individuals to form the pool 

for the next generation based on rank and crowd¬ 

ing distance 

12: end while 

form a temporary pool of size In the SIGA, the 

CBA method is used to allocate /i|samples to the 
temporary pool. 

Step 6: Non-dominated sorting is applied across the 
temporary pool to update the front index and crowding 
distance. The next generation pool is subsequently filled 
with ni„d individuals with minimum rank and maximum 
crowding distance. 

Step 7: The algorithm terminates after nem genera¬ 
tions. Otherwise, the algorithm continues at Step 2. The 
same number of total samples per generation are used in 
both EIGA and SIGA. The total number of samples al¬ 
located per algorithm is (mq + «i 

The primary focus of this work is to compare EIGA 
with SIGA, NSGA-II is used as a representative multi¬ 
objective optimization framework, and the parameters 

for the GAs are given in Table 1. The parameters of the 
GAs are selected manually to achieve acceptable perfor¬ 
mance on the deterministic versions of the test functions 
included in this study. And they are used for both EIGA 
and SIGA. Different sets of parameters can certainly af¬ 
fect the performance of the GAs, but since (hey are used 

Algorithm 2 SIGA 

1: Initialize population of individuals with random 

values in search space and evaluate the initial popu¬ 

lation with a number of initial samples; assign rank 

and crowding distance to each individual through 

non-dominated sort. 

2: while Maximum generation not reached do 

3: Perform mating selection, selecting the individ¬ 

ual out of each tournament with minimum rank 

and maximum crowding distance 

4: Perform crossover for each pair of individuals in 

the mating pool 

5: Perform mutation on each individual in the mat¬ 

ing pool with selected mutation rate 

6: Evaluate each individual in the mating pool with 

a number of initial samples 

7: Combine the new pool of size nmii with the old 

pool of size uinrf, and generate a temporary pool 

of 2ni,ui 
8: if SIGA then 

9: Apply CBA to allocate additional samples for 
each individual in the temporary pool 

10: end if 
it: Perform non-dominated sort on the temporary 

pool, and select nin(i individuals to form the pool 

for the next generation based on rank and crowd¬ 

ing distance 

12: end while 

Table 1: Parameters of Genetic Algorithms 

Parameter Parameter Value 

Mgen Number of generations 500 

Mind Number of individuals in pool 100 

ntour Tournament size 2 

n Crossover constant 2 

Pm Mutation probability 0.05 

no Initial samples per individual 50 

«l Allocated samples per individual 200 

as a baseline, the selection of these parameters is not 
the focus of this work. The sampling allocation pro¬ 
cedure is performed sequentially in 10 steps. Assuming 
the total computing budget is N, then in each step, A/10 
samples are allocated, and sample means and variances 
are calculated for use in the next allocation step. 

5 



4. Results and Analysis 

This section presents stochastic test problems and 
performance metrics, describes experimental results and 
compares the EIGA and S1GA as well as the CBA meth¬ 
ods. 

4.1. Test functions 

Several nuilli-objective test problems arc selected for 
constructing the stochastic problems. More specifically, 
ZDT1 ZDT2, ZDT3, and UF2 [20, 28] are selected 
for examples of 2D test problems, DTLZ2 and DTLZ5 
[21, 22] are selected for testing 3D cases. A typical set¬ 
ting of 30 variables in the ZDT and UF test sets and 12 
variables in the DTLZ test sets is followed. These prob¬ 
lems are well-known lest problems with known Pareto 
optimal sets. Independent zero-mean Gaussian noise is 
added to each objective of the deterministic test func¬ 
tion: 

L/(X,f1) = f(X)+fi (13) 

Z = M0,oj) (14) 

where of is the parameter establishing the noise level 
associated with the problem. In this study, values of ui 
of 1%, 10% and 20% of the maximum of each objec¬ 
tive in the true Pareto-optimal set are used [29], indicat¬ 
ing low, medium, and high noise levels, respectively. A 
letter ‘L\ ‘JVT, or ‘H’ is appended to the names of the 
test problems to specify the specific stochastic test func¬ 
tions, e.g. ‘ZDT1L’ specifies the test function of ZDT1 
with the low noise level. 

4.2. Performance metrics 

There are many different kinds of metrics measuring 
the performance of multi-objective optimization algo¬ 
rithms, such as generational distance (GD) [30], maxi¬ 
mum spread [31], hypervolume ratio [32], and inverse 
generational distance (IGD) [33], and each metric may 

have different versions. Despite the diversity of met¬ 
rics, they often measure two properties of the evolved 
front: how close is the evolved front to the true front 
and how well does the evolved front cover the true front. 
These two properties can be assessed with the GD and 
the IGD. The GD is calculated by averaging Euclidean 
distances from the evolved front to the true front and 
is the one of the widely used metric for convergence 

testing in multi-objective problems. The GD gives a 
good indication of the error between evolved front and 
the true front. The IGD is calculated by averaging the 
Euclidean distance from each true front sample to the 

evolved front and in this way, it conveys the measure¬ 
ment of both convergence and diversity. 1000 evenly 
distributed individuals on the true front are used to ap¬ 
proximate the true front in the calculations. The GD is 
calculated as 

CD = 

where hepf is the number of individuals in the evolved 
front, and d, is the Euclidean distance of the individ¬ 
ual i to the true front in the objective space, which is 
calculated by the distance of individual i to the closest 
individuals in the true front. The IGD is calculated as 

nEPF 
(15) 

IGD = 
,lTPF 

ncpf 
(16) 

where iitpf is the number of individuals in the true 
front, and d, is the Euclidean distance of the individual 
i in the true front to the closest individual in the evolved 
front in the objective space. The GD and IGD metrics 
are two different metrics for the measurement of per¬ 
formance for multi-objective optimization, and they are 
intended to quantify the two properties of the evolved 
front. In both cases, lower values indicate better results, 
i.e., the evolved front is closer to the true front and well 
spread over the true front. 

4.3. Comparison of different strategies 

Experiments were performed to compare the EIGA 
and SIGA with different CBA methods under the var¬ 
ious noise levels. The EIGA and SIGA with different 
CBA schemes are denoted as EQUE, EQUS, OCBAE, 
OCBAS, PTVE and PTVS with the last letter 'E' or ‘S’ 
denoting the EIGA or SIGA, respectively. Each algo¬ 
rithm was applied to each problem with each noise level 
using each CBA method 1200 times. Table 2 shows the 
mean GD and IGD for each method. The lowest value 
of GD and IGD for each problem and noise level is indi¬ 
cated with boldfaced text. Graphical examples of ZDTI 
and DTLZ2 are shown in Figs. 3-4. 

4.3.1. Comparison of EIGA and SIGA 

By examining Table 2 vertically, it can be seen that 
the SIGA with a given CBA method generally outper¬ 
forms the EIGA with the same CBA method. The dis¬ 

tances are assumed to follow a Rayleigh distribution, so 
an F-tesi can he used to determine the statistical signifi¬ 
cance of the results [34], The null hypothesis is that the 
mean distance of the SIGA for a given CBA method 
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Table 2: Comparison of mean error for test functions (bold-face text indicates the best algorithm for each problem and noise level) 

Function Method GD IGD Method GD IGD Method GD IGD 

ZDT1L 
EQUE 9.76E-02 7.22E-03 OCBAE 1.05E-01 7.79E-03 PTVE 9.87E-02 7.05E-03 

EQUS 4.83E-03 7.08E-03 OCBAS 6.00E-03 7.29E-03 FI'VS 4.80E-03 7.09E-03 

ZDT1M 
EQUE I.16E-0I 1.90E-02 OCBAE U8E-01 3.25E-02 PTVE 1.23E-01 1.47E-02 

EQUS 7.85E-03 I.ME-02 OCBAS 1.07E-02 1.38E-02 prvs 7.9 IE-03 1.11E-02 

ZDT1H 
EQUE 1.37E-01 3.52E-02 OCBAE 1.52E-01 5.51 £-02 PTVE 1.63E-01 2.68E-02 

EQUS 1.19E-02 1.71E-02 OCBAS 1.59E-02 2.12E-02 FI’VS 1.19E-02 1.73E-02 

ZDT2L 
EQUE 1.45E-01 9.82E-03 OCBAE 1.55E-01 9.39E-03 PTVE 1.47E-01 9.94E-03 

EQUS 3.79E-03 7.15E-03 OCBAS 5.17E-03 7.24E-03 prvs 3.82E-03 7.15E-03 

ZDT2M 
EQUE I.54E-01 2.60E-02 OCBAE I.49E-01 4.97E-02 PTVE 1.68E-01 2.19E-02 

EQUS 7.89E-03 1.49E-02 OCBAS U4E-02 1.79E-02 PTVS 8.00E-03 1.49E-02 

ZDT2H 
EQUE 1.63E-01 5.486-02 OCBAE 1.97E-01 9.77E-02 PTVE 1.99E-01 3.82E-02 

EQUS 1.15E-02 2.36E-02 OCBAS I.66E-02 3.23E-02 PTVS 1.20E-02 2.47E-02 

ZDT3L 
EQUE 9.71E-02 8.62E-03 OCBAE ) .09E-01 1.00E-02 PTVE 2.63E-0I 1.45E-02 

EQUS 4.50E-03 7.92E-03 OBAS 5.7 IE-03 8.37E-03 prvs 4.78E-03 8.05E-03 

ZDT3M 
EQUE USE-01 5.27E-02 OCBAE I.57E-01 4.75E-02 PTVE 2.68E-01 5.82E-02 

EQUS 9.75E-03 1.43E-02 OCBAS 1.31E-02 2.08E-02 prvs 1.26E-02 2.71E-02 

ZDT3H 
EQUE 1.50B-01 6.41E-02 OCBAE 2.18E-01 9.48E-02 PTVE 3.13E-01 7.49E-02 

EQUS 1.52E-02 3.75E-02 OCBAS 2.29E-02 4.7 IE-02 PIVS 1.46E-02 3.74E-02 

UF2L 
EQUE 9.05E-02 5.32E-02 OCBAE 8.25E-02 5.50E-02 PTVE 9.08E-02 5.35E-02 

EQUS S.64E-02 5.2SE-02 OBAS 5.73E-Q2 5.45E-02 PTVS 5.68E-02 5.25E-02 

UF2M 
EQUE 7.56E-02 6.86E-02 OCBAE 8.I1E-02 7.02E-02 PTVE 7.40E-02 6.44E-02 

EQUS 4.27E-02 6.43E-02 OCBAS 4.26E-02 6.88E-02 PTVS 4.23E-02 6.43E-02 

UF2H 
EQUE 8.58E-02 8.29E-02 OCBAE U2E-01 1.03E-01 PTVE 9.12E-02 7.73E-02 

EQUS 4.85E-02 7.89E-02 OCBAS 4.3 IE-02 7.92E-02 PTVS 4.25E-02 7.67E-02 

DTLZ2L 
EQUE 3.73E-01 USE-01 OCBAE 6.66E-01 1.44E-0J PTVE 3.70E-01 U4E-0I 

EQUS 5.66E-02 9.15E-02 OCBAS 1.75E-01 1.03E-0I prvs 5.63E-02 9.13E-02 

DTLZ2M 
EQUE 3.74E-01 1.21E-01 OCBAE 6.82E-01 1.57E-01 PTVE 3.77B-01 I.21E-01 

EQUS 5.33E-02 9.37E-02 OCBAS I.87E-01 U0E-01 PTVS 5.18E-02 9.38E-02 

DTLZ2H 
EQUE 3.82E-01 1.24E-01 OCBAE 7.03E-01 1.67E-0J PTVE 3.82E-01 1.23E-0I 

EQUS 4.59E-02 9.41E-02 OCBAS 2.00E-Q 1 U4E-01 PTVS 4.66E-02 9.45E-02 

DTLZ6L 
EQUE 1.77E+00 I.18E-02 OCBAE 3.I0E+O0 2.60E-02 PTVE I.76E+00 U6E-02 

EQUS I.01E-01 8.23 E-03 OCBAS 4.78E-01 1.03E-02 PTVS 1.02E-0I 8.26E-03 

DTLZ6M 
EQUE 2.06E+00 1.63E-02 OCBAE 4.I8E+00 1.33E-01 PTVE 2.03E+00 I.58E-02 

EQUS 1.00E-01 1.70E-02 OCBAS 5.30E-01 1.92E-02 PTVS 8.99E-02 1.72E-02 

DTLZ6H 
EQUE 2.19E+O0 2.60E-02 OCBAE 4.49E+00 2.88E-01 PTVE 2.15E+00 2.13E-02 

EQUS 7.50E-02 2.64E-02 OCBAS 5.77E-01 2.91E-02 PTVS 7.96E-02 2.66E-02 

is greater than or equal to the mean distance of the 
EIGA for the same CBA method. A significance level 
of a = 5% is used to determine whether this hypothe¬ 
sis can be rejected. The results of these statistical tests 

are shown in Table 3. Due to a large number of samples 
(1200), many of the calculated p-values are smaller than 
the machine epsilon, and these are denoted in the table 
as ‘< e’, Statistically, significant results are indicated 
with boldfaced text. It can be seen that with the few ex¬ 

ceptions in the IGD, the SIGA statistically significantly 
outperforms the EIGA for a given CBA method. For the 
GD metrics, the SIGA was significantly better than the 
EIGA in each case considered. 

A close examine on the differences from Table 2 
shows that while the IGD metrics are statistically im¬ 
proved or maintained at the same decimal level with 
the very few exceptions, the GD metrics are improved 
at least one decimal level and up to two decimal lev- 
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Figure 3: Comparison of generational distance (GD) and inverse gen¬ 

erational distance (1GD) for ZDTI function (the cases are divided by 

dashed lines from left to right corresponding to low, medium, and high 

noise levels) 

Figure 4: Comparison of generational distance (GD) and inverse gen¬ 

erational distance (IGD) for DTLZ2 function (the cases are divided 

by dashed lines from left to right corresponding to low, medium, and 
high noise levels) 

els. This suggests that while the generated fronts from 
SIGA and EIGA may well cover the true Optimal front 
in spectrum of front range, the front from SIGA should 
reside much closer to the true front than EIGA, which 
means the SIGA produces more accurate results when 
solving the multi-objective stochastic problems. 

Generally, it can be concluded that the SIGA outper¬ 
forms the EIGA statistically. The underlying reason is 
that by applying SIGA, the search algorithm allocates 
samples as needed in order to make the comparisons 
between individuals that are required by the algorithm 
and more accurately select the correct individuals into 
the next generation. 

4.3.2. Comparison of computing budget allocation 
methods 

The comparisons among different CBA methods can 
be made by examining Table 2 horizontally. The small¬ 
est GD and IGD among each case are boldfaced. It 
is shown that EQU and PTV allocation methods give 
similar results, and they are consistently better than the 
OCBA method. This may be due to the dynamic na¬ 
ture of GAs. It has been shown that the OCBA method 
works well in static selection problems [24], but the 

OCBA rule may not allocate samples as well as the pop¬ 
ulation evolves. 

From the previous discussion, the differences be¬ 
tween SIGA and EIGA are dramatic and mostly sta¬ 
tistically significant when using the same allocation 
method. However, for the same integration method, 
the differences between different allocation methods are 
less dramatic and may not be statistically significant, 
especially in the IGD metrics. An example analysis is 
performed on ZDT1L. A post hoc pairwise F-test is ap¬ 
plied to the data for the six methods, and a significance 
level of o- = 5% Is used. The p-values associated with 
these tests are shown in Tables 4 and 5 for the GD and 
IGD, respectively. Several of the calculated p-values are 
smaller than the machine epsilon, and these are denoted 
in the table as *< e’. Statistically, significant results are 
indicated in boldfaced text. These pairwise statistical 
comparisons induce a partial ordering of the GAs for 

this problem, in this specific example, the differences 
between the methods for the GD metrics are mostly sta¬ 
tistically significant, but for IGD metrics the differences 
are largely not significant. The cases of ZDTI L, UF2, 
DTLZ6M and DTLZ6H are the cases that the IGD met¬ 
rics are very close to each other. In the other problems. 
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Table 3: P-Value of Comparison between S1GA and E1GA for each CBA Method (< e indicates p-value less than machine epsilon, boldfaced text 
indicates statistical sigtiilicance with signilkance level a = 0.05)_ 

Function 
EQU OCBA PTV 

GD IGD GD IGD GD IGD 

ZDT1L < e 3.16E-01 < £ 5.21E-02 < £ 5.55E-01 

ZDT1M < € < e < £ < £ < £ 3.24E-12 

ZDT1H < € < e < € < £ < € < £ 

ZDT2L < € 4.44E-15 < £ 1.01E-10 < £ 4.44E-16 

ZDT2M < e < € < £ < £ < £ < £ 

ZDT2H < € < e < £ < £ < £ < £ 

ZDT3L < € 1.90E-02 < £ 6.65E-06 < £ < £ 

ZDT3M < 6 < e < £ < £ < £ < £ 

ZDT3H < e < £ < £ < £ < £ < £ 

UF2L < e 3.80E-01 < £ 4.06E-01 < £ 3.15E-01 

UF2M < € 5.60E-02 < £ 3.10E-01 < £ 4.76E-0I 

UF2H < 6 1.14E-01 < £ 9.50E-11 < £ 4.20E-01 

DTI .7.21. < € 1.12E-08 < £ 1.11E-16 < £ 2.77E-08 
DTLZ2M < € 2.00E-10 < £ < £ < £ 2.36E-10 

DTLZ2H < £ 7.53E-12 < £ < £ < £ 5.72E-11 

DTLZ6L < e < £ < £ < £ < £ < £ 

DTLZ6M < € 8.48E-01 < £ < £ < £ 9.81E-01 

DTLZ6H < e 6.46E-01 < £ < £ < £ 1.00E+00 

ihc differences are much larger. 
The differences between different computing budget 

allocation methods for the same integration method may 
also rely on the properties of the specific function. Al¬ 
though these differences are less dramatic, the EQU and 
PTV allocation methods are more favorable than the 
OCBA method when integrated into NSGA-II. 

4.3.3. Comparison of convergence 

To visualize the effect of EIGA comparing SIGA on 
the convergence of the algorithm, an example compar¬ 
ison of the EQUE and EQUS methods is made on the 
ZDT1H test case. The GD and IGD metrics are cal¬ 
culated on one reproduction run and are plotted in Fig¬ 
ure 5-Figure 6. It is shown that for the GD metric, the 
EQUS method converges much faster than the EQUE 
method and the final result is also significantly better. 
The convergence of IGD metric for EQUE and EQUS 
methods are very close, however, a zoomed in plot of the 
final result slill shows that the EQUS method is slightly 
better than the EQUE method. 

FigureS: Convergence of GD for the comparison of EQUE and EQUS 

on ZDT1H (one experimental run) 

5. Conclusion 

Several noise handling techniques for multi-objective 
stochastic problems are studied. Various re-sampling 
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Table 4: P-Values of Post Hoc Pairwise Comparison of Generalized Distance for all Methods on ZDT1L (< e indicates p-value less than machine 

epsilon, boldfaced text indicates statistical significance with significance level a = 0.05) 

Method PTVS EQUS OCBAS EQUE PTVE 

EQUS 4.39E-0I 

OCBAS 2.39E-08 5.56E-G8 

EQUE < £ < 6 < £ 

PTVE < £ < £ < € 3.92E-01 

OCBAE < e < £ < £ 3.67E-02 6.48E-02 

Table 5: P-Values of Post Hoe Pairwise Comparison of Inverse Generalized Distance for all Methods on ZDT1L (< e indicates p-value less than 

machine epsilon, boldfaced text indicates statistical significance with significance level a - 0.05) 

Method PTVE EQUS PTVS EQUE OCBAS 

EQUS 4.59E-01 

PTVS 4.45E-01 4.86E-01 

EQUE 2.80E-01 3.16E-01 3.28E-01 

OCBAS 2.06E-01 2.37E-01 2.48E-01 4.07E-01 

OCBAE 7.26E-03 9.64E-03 1.06E-02 3.14E-02 5.21E-02 

499.84499.86499.88 499.9 499.92499.9449996499.98 501) 
Number of generations 

Figure 6: Convergence of 1GD for the comparison of EQUE arid 

EQUS on ZDT1H (one experimental run) 

techniques for allocating a given computing budget in 
either ihe environmental selection step or the evalu¬ 
ation process within an NSGA-I1 implementation are 
compared. These algorithms are compared on both 2D 
and 3D stochastic test problems with various levels of 
noise. It is found that the SIGA generally outperforms 
the E1GA in terms of both GD and IGD metrics. This is 
attributed to the manner in which the SIGA allocates fit¬ 
ness evaluations towards specific individuals for whom 

the GA requires more information when evolving the 
Pareto front. The idea of allocating samples for a search 
and optimization algorithm to where the algorithm re¬ 
quires other than where the evaluation occurs was orig¬ 
inated from [16] and can be extended to other opti¬ 
mization algorithms. Among the CBA methods, even 
though the OCBA method has been found to be a better 
method of allocating samples to maximize the probabil¬ 
ity of correctly selecting the best individual from a static 
pool [7], it is found to perform less favorably than the 
EQU and PTV methods when integrated into an elitist 
MOEA. 

The comparison is done in the framework of NSGA- 
H. There are other more powerful and recently invented 
MOEAs, such as the MOEA/D in ]35], and the SPEA2 
in [4], The MOEA/D decomposes optimization prob¬ 
lems into subproblems and optimizes them simultane¬ 
ously to improve performance over traditional MOEA. 
The SPEA2 is a refined version of SPEA in terms of 
fitness assignment, density estimation and archive trun¬ 
cation in the search process. And similar integration for 
noise handling can also be applied to those algorithms. 
These are good topics for future work. 

This work can be applied to solve practical multi- 
objective stochastic problems. Future study in the areas 

of optimization of photovoltaic inverters subject to so¬ 
lar irradiance variation [36] and the design of shipboard 
power systems subject to hostile disruptions [37, 38] 
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will be performed to evaluate the relative merits of 
the CBA integration approaches on more practical op¬ 
timization problems. 
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