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Abstract

Communication waveforms act as signals of opportunity for passive radars. How-

ever, these signals of opportunity suffer from range-Doppler processing losses due to

their high range sidelobes and pulse-diverse waveform aspects. Signals such as the

long term evolution (LTE) encode information within the phase and amplitude of the

waveform. This research explores aspects of the LTE, such as the encoding scheme

and bandwidth modes on passive bistatic Doppler radar. Signal space-time adaptive

processing (STAP) performance is evaluated and parameters are compared with the

signal to interference-plus-noise ratio (SINR) metric.
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Each moment find within yourself a greater understanding of the universe; a vision

to inspire you to continue to live and learn.
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ORTHOGONAL FREQUENCY DIVISION MULTIPLEXED WAVEFORM

EFFECTS ON PASSIVE BISTATIC RADAR

I. Introduction

1.1 Problem Description

Communications waveforms act as signals of opportunity for passive bistatic radars

(PBRs) ground moving target indication (GMTI). However, these signals of oppor-

tunity have high range sidelobes and pulse-diverse waveform aspects which degrades

range-Doppler processing. These and other characteristics of communications wave-

forms drive PBR performance. A PBR will process uncooperative waveforms, and

thus the radar performance is largely dependent on the properties of the available

waveform.

1.2 Research Motivation

Increasing demand for wireless communication and dwindling spectrum availabil-

ity has encouraged the spread of orthogonal frequency division multiplexing (OFDM)

to increase channel capacity. The persistence and abundance of these waveforms and

others has led to radars competing for frequency spectrum. PBRs can collect these

waveforms and avoid competing for contested and overcrowded spectrum. Since PBR

do not transmit, there are advantages such as fewer vulnerabilities to deliberate in-

terference, enhanced difficulty detecting the receiver, and lower hardware costs and

weight due to the lack of a transmitter requirement.

1



1.3 Research Goal

The goal of this research is to characterize the effects of communications waveforms

available to space-time adaptive processing (STAP) for PBR GMTI. The research

will focus on the long term evolution (LTE) OFDM. The research will provide a

performance metric that can be used to compare waveform performance. This per-

formance metric will enable future research in PBR GMTI flight path planning and

sensor placement optimization.

1.4 Previous Works

The research described in this thesis is an extension of the work published in [1].

There were no other works were identified that specifically focused on the effects of

waveform selection on PBR GMTI performance. However, there are other works with

similar research goals, which will be elaborated upon in this section. Other works

have analyzed LTE and OFDM waveforms for radar applications such as [2–7].

Evers and Jackson in [2] examine the cross and self ambiguity function for one

particular LTE configuration, and focus on cell specific reference element (CSRE)s.

In contrast to [2], the research in this thesis focuses on multiple encoding schemes,

bandwidth modes, and the user-data portion of the LTE waveform. Additionally,

Evers and Jackson in [3] examine the application of LTE waves to synthetic aperture

radar. As part of the research in [2,3], Evers crafted an OFDM toolbox for AFIT. This

toolbox was utilized in the early stages of the research in this thesis, but eventually

transitioned to the MATLAB LTE Toolbox. The usage of each toolbox for this

research is outlined in Chapter III. The simulations required an accurate model for

LTE OFDMs, and much of the prior works from Evers aided crafting LTE signals.

Ultimately the MATLAB toolbox was used for its more accurate LTE signal generator.

Establishing an accurate LTE simulation built largely upon [8], which explains the

2



4-G cell phone signals in careful detail.

Other works have examined waveform diversity in a more general sense [9], and

provided insights to some of the challenges facing the PBR community. Works such

as [10], introduce new processing techniques to manage sidelobe problems inherent to

pulse diverse radar systems. Lastly, works such as [11] test the feasibility of passive

moving target detection while varying target type and velocity, but in a set of limited

configurations. Additionally, the objective of [11] revolved more around demonstra-

tion of the feasibility of using a LTE signal for GMTI with a real cell-tower. The

research in [11] will become more applicable should the there be a desire to demon-

strate GMTI from cell towers or laboratory configurations. The work in [5] develops

a Bayesian framework for tracking moving targets and estimating their velocity. The

mathematical approach in [5] used to define OFDM is complementary to the research

described in this thesis. An overview of the radar range equation parameters and

considerations for each in PBR applications using emitters of opportunity such as

LTE signals are described in [7] and complementary to this thesis.

Works such as [6] focus on the application of a specific processing technique for

airborne PBR with a fixed transmitter and fixed receiver. Klock [6] makes use of

the the MATLAB LTE tool box for OFDM pulse generation. Additionally, Klock

considers a pulse width on an entire radio frame, which is much longer than the pulse

width considered in Chapters III-IV. The conclusions in [6] are limited to correlation

analysis used to compare processing gain.

The majority of this research expands upon [4]. Lievsay contributed to the foun-

dations of STAP as detailed by Richards in [12,13] by expanding upon clutter models.

This research used a STAP and clutter model developed by Lievsay, and described

in [4]. Furthermore, Lievsay expanded on the works of Guerci in [14], by introducing

a covariance matrix taper to account for the effects of radar-pulse waveform-diversity.

3



In addition to the works of Lievsay, much of the preliminary research as described in

the Section 2.3 and Sections 4.2-4.5 was built on radar fundamentals from [13,15].

4



II. Theory

2.1 Overview

This chapter describes the concepts, definitions, and mathematics necessary to

understand the PBR GMTI and STAP modeled in this research. The chapter covers

a description of OFDM and LTE waveforms. Next, an introduction to fundamental

radar principles used for fast and slow-time dimension data processing is presented.

Then, the spatial dimension is included and an overview of STAP, the algorithm

used for processing data across space and time, is presented. Lastly, PBR is defined

in terms of its geometry, and differences between the monostatic and bistatic cases

are explained.

2.2 OFDM and Communication Waveforms

In general, OFDM waveforms consist of signals with data encoded on a set of uni-

formly spaced subcarrier frequencies. By encoding data on sub-carriers spaced across

a channel band, data can be transmitted in parallel, increasing the communication

data rate. OFDM waveforms are designed to reduce sub-carrier interference; sub-

carrier frequencies are chosen then time-windowed in conjunction with a sample rate

to preserve carrier orthogonality (see Figure 2.1). By using the Fourier transform to

generate time-domain communication waveforms, OFDM signals may be conveniently

defined/encoded in the frequency domain. Each sub-carrier can be defined/encoded

independent of other sub-carriers within the OFDM, then summed to generate the

complete OFDM. This is important because the LTE signal is defined in the fre-

quency domain by the user data and any signal specific overhead data that will be

encoded onto the waveform1.
1Signal specific overhead for the LTE will be discussed in subsequent sections, and is illustrated

in Figure 2.4.

5



Figure 2.1. A window function and corresponding frequency domain. Tsym is the
window duration, and represents the duration of one LTE symbol.

Often sub-carriers at the upper and lower end of the sample rate are forbidden,

forming guard bands, in order to prevent interference with adjacent frequency bands

(see Figure 2.2). Another method of reducing interference requires a guarded time

interval. During the guarded time interval, a portion of the transmitted signal is

repeated. The LTE OFDM refers to this repeated signal as the cyclic prefix (CP).

The CP improves reliability of successful information exchange but also has the effect

of creating radar ambiguities [2].

2.2.1 The LTE OFDM.

The LTE waveform, commonly referred to as the 4th generation (4-G) cell phone

signal, is a specific application of OFDM. LTE waveform ubiquitous persistence

makes it a desirable signal of opportunity. This section will describe the LTE struc-

6



Figure 2.2. This image depicts the frequency domain structure of one symbol, excluding
the cyclic prefix, of the LTE 20MHz extended mode. There are 2048 samples of which
1200 samples are data carriers. This Figure is derived from [2] with permission from
Dr. Jackson.

ture and properties. The waveform is based on the European Telecommunications

Standards Institute (ETSI) specification [16]. The signal is defined in both time and

frequency domains. There is an uplink (from mobile device to tower) and a downlink

(from tower to mobile device) signal. This research focuses on the downlink signal

due to higher power and greater broadcast coverage. The mobile device and tower

signal exchange modes are time division duplexing (TDD) and frequency division

duplexing (FDD). In the TDD mode, the tower base station transmits a downlink

signal followed by an uplink signal listening period. In the FDD mode, the tower

base station continuously transmits a downlink signal and listens for an uplink signal

on other frequency spectrum. Refer to Figure 2.3 for an image representative of the

LTE downlink time domain.

The LTE time domain is designed around a fundamental time-step, Ts, where

Ts = 1/30720000s. All other time intervals are defined as integer multiples of Ts. For

instance, a radio frame is defined as 307200Ts, or 10 ms, and a subframe is defined as

30720Ts, or one tenth of one radio frame. Each subframe has two slots where each slot

duration is 15360Ts. The LTE signal can operate in one of two time-domain modes;

7



Figure 2.3. This image depicts one LTE 20MHz normal channel mode radio frame. One
frame has 20 slots, and one slot has 7 symbols. The 20 MHz channel mode has 2048
useful information samples per symbol, 160 samples for the first cyclic prefix in each
slot, and 144 for the remaining 6 symbol cyclic prefixes. Note: there is an extended
LTE mode in which the cyclic prefix duration is increased and there are 6 symbols per
slot instead of 7. This image is derived from [17].

normal or extended. In the extended mode, each slot consists of 6 symbols whereas

the normal mode has 7 symbols per slot. Regardless of the mode, the useful symbol

duration remains fixed at 2048Ts for all symbols. Only the CP duration is dependent

on the operating mode. For the extended mode, the CP duration is fixed at 512Ts per

symbol. However, in the normal mode, the CP is 160Ts in the first symbol and 144Ts

in the remaining 6 symbols of a slot. Figure 2.3 depicts the 20 MHz mode where the

sample rate is defined as, fs = 1/Ts, thereby conveniently allowing the depiction of a

normal mode radio subframe slot in terms of the number of samples. For example,

the number of samples for the useful symbol duration in the 20 MHz mode is

Nu = fs2048Ts

=
1

Ts
2048Ts

= 2048. (2.1)
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Each subcarrier of the LTE OFDM is spaced at 15 kHz intervals across the band-

width. Guard carriers exist at the lower and upper portions of the spectrum and at

DC (center frequency). Figure 2.1 shows that 15 kHz spacing preserves orthogonality,

due to subcarrier nulling at 15kHz increments. There is one extra guard carrier for

negative frequencies, when examining the spectrum at baseband. Refer to Figure 2.2

for the frequency domain of the 20 MHz mode. It is important to note that each

subcarrier has one sample per symbol.

All other bandwidth modes have a similar structure with a varying number of

data and guard subcarriers; refer to Table 2.1. There are different proportion of

guard carriers for the various modes, resulting in different effective bandwidths for

each LTE mode. Table 2.1 considers only the useful data portion of the symbol and

excludes the CP. The total number of useful samples is defined as Nu = Nc + Ng

where Nc is the number of data carrier samples and Ng is the number of guarded

carriers in one symbol, excluding the CP.

Table 2.1. LTE modes samples per symbol, useful samples, and sample rate.

LTE Effective Resource Useful Data Sample
MODE Bandwidth Blocks Samples Carriers Rate
(MHz) (MHz) (Count) (Nu) (Nc) (MHz)

20 18.015 100 2048 1200 30.72
15 13.515 75 2048 900 30.72
10 9.015 50 1024 600 15.36
5 4.515 25 512 300 7.68
3 2.715 15 256 180 3.84

1.4 1.095 6 128 72 1.92

The time and frequency domain of LTE signals can be mapped on a grid. One

grid location is referred to as an element and consists of one subcarrier for one OFDM

symbol duration. One resource block is defined as 12 subcarriers (at 15kHz spacing)

for one slot duration (0.5 ms). Figure 2.4 depicts two consecutive resource blocks.

The LTE framework can span the entire 10 ms radio frame. Note in Figure 2.4 there
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are repeating reference elements and a control signal. A control signal often occupies

elements in the first symbols of a slot and radio frame. Other elements, referred to

as CSREs, consume LTE resource element real-estate. Control signals and CSRE

elements contain information regarding the structure of the LTE signal and act as

sub-carrier and timing pilot signals to improve communications performance. User

data may occupy the remaining signal elements.

Figure 2.4. This image depicts two consecutive resource blocks. Some of the elements
contain LTE signal overhead (colored), other elements contain LTE user data (white).

The user data may be encoded in elements using 64-ary, 16-ary, and quadrature

phase shift keying (QPSK) encoding schemes. There are many different encoding

schemes used in communication waveforms, but 64-ary, 16-ary, and QPSK are com-

mon in LTE signals. Figure 2.5 depicts a common 64-ary constellation used in LTE

waveforms to encode user data and CSREs. Larger M-ary encoding schemes enable

higher communications bit-rates, but require higher signal to noise ratio (SNR). Com-

munication waveforms, such as the LTE, are designed with the intent of sender/re-
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ceiver information exchange. This research focuses on the application of the LTE

waveform to PBR, instead of information exchange.

Figure 2.5. This is an example of a standard 64-ary QAM encoding scheme for the
subcarriers of a LTE OFDM. Red: CSRE. CSREs are one of four complex values;
they do not carry random user data and occur at predictable frequency and time
intervals, [3].

2.3 Radar: Fast and Slow-Time

Traditional pulsed monostatic radar systems transmit a waveform for a brief du-

ration, τ , then have a listening period, followed by another transmit duration. This

process repeats at a frequency called the pulse repetition frequency (PRF). The total

transmit and listen time is referred to as the pulse repetition interval (PRI), and is

1/PRF . Pulsed radars measure signal delay over fast-time for a single pulse, and

phase drift over slow-time for many pulses. Fast-time occurs over the duration of one

pulse at the sample frequency of the radar. Slow-time occurs over the duration of

many pulses at the PRF of the radar. Pulsed radar fundamentals can serve as a guide
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to understanding PBR, and the next two sections will outline fast-time and slow-time

radar processing.

2.3.1 Fast-Time.

Instead of decoding the data in a signal, a radar system weights each sample of

the received signal to maximize the SNR at a point in time corresponding to the

delay of the target [13]. Maximizing the SNR of the received radar waveform is

a fundamental goal of radar signal processing. The set of weights applied to the

received digital radar waveform that maximizes the SNR is defined as the matched

filter. For finite length transmit signals with assumed additive white Gaussian noise,

the matched filter becomes the time reversed complex conjugate of the transmitted

waveform [13]. The matched filter is convolved with the received signal (this requires

knowledge of the transmitted waveform), and can be normalized by the peak value

of the convolution.

For this research, a bold lower case character represents a column vector, and

a bold capital character represents a matrix. Consider the received digital signal

x = s + n where s is the signal and n is independent identically distributed (i.i.d.)

noise. The SNR is simply the signal power divided by the noise power and for digital

signals can be written as [13]

SNR =
wHssHw

wHRnw
, (2.2)

where w is the set of weights we optimize for the maximum SNR, and Rn is the

noise covariance matrix. If the noise, n, is modeled as additive white Gaussian noise

(AWGN), then the covariance matrix is a diagonal matrix, and Rn = σ2
nI: a product

of the noise power with the identity matrix. Using the Schwartz inequality, it can be
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shown that the maximum SNR is achieved when [13]

w = ηRn
−1s∗, (2.3)

where η is any scalar. If the scalar is chosen to be σ2
n then,

w = Is∗ = s∗, (2.4)

and the optimum filter weights, w, are then given as the complex conjugate of the

signal, s. A simple rectangular-time-windowed Linear Frequency Modulated (LFM)

waveform will have a match filtered response as depicted in Figure 2.6.

Figure 2.6. Match filtered response for basic LFM that includes mainlobe and sidelobes
[18].

In general, match filtered OFDM communication waveforms such as the LTE have

wider main lobes and higher sidelobes when compared to traditional radar-specific

waveforms. Additionally, communication waveforms often have cyclic or redundant

pieces appended to the signal beginning or end. This creates high match filtered
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responses distant from zero-delay, which increases likelihood of range-mismatch; refer

to Figure 2.7. Note the maximum magnitude of the lag range in Figure 2.7 is around

20km (this will be important when choosing τ for PBR).

Figure 2.7. Match filtered response for one full 20MHz LTE symbol, including the
cyclic prefix. The time-delay can be interpreted in terms of a lag distance. This Figure
is not intended to depict range resolution; the mainlobe sample lag must be examined
more closely and the bistatic collection geometry must be considered.

Examining the match filter output, such as in Figure 2.6, the main lobe has a

particular width. The width of this main lobe indicates the best achievable radar

resolution of the waveform; narrower mainlobes achieving better range resolution.

For monostatic radars, the approximate relationship is expressed as [13]

∆R ≈ c

2B
, (2.5)

where increasing the waveform bandwidth, B, improves the achievable resolution.
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2.3.2 Slow-Time.

In order to understand pulsed radar slow-time processing it is useful to first un-

derstand the basic concept of Doppler shift. A wavefront is compressed or stretched

when it reflects off an object moving in the direction of the wave propagation. We

express this effect in a simple form,

fr = ft + fd, (2.6)

where fr is the received frequency, ft is the transmitted frequency, and fd is the

Doppler frequency. The Doppler frequency, fd, is positive for an ingressing target

and negative for an egressing target. Let us now examine how to find fd and see how

it relates to the velocity of a moving object so that when given fr we can predict the

velocity of a moving object or predict fr when given the velocity of an object.

In radar signal processing, it is useful to predict the Doppler frequency to draw

conclusions about the velocity of the target. The Doppler shift, fd, is related to the

rate of change of the phase of the received signal. For a monostatic radar, fd is

calculated as

fd =
−2ft
c

v̄ · k̂,

=
−2v̄ · k̂
λ

, (2.7)

where λ is the signal wavelength (typically based upon the carrier wavelength), v̄ is

the velocity vector of the reflector, and k̂ is the unit vector pointing in the direction

of the target. Using Fourier properties it can then be shown that the received signal

model is the product of a delayed copy of the transmitted signal and a complex
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exponential [19],

sr(t) = st(t− κ)ej2πfd(t−κ), (2.8)

where t is time and κ is the time delay.

The Doppler induced by typical ground moving targets is minimal, but the accu-

mulated change in phase over slow-time is more detectable. Examining this accumu-

lated phase change in pulsed radars is called Doppler processing. Doppler processing

is simplified in the case where PRI is constant; which is not necessarily the case for

non-cooperative passive bistatic radars. For a constant PRI, Doppler processing is

implemented with a Fourier transform across slow-time samples, while a staggered

PRI requires additional temporal accounting.

Eventually phase change accumulated between adjacent pulses may approach π

or −π radians, beyond which the accumulated phase becomes ambiguous. For a

properly chosen PRI, it can be assumed that Doppler shifts fall within the lowest

non-ambiguous velocity range. Often it is convenient to describe Doppler shift in

terms of normalized Doppler, f̄d, which ranges from -1/2 to 1/2 cycles per sample.

Normalized Doppler can be related to the Doppler frequency through the radar PRF,

f̄d(PRF ) = fd =
2v̄ · k̂
λ

, (2.9)

and then the Doppler frequency can be related back to the target velocity using (2.7).

The total interval over which slow-time samples are aggregated is called the

coherent processing interval (CPI), and is typically given in terms of the number

of pulses contained by the CPI rather than the duration of time. Assuming a fixed

PRI, increasing the number of samples aggregated across slow-time improves Doppler
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resolution. Doppler resolution can be described as,

∆fd =
PRF

M
, (2.10)

where M is the number of slow-time transmitted pulses. Some monostatic radars

transmit a unique signal each pulse. In pulse diverse systems the interference floor is

increased and the Doppler energy is spread across slow time. Figures 2.8-2.9 depict

the Doppler spread, and are depicted here to illustrate the spreading effect which is

accounted for with a taper when simulating STAP [4].

Figure 2.8. Doppler processing comparison for target response at zero-lag zero Doppler.
The coherence across fast time (lag) and Doppler visible with identical pulses (right) is
smeared with pulse diversity (left). The noise floor is also raised with pulse diversity [4].
The CPI on the left and right is a 30 pulse train of 20 MHz LTE waveforms, however
the pulse diverse CPI has unique random user data in each pulse, and the identical
pulse CPI has pulses with identically encoded data. The pulses are match filtered then
a Fourier transform is applied across slow-time.

2.4 Space-time Adaptive Processing

Pulsed array radars enable processing in spatial dimensions. The discussion on

pulsed radars in the previous section was limited to two temporal dimensions: fast and

slow-time. With the addition of an array, pulsed radars can detect targets over fast-
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Figure 2.9. Fixed or repeated pulse (top left) versus diverse pulse (top right) clutter
Doppler spread. The slice of all samples at the 80th lag (bottom).
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time, slow-time, and the additional spatial dimensions. A planar array has two spatial

dimensions, and a uniform linear array (ULA) is limited to one spatial dimension. The

one spatial and two temporal dimensions of a ULA lend themselves to conceptualizing

STAP with a data cube. A one-element ULA can be depicted as a matrix (see

Figure 2.10), and for a multi-element ULA see Figure 2.11.

Figure 2.10. Datacube for a one element ULA, showing dimensions over which radar
signals are processed [13]. The length of the fast time dimension, L, is the match filter
length.

With the data cube conceptualization, each sample of the match filtered signal is

stored in one cell and the set of all samples for one particular range (or lag) is referred

to as the space-time snapshot, χk, where the subscript, k, is the k-th particular

range bin. When samples are visualized as a data cube, the set of all samples for

one particular range are arranged as a matrix, as depicted by the range cell under

test (CUT) in Figure 2.11. In order to process the range CUT, the cells of the matrix

are re-arranged into a single column vector, χk. The arrangement of the column

vector, χk, is the same the MATLAB colon operator used to convert a matrix to

column vector. For example, if A is a N ×M matrix in the MATLAB workspace,

then A( : ) is a NM × 1 column vector. The spacetime snapshot can be broken into

its component pieces [4],

χk = χck + χnk + χtk, (2.11)
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Figure 2.11. Datacube showing the dimensions over which radar signals are processed
[13]. This cube has N elements, whereas Figure 2.10 has one element. STAP fixes
a particular range cell under test then performs processing across the remaining two
dimensions.

where χck is the clutter contribution, χnk is the noise contribution, and χtk is the tar-

get contribution. The clutter model and noise used for this research is expanded upon

in Section 3.4.2. In order to focus on the waveform effects in the clutter environment,

the contribution from a target is considered 0NM×1 for this research.

STAP algorithms fix a range CUT then perform processing across the remaining

two dimensions. Filters are typically trained from adjacent data cube range cells

when a clairvoyant model is not assumed. In Section 2.3.2 normalized Doppler was

introduced. Now with the addition of the spatial dimension, normalized spatial fre-

quency, ϑ, is introduced. Consider a side-looking array configuration as depicted in

Figure 2.12.

Now consider a response arriving at the elevation and azimuth angles, θ and φ

respectively, and measured by N array channels. The spatial frequency observed by
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Figure 2.12. Array and platform geometry for arbitrary target. θ is the elevation angle,
φ is the azimuth angle, and RR is the range from the array center to the ground patch
of interest.

the array is given by [12,15],

ϑ =
d

λ
cos(θ) sin(φ), (2.12)

where d is the channel spacing along the x-axis, and λ is the carrier wavelength. The

spatial steering vector for N channels is discussed later in (2.20).

In Section 2.3.1, it was shown that the filter which maximizes SNR is the conjugate

of the transmitted signal (2.4), implemented with a correlation. Similar to fast-time

range data processing, space-time processing is the application of a set of weights to

the space-time observations. Expanding upon the set of weights described in Section

2.3.1, the set of weights used for STAP, wk, vary over normalized spatial (ϑ) and

Doppler (f̄d) frequencies. Applying wk to the vectorized space-time data, χk, yields

the test statistic, yk, and is given as,

yk(ϑ, f̄d) = wH
k χk, (2.13)
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where k designates the k-th range bin (also referred to as the current range CUT

as shown in Figure 2.11) and H is the Hermitian of wk. It is well known that the

optimum weight is [20],

wk(ϑ, f̄d) = ηR−1
k v(ϑ, f̄d), (2.14)

where v the space-time steering vector, Rk is the interference covariance matrix, and

η is an arbitrary scale factor. The set of weights for fast-time processing, (2.3), is

similar to the set of weights for STAP, (2.14), except with STAP a space-time steering

vector replaces s, and the interference covariance matrix depends on space. Clutter

is therefore coherent over space and time. The space-time steering vector matches

to a constant change in phase from channel to channel and pulse to pulse. The

clutter covariance matrix for STAP must characterize clutter correlation over space

and time. In order to model the de-correlation over slow-time due to pulse diversity

(recall that communication waveforms are pulse diverse from embedded random user

data), a covariance matrix taper (CMT) can be used [4, 14]. The taper models the

pulse-dependent distributed contributions over range (or fast-time), and pulse-to-

pulse variation across slow-time [4]. It has been shown that pulse diverse waveforms

cause clutter Doppler spreading, [4,21], as was illustrated in Figure 2.8. The taper is

applied as follows,

Rk =

∫
T(κ− κo)�R(κ)dκ, (2.15)

where � is the Hadamard product (element or piece-wise product), and κo is the peak

correlation located at the range CUT, and R(κ) is the clutter covariance matrix

R(κ) = E
[
χckχc

H
k

]
, (2.16)

where χck is the clutter space-time snapshot at the k-th range and is discussed further

in Section 3.4.2. The full derivation and context for the taper, T, is in [4] but a
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synopsis is as follows. Define

t(κ) =



R1
xx(κ)

R2
xx(κ)

...

RM
xx(κ)


, (2.17)

where Rm
xx(κ) is the normalized autocorrelation of the m-th pulse, and M is the total

number of pulses in the CPI. Then the taper is [4]

T(κ− κo) = t(κ− κo)tH(κ− κo)⊗ 1N×N , (2.18)

where ⊗ is the Kronecker product and N is the total number of ULA elements.

Next, the space-time steering vector, v, is defined as

v(ϑ, f̄d) = b(f̄d)⊗ a(ϑ), (2.19)

where b and a are the temporal and spatial steering vectors respectively. If we assume

a constant PRI and ULA, then the spatial and temporal steering vectors are defined

as,

a(ϑ) =
[
1 ej2πϑ . . . ej2π(N−1)ϑ

]
, (2.20)

b(f̄d) =
[
1 ej2πf̄d . . . ej2π(M−1)f̄d

]
, (2.21)

which are only valid if it is assumed that the receiver is a ULA, with evenly spaced

receiver elements, and LTE waveform symbols are received at a uniform spacing

thereby creating a constant PRI. The spatial and temporal steering vectors could be

redefined to accommodate other array geometries or pulse timing.
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Finally, the signal to interference-plus-noise ratio (SINR) can be calculated as the

ratio of the power of the signal and the power of the interference,

SINR =
PS
PI

= σ2
s

|wH
k v|2

wH
k Rkwk

, (2.22)

where σ2
s is the signal power received at one channel from one pulse. The optimal

SINR, denoted as SINRo, is found by substituting (2.14) into (2.22), which yields,

SINRo = σ2
s v

HR−1
k v, (2.23)

Equation (2.23) provides an expression for the SINRo, which depends on the values

of the interference covariance, Rk, and ultimately the signal waveform. SINR loss,

which can be denoted SINRL is given by the ratio of the optimal SINR with the

SNR, [22], and is a function of the spatial and Doppler frequencies.

SINRL =
SINRo

SNR
=

SINRo

σ2
s

σ2
n
NM

, (2.24)

where N is the number of array channels and M is the number of slow-time pulses.

This metric is used to analyze pulsed radar waveform performance and is the primary

metric used in Section IV to evaluate LTE signals used for PBR.

2.5 Clutter Ridge

Transmitter and receiver motion induces a very special structure to the clutter

due to the dependence of the Doppler frequency on angle. Assuming half-wave-length

channel spacing, an immobile transmitter, and receiver velocity is aligned with array

orientation, which is the case for a side-looking array, it is shown in [23] that the
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clutter is located along a ridge in angle-Doppler space with a slope, α, defined by,

α =
2vrx

λ(PRF )
(2.25)

where vrx is the receiver speed, and λ is the carrier wavelength. This is modified to

accommodate PBR whereas [23] assumes a monostatic radar. The bistatic slope is

half the monostatic case.

2.6 Passive Bistatic Radar

Bistatic radar is a more general scenario than monostatic radar. In the monostatic

case, the transmitter and receiver are co-located. In the bistatic case, the transmitter,

target, and receiver may have different positions, and the relative geometry of these

positions must be considered.

For PBR the Doppler effect must be handled separately for each wavefront in-

teraction. There are two wavefront interactions of concern: transmitter to target,

and target to receiver. The transmitter-target relative geometry/motion determines

the initial Doppler shift, then the wavefront is re-transmitted from the target toward

the receiver, and the relative target-receiver geometry/motion determines the final

Doppler shift. The mathematical relationship is described by [4]

ftgt =
k̂tx · v̄tgt + k̂rx · v̄tgt

λ
,

=
vtgt
λ

[cos(δ − β/2) + cos(δ + β/2)] ,

=
2vtgt
λ

cos δ cos
β

2
, (2.26)

where k̂tx and k̂rx are unit vecotrs pointing from the target to the transmitter and

receiver respectively, λ is the carrier signal wavelength, β is the bistatic angle, and
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δ is the angle between the bistatic angle bisector and target velocity vector. The

two-dimensional general PBR geometry is depicted in Figure 2.13 and can easily be

extended to three dimensions. The normalized Doppler induced by a target is then

f̄tgt =
2vtgt
λPRF

cos δ cos
β

2
. (2.27)

The Doppler induced by the transmitter and receiver is

f̄tx,rx =
k̂rx · v̄rx + k̂tx · v̄tx

λ
. (2.28)

Assuming PBR, the transmitter is fixed with no motion; thus, we drop the transmitter

component and are left with

f̄rx =
k̂rx · v̄rx
λPRF

,

=
vrx

λPRF
cos θ sinφ, (2.29)

where θ is the elevation angle and φ is the azimuth angle. The PBR geometry is

elaborated upon in Section 3.4.1 and Figure 3.7. The total Doppler is,

f̄tot = f̄rx + f̄tgt. (2.30)

In addition to the Doppler shift, PBR resolution is slightly different. Traditional

monostatic resolution is a specific case given by the more general PBR relationship [24]

∆R ≈ c

2B cos(β/2)
. (2.31)

The next chapter outlines the simulation methodology, process, and assumptions.

The theory in this chapter provides the necessary support. This chapter began with
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Figure 2.13. PBR Doppler geometry. β is the bistatic angle and δ is the angle between
the bistatic bisector and target velocity vector. RB is the bistatic range.

a description of OFDM communication waveforms and relevant details of the LTE

OFDM. The LTE communication signal will be simulated in a radar application,

thus an overview of pulsed radar fundamentals was provided. In order to utilize

communications waveforms for GMTI, we use a uniform linear array and perform

STAP. This requires selecting a PBR geometry.
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III. Methodology

3.1 Overview

This chapter provides elaboration on the simulation methodologies. It begins with

a description of how the OFDM waveforms were digitally generated, and lists the key

waveform parameters of concern. Radar processing techniques such as match filtering,

Doppler processing, and STAP, were applied to the digital OFDM waveforms. Lastly,

multiple assumptions made for each simulation/experiment are explained.

3.2 Generating the OFDM

Since the primary purpose of this research is a waveform analysis, it is important

to understand how to reproduce them. It is also important to know what waveform

generation choices were made and why. This section will describe how the digital

waveforms were generated and the tools used.

The LTE waveforms were generated primarily using the MATLAB LTE System

Toolbox. There is an AFIT Passive Radar Toolbox capable of generating LTE wave-

forms which has minor limitations to conveniently simulating LTE waveforms, but

each generates waveforms valid for research. The MATLAB toolbox simulates the

structure of LTE radio frames; including control sequences that contain information

related to the structure of the LTE. Figure 3.1 accurately depicts a typical 10 MHz

LTE structure and notes three particular control regions of concern. The control

region indicated by ‘C’, is referred to as the multicast broadcast single-frequency

network (MBSFN), and is used to initialize the transmission of identical data to mul-

tiple users simultaneously. For instance, a large number of users may simultaneously

stream the same live video [8]. In this instance, the MBSFN control region may occur

at long intervals (radio frame or more), and this is a consideration for PBR waveform
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utilization, but not explored in further details in this research.

Figure 3.1. The physical layer structure of one LTE radio frame of the 10 MHz mode
generated via the MATLAB LTE Toolbox. The overall control structure repeats each
radio frame. The color of each cell is only intended to represent the complex data
encoded on the subcarrier; blue regions have no data. A: a control signal that repeats
the first two symbols of each slot (a slot is 14 symbols). B: a control signal starting on
the sixth symbol and centered at the carrier frequency that repeats once each radio
frame. C: a control signal and quiet region that repeats mid-frame once each radio
frame.

Two parameters examined in this research are the bandwidth mode and encod-

ing scheme. Different LTE bandwidth modes have differing numbers of subcarriers

(the vertical axis of Figure 3.1). Increasing the encoding constellation increases the

number of possible complex values assigned to the physical layer user data. In order

to simulate a LTE radio frame, there are a number of parameters to consider; how-

ever, most only affect the control region structure. Refer to Figure 3.2 to see what

parameters can be adjusted. The parameters that matter most to this research are a

small subset of those available, especially since most parameters affect signal energy

in the control region only. The control region effects on PBR phenomena, such as

ambiguity, have been investigated by Jackson and Evers in [2].
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Figure 3.2. MATLAB LTE downlink channel signal generator graphical user interface
accompanied with clarifying comments.

It is more convenient to generate signals via commands, and may be done so by

following the format of the MATLAB code snipet in Figure 3.3. The MATLAB tool

accepts a vector of random bits as an input and will encode the vector onto the LTE

signal until the commanded number of radio frames are created. If the data cannot

be encoded with the commanded number of radio frames, then the random user data

is truncated. If the commanded number of radio frames is longer than required to

transmit the random user data, then the random user data is repeated. For this

research, the random user data was not repeated.

The AFIT Toolbox LTE generator creates extended mode LTEs waveforms (the

extended mode has 6 symbols per slot instead of 7 and each cyclic prefix is 512Ts). The

LTE resource grid generated by the AFIT Toolbox has fewer control regions typically

present in each LTE slot. An example resource grid is depicted in Figure 3.4. The

AFIT Toolbox also has an OFDM generator. The AFIT tool can vary the LTE

bandwidth by specifying the number of subcarriers. It may be possible to use the
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Figure 3.3. This code will generate 2 radio frames of a 20MHz Mode 64QAM FDD
LTE normal mode downlink signal with random user data on non-control elements.
The MATLAB LTE Toolbox must be installed.

OFDM generator to vary LTE bandwidth modes, control regions, encoding schemes,

etcetera, but for this research the AFIT OFDM generator was not used.

Figure 3.4. This is the physical layer structure of one radio frame of the 20MHz mode
generated via the AFIT Toolbox. The color of each cell is only intended to represent
the complex data encoded on the subcarrier; blue regions have no data. B: a control
signal starting on the fifth symbol and centered at the carrier frequency that repeats
each half-radio frame. The control signal in this image is labeled B. since it is similar
in function to the control signal generated by the MATLAB Toolbox as seen in Figure
3.1.

Using the AFIT tool, random user data is generated for each workspace infor-

mation object. This is slightly different than the MATLAB tool, which generates

a signal, including new random user data, from an information object. Thus, many
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random signal realizations may be created from one MATLAB tool signal information

object. In contrast, a new signal information object must be created for each realiza-

tion when using the AFIT tool. More details regarding the AFIT tool are accessed

via toolbox help files located in the AFIT Passive Radar Toolbox directory. The re-

source grids generated by the AFIT tool and the MATLAB tool may be compared by

examining the workspace signal information objects. Example MATLAB and AFIT

resource grids may be compared in Figures 3.1 and 3.4.

Figure 3.5. This code will generate 1 radio frame of a 20MHz Mode 64QAM FDD LTE
extended mode downlink signal with random user data on non-control elements. The
AFIT Passive Radar Toolbox must be in the current path.

Simulating LTE waveforms can be difficult, given the waveform flexibility. This

section detailed how LTE waveforms were created. There are differences between

the AFIT and MATLAB tools, but each generates waveforms valid for research. The

MATLAB tool was used to generate waveforms for the results in Chapter IV. The next

sections describe how the digitally generated LTE signals were tailored for application

to radar simulations.

3.3 Radar Model Assumptions

This section explains assumptions made for match filtering and Doppler process-

ing (fast and slow-time processing) experiments. In an effort to focus on fast and

slow-time processing waveform effects, experiments assumed a fixed transmitter, fixed

receiver, no propagation losses, and normalized AWGN of 1 Watt. A 3-dimensional

antenna pattern was assumed for the transmitter and receiver; important for model-

ing the power received by each clutter patch. The antenna transmitter and receiver
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gain models from [4] were used. The receiver main lobe was set to 0◦ azimuth,

and the transmitter yaw was set to 0◦ placing the main beam pointing toward the

range-azimuth CUT. Section 3.3.1 and 3.3.2 focus on the reasoning behind two fun-

damentally important radar model assumptions.

3.3.1 Symbol Extraction.

Radar signal experiments were conducted using digitally generated LTE wave-

forms. This section will explain the simulation choices and assumptions for the PRI

and CPI. First, symbols were extracted from the radio frame structure in order to

focus data analysis conclusions to the symbols, rather than the overarching LTE struc-

ture and control regions. This is important to note, because pulsed radars process

signals based on specifically designed PRIs, CPIs, and ideal waveforms. For PBR the

PRI and CPI must be carefully chosen, because performance will vary depending on

what portion of the LTE radio frames are used. Thus, for this research an arbitrary

fixed PRI is assumed (the PRI does not need to be a fixed interval, but it simplifies

the simulation by enabling use of the fast Fourier transform (FFT)). Additionally,

for many of the experiments the LTE waveform exclusively used the structure of the

fifth symbol on the resource grid for each radar pulse. This removed control regions

in order to focus analysis on the random user data in the presence of CSREs. It will

be clearly stated for experiments that did not exclusively use the fifth symbol for each

radar pulse. Each simulation extracted M symbols for use over the radar CPI.

In order to extract a particular symbol the precise set of samples must be indexed.

In order to find the sample index, the timing to the sample index must be calculated.

The LTE normal mode timing has fixed definitions that revolve around the funda-

mental time step, Ts, as explained in Section 2.2.1. For all bandwidth modes, the
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fifth symbol sample index (excluding the CP) can be located as follows:

Timestart = [160 + 4(144 + 2048)]Ts (3.1)

Samplestart = (Timestart)fs + 1 (3.2)

Sampleend = Samplestart +Nu (3.3)

where fs is the LTE mode sample rate and Nu is the LTE mode number of useful

samples. It is important to correctly track symbol sample indices since they vary

depending on bandwidth mode. In order to clarify the structure of each pulse in this

research, Figure 3.6 depicts the time and frequency domain of the fifth symbol of a

10 MHz mode LTE. Since signal energy is normalized, y-axis values are null.

(a) (b)

Figure 3.6. (a) Time domain of a radar pulse that is a 10MHz LTE, fifth symbol. (b)
Frequency domain magnitude of a radar pulse that is a 10MHz LTE, fifth symbol. Since
signal energy is normalized, y-axis values are null.

3.3.2 Radar Bandwidth and Sample Rate Interpolation.

The LTE base station transmit tower can increase and decrease the bandwidth

to accommodate variable demand. In order to investigate the effects of variable

bandwidth a set of worst-case-scenario experiments were conducted. The worst case
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considered varying the bandwidth mode for each pulse. Thus, for the random band-

width experiments each pulse is considered to be one symbol of randomly varying

bandwidth. Future work could investigate how often LTE bandwidth (BW) modes

vary and incorporate into experiments.

LTE waveforms need to be interpolated for fast and slow-time experiments where

the bandwidth mode varies. The LTE bandwidth modes each have different sample

rates, and the MATLAB tool creates digital waveforms with the minimum number

of samples required to preserve the information. In order to preserve the informa-

tion across all BW modes, the radar sample rate must be simulated at the highest

bandwidth; thereby preserving Nyquist criteria for the lowest and the highest sample

rates. Refer to Table 2.1 for a list of the most common mode sample rates.

In order to accommodate varying sample rates for each simulated LTE waveform,

they were interpolated to the highest sample rate, 30.72MHz. Since we want to up-

sample to the 20MHz BW mode sample rate, we can divide the 20MHz mode sample

rate by each other mode sample rates to find an interpolation factor for each. The

digital LTE signals are complex, therefore to interpolate we decompose into real and

imaginary components. Each component is interpolated by the factor separately then

recombined. After interpolation the signal power is normalized and ready for radar

processing.

3.4 STAP Assumptions

Waveform effects on PBR across fast-time, slow-time, and space are examined.

This section explains additional assumptions needed for space-time processing. A

clutter model and PBR geometry is required in order to add the spatial dimension.

The simulations extracted the fifth symbol to represent each pulse as described in

Section 3.3.1. The PRF was fixed at 7500 Hz, there were M = 16 pulses and N = 8
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channels for each STAP simulation, and a 10 GHz carrier frequency is assumed.

3.4.1 Geometry.

The PBR is assumed to have multi-channel receiver traveling parallel to the y-axis.

It is assumed that the system is in a side-looking configuration with uniform linear

channel spacing along the y-axis, recall Figure 2.12. The coordinates are defined

such that the receiver is located at (0,0,hR). The transmitter location is defined by

two angles, and the transmitter height, hT . The first angle defining the transmitter

location is the grazing angle between the bistatic baseline, L, and the plane y =

hT . Assuming a flat earth model the grazing angle may also be refereed to as the

elevation angle and is labeled, θT . The second is the angle between the x-axis ( since

the configuration is broadside-looking) and a vector pointing to the x-y transmitter

coordinate, and is referred to as azimuth, φT .

In order to examine waveform effects on SINR, a particular range-azimuth CUT

is selected. The general transmitter, receiver, and range azimuth CUT geometry are

depicted in Figure 3.7. For all STAP experiments θT = 45◦, φT = 0◦, hR = 1000m,

hT = 1000m. Any particular range-azimuth CUT could be selected, but Figure 3.7

purposefully depicts the CUT to occur along φT 6= 0◦ in order to emphasize what

is φT . However,the range-azimuth CUT selected for all STAP experiments was at

φT = 0◦, xp = 3100m, and yp = 0m.

3.4.2 Clutter.

Modeling clutter is critical to STAP, because clutter is inherently colored across

space and time. In general, clutter was modeled as i.i.d. but correlated over space and

time. The clutter (and noise) contribution for each range bin must be determined

for the model, and is referred to as the clutter space-time snapshot. The clutter
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Figure 3.7. Receiver, transmitter, and range/azimuth CUT locations in 3-dimensional
coordinates. vrx is along the y-axis, and (xp, yp) are the (x, y) coordinates of the
range/azimuth CUT location ground patch.

space-time snapshot for the k-th range bin, χck, is obtained from

χck =
Nc∑
i=1

σ2
nξi,kv(ϑi,k, f̄di,k), (3.4)

where the subscript k denotes the k-th range bin, v is the space-time steering vector

for the i-th k-th clutter patch, Nc is the number of clutter patches being simulated for

the range bin, i is the clutter patch index, σ2
n is the noise power normalized to 1 Watt

for this research, and ξi,k is the clutter to noise ratio (CNR) for the i-th k-th patch.

The CNR provides the clutter contribution to χck for each patch and is obtained

from,

ξi,k =
PTGT (θTi,k , φTi,k)gR(θRi,k

, φRi,k
)λ2σi,k

(4π)3σ2
nLsR

2
Ri,k

R2
Ti,k

(3.5)

where PT is the peak transmit power fixed at 1000 Watts for this research, GT is

the transmitter gain beam pattern and is a function of the transmitter elevation, θT ,

and azimuth, φT , angles to the i-th k-th clutter patch, gR is the receiver element gain

beam pattern and is a function of the elevation, θR, and azimuth, φR, angles to the

i-th k-th clutter patch, σ is the radar cross-section (RCS) of the i-k-th clutter patch,

RR is the range from receiver to the i-th k-th clutter patch, and RT is the range from
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transmitter to i-th k-th clutter patch.

This paragraph provides a brief elaboration on the RCS, σ, from (3.5). The RCS

of each patch is independently realized from the same complex normal distribution.

The coherency is modeled through the steering vectors that describe the patch’s

expected coherent change in phase over space and time. The experiments in this re-

search assume zero intrinsic clutter motion and use the in-plane out-of-plane (IPOP)

model as carefully described in [4,25]. Briefly, the IPOP models heterogeneous range-

dependent clutter based on in-plane out-of-plane scattering properties to assign an

expected RCS value to each clutter patch. Details of the model are left to the refer-

ences. The reason this model was selected was to include the geometrical dependence

of clutter and fix the model of choice for all experiments.

Lastly, as described in Section 2.5, transmitter motion induces a structure which

manifests as clutter ridge in the angle-Doppler space. The clutter ridge across angle-

Doppler space has a slope of 1 (α = 1) for this research, with the PRF fixed at

7500 Hz, the carrier wavelength fixed at 0.03 m, and the receiver velocity approxi-

mately 112 m/s. The clutter ridge slope is mostly irrelevant since the SINR is analyzed

at zero spatial frequency.

Future research needs to verify (3.5) for use with LTE signals. The time-bandwidth

product may be a pertinent factor affecting the clutter power contribution from each

clutter patch, and (3.5) does not currently account for the waveform time-bandwidth

product.

3.4.3 Filter Width.

Available computing power affected the number of samples representing each

pulse. In the LTE 20 MHz mode there are 2048 samples per symbol, excluding the

CP. This overloaded system memory and required multiple days to perform STAP
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and experiment realizations. Thus, the filter width was shortened. For the majority

of the STAP experiments, the filter was shortened to approximately 5.4 µs, which

reduced the number of samples in each matched filter response. Additionally, dur-

ing the execution of STAP experiments, there was a geometry related problem with

longer filter lengths. The computing power and geometry problems were eventually

overcome to allow full symbol-length pulses and filters. However, unless otherwise

stated, the LTE filter lengths were approximately 5.4 µs.

The next chapter explains each experimental setup and results, building upon the

previous chapter theory and the assumptions described in this chapter.
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IV. Results & Analysis

4.1 Overview

This chapter explains four particular sets of experiments conducted using LTE

waveforms. First, match filtering and Doppler processing is simulated. Second, the

effects of randomized bandwidth on match filtering and Doppler processing is ex-

plored. After that, bandwidth mode and encoding schemes are varied to examine

effects on match filtering. Finally, a three-dimensional geometry is assumed, and a

STAP algorithm is applied to the LTE waveforms with varying bandwidth modes

(1.4, 3, 5, 10, 15, 20 MHz modes) and encoding schemes (QPSK, 16-ary, and 64-ary).

The last section of this chapter describes the computing power required to conduct

the experiments.

4.2 Temporal Analysis

A single realization of a M -pulse PBR CPI is simulated using the MATLAB

LTE toolbox. Doppler frequencies are normalized, and the PRI is assumed constant.

Each pulse contains Nu samples, excluding the CP, of the fifth LTE symbol of each

slot. The match filtered sample lag is converted to the bistatic range offset, with zero

meters corresponding to zero sample lags. The received waveform is simulated to have

no Doppler shift. The slow-time dimension is interpolated to 4096 samples in order

to smooth the Doppler processed images. Figures 4.1-4.2 show the resulting match

filtered and Doppler processed responses. The figure pixels are arranged similar to

the data cube as described in Figure 2.10, and the Doppler processing is executed

with a Fourier transform across slow-time of the match filtered response. The y-axes

are limited to 1000 meters in order to focus on the region near the main lobes. The

most apparent variable feature is the spreading bistatic range offset, which is evident
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in the match filtered responses and Doppler processing.
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(a) 1.4 MHz (b) 3 MHz

(c) 5 MHz (d) 10 MHz

(e) 15 MHz (f) 20 MHz

Figure 4.1. Match filtered CPI using each LTE bandwidth mode as the radar pulse
signal. The pulse duration is fixed for each bandwidth mode. No noise is included, but
pulses vary due to random user data.
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(a) 1.4 MHz (b) 3 MHz

(c) 5 MHz (d) 10 MHz

(e) 15 MHz (f) 20 MHz

Figure 4.2. Doppler processed CPI using each LTE bandwidth mode as the radar pulse
signal. The pulse duration is fixed for each bandwidth mode. No noise is included, but
pulses vary due to random user data.
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In Figure 4.1 it can be seen that the match filtered main lobe width decreases as

the bandwidth mode increases. This is no surprise since it was shown in (2.31) that

the range resolution is a function of pulse bandwidth, and a broad main lobe results

in higher filter responses adjacent to zero-lag. In Figure 4.2 it can be seen that the

Doppler processed responses spread in range, but little or no spreading is evident

across Doppler. This is no surprise since the PRI and CPI did not vary, which fixed

the Doppler space. These results were critical to understanding basic pulse radar

simulations using LTE signals as the pulses, and were foundational to simulations in

which the bandwidth varied from pulse to pulse, discussed in the next section.

The following steps summarize the temporal analysis experiment procedure:

1. Set the LTE BW mode.

2. Generate 1 radio frame using LTE toolbox.

3. Use Equations (3.1)-(3.3) to extract and store M fifth symbols.

4. Calculate the fast-time interpolation factor, 2048
Nu

.

5. Split each stored symbol into real and imaginary components. (or use MATLAB

interpft and skip to normalization step)

6. Interpolate real and imaginary components by interpolation factor.

7. Recombine real and imaginary components.

8. Normalize symbol power, s = s√
sHs

.

9. Perform match filtering across fast-time using MATLAB xcorr function, and

store results.

10. Set desired slow-time interpolated sample number

11. Perform Doppler processing across slow-time using FFT and slow-time interpo-

lation factor, and store results.
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4.3 Random Bandwidth

The results in Section 4.2 Figures 4.1-4.2 suggest that varying LTE bandwidth

from pulse-to-pulse may impact expected PBR performance. Thus, the next experi-

ment simulates pulse-varying bandwidth. The bandwidth mode of each pulse varies

with uniform randomness between 1.4, 3, 5, 10, and 20 MHz; the 15 MHz mode is

excluded to accelerate interpolation processing. All pulses are interpolated to the

20 MHz mode sample rate. Again, as in Section 4.2, the slow-time dimension is inter-

polated to 4096 samples in order to smooth the Doppler processed images. The y-axes

are limited to 2000 meters in order to focus on the region near the main lobes and

to capture some sidelobe effects; recall that the full match filtered response is nearly

20,000 meters long. Lastly, for illustrative purposes only, the target is assumed to

induce a -0.2 normalized Doppler shift. The Doppler shift is applied by accumulating

a -0.2 normalized frequency phase shift per pulse on the received signal, as in (2.8).

Figures 4.3 and 4.4 depict 100 pulses match filtered and Doppler processed. Not sur-

prisingly, the match filtered response has substantial main lobe width variation from

pulse to pulse. It is a little more difficult to interpret what is happening with the

Doppler processing. In both cases, the noise floor has risen in comparison to the fixed

mode match filtered and Doppler processed responses. In order to better understand

the effects of random bandwidth, a Monte Carlo simulation is necessary.

Next, 400 realizations of match filtered and Doppler processed CPIs are generated.

Mean bias and variance convergence were examined for 200 and 300 realizations; bias

was minimal and the variance converged, therefore 400 realizations offered reasonable

computing power trades. The effects of randomizing the bandwidth from pulse-to-

pulse is evident in the match filtered variance and Doppler processing variance (see

Figures 4.5 and 4.6).

Since all of the waveforms are normalized, there is minimal variance at 0 lag/bistatic
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Figure 4.3. 100 match filtered LTE
pulses with uniform randomly varying
bandwidth.

Figure 4.4. 100 Doppler processed LTE
pulses with uniform randomly varying
bandwidth.

Figure 4.5. Variance of 400 realizations
of match filtered LTE pulses with uni-
form randomly varying bandwidth.

Figure 4.6. Variance of 400 realizations
of Doppler processed LTE pulses with
uniform randomly varying bandwidth.

range offset. Once the bistatic range offset is out of the 20 MHz mode mainlobe, match

filtered variation rises. From approximately 10 m to 200 m bistatic range offset, the

match filtered response variation peaks. Beyond this range, the variation tapers off

to zero in the side-lobes. In Figure 4.6 there is a variance spike near f̄d = 0.3 spread

along the bistatic range. This variance spike was inexplicable, but multiple Monte

Carlo simulations and differing simulated target Dopplers also produced the variance

spike.

The following steps summarize the random bandwidth temporal analysis experiment

procedure:
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1. Randomly select the LTE BW mode, with uniform random number.

2. Generate 1 radio frame using LTE toolbox.

3. Use Equations (3.1)-(3.3) to extract and store the fifth symbol.

4. Repeat the above steps until M random bandwidth pulses are stored.

5. Calculate the fast-time interpolation factor, 2048
Nu

.

6. Split each stored symbol into real and imaginary components. (or use MATLAB

interpft and skip to normalization step)

7. Interpolate real and imaginary components by interpolation factor.

8. Recombine real and imaginary components.

9. Normalize symbol power, s = s√
sHs

.

10. Perform match filtering across fast-time using MATLAB xcorr, and store results.

11. Set desired slow-time interpolated sample number

12. Perform Doppler processing across slow-time using FFT and slow-time interpo-

lation factor, and store results.

13. Repeat the above steps for 400 realizations and store each realization results.

14. Compute match filter and Doppler processing variance across the 400 realiza-

tions.

4.4 Bandwidth and Encoding Scheme Effects on Match Filtering

Building upon the results from Sections 4.2 and 4.3, the match filtered sidelobes

are more closely examined for each bandwidth mode and user data encoding scheme.

For this next analysis, the waveforms are again selected as the fifth symbol, but are

not interpolated to remove any unexpected bias that it may introduce. As before,

each match filtered response is normalized to the peak response. Figure 4.7 shows the

match filtered variances across the three analyzed encoding schemes: QPSK, 16QAM,

and 64QAM.
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(a) 1.4 MHz (b) 3 MHz

(c) 5 MHz (d) 10 MHz

(e) 15 MHz (f) 20 MHz

Figure 4.7. Variance of 200 realizations of match filtered LTEs [1].
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Figure 4.8. Variance of 200 realizations of match filtered QPSK LTEs [1].

The variances were generated from 200 realizations, which was deemed sufficient to

minimize mean bias and achieve variance convergence. The match filtered variances

are zero at zero lag, due to each waveform being normalized. Inspection of Figure

4.7 show that sidelobe match filtered variance depends on the encoding scheme. The

variance increases with encoding scheme; or another way of saying it is that the vari-

ance increases with the bit-rate. Examining the variance from zero-lag to around

half the maximum lag the differing variance is clear, then tapers off toward the max-

imum lag. Figure 4.8 it is starkly obvious that match filtered variance is inversely

proportional to bandwidth, with the 20 MHz mode having the lowest variance and

the 1.4 MHz mode having the highest variance. Since the variance is proportional to

the bit-rate and inversely proportional to the bandwidth mode, this suggests there

may be an emitter selection/optimization trade-space. The highest bandwidth mode

may not always be the best choice signal if there is a lower bandwidth mode available

operating at a lower bit-rate.

The following steps summarize the encoding scheme experiment procedure:
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1. Select one LTE encoding scheme (QPSK, 16-ary, 64-ary).

2. Select one LTE BW mode (1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz, 20 MHz).

3. Generate 1 radio frame using LTE toolbox.

4. Use Equations (3.1)-(3.3) to extract and store the fifth symbols.

5. Perform match filtering across fast-time using MATLAB xcorr, normalize with

xcorr, and store results.

6. Repeat the above steps for 200 realizations and store each realization results.

7. Compute match filter variance across the 200 realizations, and store results.

8. Repeat 2-7 for each BW mode.

9. Repeat 1-7 for each encoding scheme.

4.5 Bandwidth and Encoding Scheme Effects on STAP

Expanding even more upon the prior section results, the SINR performance of the

waveform bandwidth modes and encoding schemes are compared. A PBR configu-

ration and geometry is assumed as described in Section 3.4.1, with some key details

repeated here: M = 16, N = 8, the geometry depicted in Figure 3.7, and each pulse

is a unique fifth LTE symbol. The filter length was shortened to approximately 5.4 µs

(rather than using a full 66 µs pulse) in order to reduce the processing requirement.

The SINR curves were generated from 200 realizations. The mean and standard de-

viation for the 64QAM 1.4 MHz mode is shown in Figure 4.9; 200 realizations was

deemed sufficient to minimize mean bias and achieve variance convergence.

Next, the mean SINR curves for each mode and encoding scheme are shown for

convenient comparison in Figures 4.10 and 4.11. Initially, the filter length was short-

ened to 5µs to reduce data processing requirements, but later the filter length was

extended to a full LTE pulse length of 66µs. Extending the filter length allows a
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Figure 4.9. Mean and standard deviation of 200 SINR curve realizations. This am-
mount of realizations was sufficient to minimize mean bias and achieve variance con-
vergence.

more accurate representation of the effects of the modeled clutter environment. In

Section 4.4 the data suggested the possibility of an emitter selection/optimization

trade-space, and Figures 4.10 and 4.11 offer corroboration. There is more SINR loss

with higher bit-rates, and more SINR loss with lower bandwidth modes. Therefore the

highest bandwidth mode may not always be the best choice signal if there is a lower

bandwidth mode available operating at a lower bit-rate. Chapter V will expound

upon the significance of these results and describe additional research questions that

needing attention.
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(a) 5.4µs filter (b) 66µs filter

Figure 4.10. Mean SINRL curves for the LTE 10MHz mode. (a) Has a shorter filter
length, which reduced data processing requirements. (b) More accurately represents
the effects of the modeled clutter environment.

(a) 5.4µs filter (b) 66µs filter

Figure 4.11. Mean SINRL curves for the 16QAM LTE. (a) Has a shorter filter length,
which reduced data processing requirements. (b) More accurately represents the effects
of the modeled clutter environment.
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The following steps summarize the encoding scheme experiment procedure:

1. Initialize experiment parameters

• Set BW mode.

• Set Encoding scheme.

• Set the number of slow-time pulses, M , and array channels, N .

• Set clutter to IPOP model.

• Set range oversampling to 2.

2. Generate 1 radio frame using LTE toolbox.

3. Use Equations (3.1)-(3.3) to extract and store the fifth symbols.

4. Perform match filtering across fast-time using MATLAB xcorr, normalize with

xcorr, and store results.

5. Set match filter extent limit to 800 meter bistatic range offset.

6. Apply the match filter extend limit to prevent memory overload.

7. Craft tapered covariance matrix, Rk, using equation (2.15).

8. Build space-time steering vector.

9. Calculate the CNR at the range-azimuth CUT using equation (3.5).

10. Calculate the clutter space-time snapshot, χc.

11. Calculate SINR loss at the range-azimuth CUT using equation (2.24), and store

results.

12. Repeat the above steps for 200 realizations.

13. Compute the standard deviation and average SINR curve, and store results.

14. Repeat the above steps for each mode and encoding scheme combination.

The STAP simulations described prior to this assumed a filter length of approx-

imately 5.4 µs. The simulation code was improved in order to accommodate longer

pulses. The previously described steps were modified by setting the filter extent limit
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to 9500 m to create full symbol length filter excluding the CP and 10500 m to in-

clude the CP. The SINR curves for each mode and encoding scheme for signals with

and without the CP are depicted in Figures 4.12-4.13. Comparing left to right, it is

evident that the CP has little or no effect on the SINR. All bandwidth modes and

encoding schemes are presented for completeness.
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(a) QPSK CP Excluded (b) QPSK CP Included

(c) 16QAM CP Excluded (d) 16QAM CP Included

(e) 64QAM CP Excluded (f) 64QAM CP Included

Figure 4.12. Mean SINRL curves CP excluded (left) and CP included (right) for each
LTE mode.
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(a) 1.4 MHz Mode CP Excluded (b) 1.4 MHz Mode CP Included

(c) 3 MHz Mode CP Excluded (d) 3 MHz Mode CP Included

(e) 5 MHz Mode CP Excluded (f) 5 MHz Mode CP Included

Figure 4.13. Mean SINRL curves CP excluded (left) and CP included (right) for each
encoding scheme; 1.4-5 MHz modes.
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(a) 10 MHz Mode CP Excluded (b) 10 MHz Mode CP Included

(c) 15 MHz Mode CP Excluded (d) 15 MHz Mode CP Included

(e) 20 MHz Mode CP Excluded (f) 20 MHz Mode CP Included

Figure 4.14. Mean SINRL curves CP excluded (left) and CP included (right) for each
encoding scheme; 10-20 MHz modes.
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4.6 Computational Resources

The random bandwidth and STAP experiments were constrained by available

computing resources. The random bandwidth match filtering and Doppler processing

experiments can be completed in one-two hours using a single processing core and

requires at least 32 GB of RAM. This is easily available on many AFIT computers;

thus, the focus of this section is on the resources required to generate the SINR curves.

The STAP code utilized by this research exploits MATLAB implicit expansion

to simulate the radar data-cube, trading high memory costs for faster computation

time. Using implicit expansion to simulate the entire range CUT (all normalized

Doppler and Azimuth combinations) easily required 196 GB of RAM. Thus, the code

was modified in consideration of the required computing power. The number of

filter samples was truncated to accommodate the largest number of samples possible

without memory overload. The number of samples allowed for the pulse was decided

by selecting a maximum bistatic range offset, which was approximately 800 meters,

above which the RAM requirement exceeded 196 GB. Additionally, in order to further

reduce required computing power, only the 0◦ range-azimuth CUT was computed.

The STAP code also had a geometry limiting bug, which limited the signal pulse

time-length. The bug was encountered when the pulse width exceeded approximately

6 µs, and resulted in problems modeling Rk for the particular geometry selected for

the simulations (see Section 3.4.1). This limitation was eventually overcome, and

results for pulses exceeding 6 µs are presented at the end of Section 4.5.

The computation time required to simulate one realization of an entire range CUT

was approximately 200 seconds for the 20 MHz mode. Computation time is dependent

on the bandwidth mode since the number of samples for each maximum bistatic range

offset varies. With a single realization time of 200 seconds for the 20 MHz mode, it

required approximately 12 hours to simulate 200 realizations of the 20 MHz mode,
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10 hours for 200 realizations of the 15 MHz mode, 8 hours for 200 realizations of the

10 MHz mode, etc. (and note that this is just for one encoding scheme). Bottom

line, it easily required a 4 GHz CPU with 196 GB of RAM approximately 5 days to

simulate each bandwidth mode and encoding scheme combination.

After limiting the calculations to the 0◦ range-azimuth CUT, the memory require-

ment was alleviated. What before took the full 196GB of RAM in the 20 MHz mode,

now required approximately 15 GB of RAM, but the computation time did not im-

prove very much. Thus, the simulation was adjusted to run batches of realizations

in parallel. This effectively improved the computation time to 20 seconds from 200

seconds for a single 20 MHz mode realization. After these improvements it required

approximately 1 hour to simulate 200 realizations of the 20 MHz mode, 0.8 hours for

200 realizations of the 15 MHz mode, etc. Bottom line, it required a 4 GHz CPU with

12 workers and 196 GB of RAM approximately 1 day to simulate each bandwidth

mode and encoding scheme combination.
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V. Conclusion

5.1 Overview

This chapter revisits the research goal, provides a summary of the results, and

contribution to the PBR community. Lastly, future research topics are suggested

5.2 Research Goal

This is a new research area at AFIT, and thus the goals were exploratory. The

research focused on LTE waveform affects on PBR, and explored in detail the effects

of variable bandwidth, user data encoding, and bandwidth mode on match filtering,

Doppler processing and STAP.

5.3 Results and Contribution

A significant portion of work for this research was dedicated to simulating realistic

and accurate LTE waveforms. Prior AFIT students, [2], developed an LTE generation

tool, but there were tool limitations and uncertainty in the accuracy. Thus, the

MATLAB LTE Toolbox was acquired and [8] helped the development of a realistic

and accurate waveform. Thus, a side-benefit of this research was improving AFIT

LTE simulation capability. Sections 2.2.1 and 3.2 provide detailed break-down of the

LTE and a comparison of two generation tools, which will prove beneficial for PBR

and communication-centric research.

The research experiment in Section 4.2 was not novel, but an important ex-

ploratory step in the overall research. The basic temporal analysis confirmed clutter

Doppler spread from pulse diversity due to random user data, as described in [4]. The

temporal research also served as a precursor to the random bandwidth experiments.

In the beginning phases of this research it was believed that LTE bandwidth could
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vary from symbol to symbol. It was later understood that the bandwidth is more

likely to vary between radio frames. Thus, the random bandwidth experiments may

be less operationally representative, but still provide valuable insights to the worst

case scenario. It can be seen in Figures 4.5 and 4.6 that random bandwidth will

degrade correct range matching and Doppler estimation.

The STAP experiments examining encoding scheme and bandwidth mode demon-

strate the impact of each parameter on SINR loss. This discovery aid PBR flight

path optimization, since the best achievable SINR from available signals may be from

a waveform at a lower bit-rate. Furthermore, no research at AFIT has yet simu-

lated STAP using using LTE waveforms besides [4]. Thus, this research provides

an initial stepping stone. The match filtering was limited to center-most samples to

accommodate computing limitation, and thus conclusions are limited by this as well.

5.4 Future Research

The following items are a number of areas open to future exploration.

1. Control region effects: The slot preamble and CSREs within the LTE resource

grid could be used as the PBR signal.

2. Bandwidth stitching: Base stations may transmit on adjacent carriers frequen-

cies which could be combined to increase effective PBR bandwidth.

3. CP effects: The processing performance losses due to the CP could be charac-

terized. Furthermore, it may be possible to use the CP to improve ranging.

4. Multi-symbol length pulses: Processing multi-symbol length pulses can enable

the study of parameter variation (such as bandwidth and encoding) within a

PRI.

5. Optimization: the set of signal parameters and geometries could be examined

to find what factors matter most for optimization.
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6. AFIT tool updates: the AFIT tool could be updated to allow for normal mode

LTE signals.

7. PBR in the lab using LTE signals: more consideration must be given the op-

eration of a base station and PBR receiver to address the transmission and

collection of a realistic CPI.

8. Varying pulse parameters within one CPI: The effects of varying pulses (such

as encoding and bandwidth) within a CPI need to be characterized.

9. Verify (3.5) for use with LTE signals. The time-bandwidth product may be a

pertinent factor effecting the clutter power contribution from each clutter patch.
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