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Foreword 

This foreword provides an explanation and differentiation of NATO IST-145 and 
IST-129. In this report, both IST-145 and IST-129 are referenced.  

In 2013, the NATO, Science and Technology Organization (STO), Information 
Systems Technology (IST) panel approved a Technical Activity Proposal (TAP) 
for IST-129, Predictive Analysis of Adversarial Cyber Operations. The approval of 
a TAP means a Research Task Group (RTG) is formed and member countries begin 
collaborating on the research topic. One of the tasks for IST-129 was to sponsor a 
collaborative event for predictive analytics. 

Simultaneously, the NATO STO IST panel approved a TAP for a Research 
Specialist Meeting (RSM) for Predictive Analytics, IST-145, in 2015. The intent 
was to schedule a Specialist Meeting on the generic topic of predictive analytics in 
the 2017 timeframe. To expedite and consolidate things, the IST-129 RTG assumed 
the lead for IST-145 RSM to achieve both goals. The Specialist Meeting in October 
2017, the topic of this report, was the capstone event for IST-145. When referencing 
items specific to the Specialist Meeting, or IST-145 research, the authors tried to 
use IST-145. When referencing research performed as part of IST-129, the authors 
used IST-129. In some cases, both are referenced for accuracy as the two activities 
had similar and overlapping goals and expectations.  

Tracy Braun, CCDC Army Research Laboratory 
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1. Introduction 

This report summarizes the discussions and findings of the 2017 NATO Specialist 
Meeting, IST-145, on Predictive Analytics and Analysis in the Cyber Domain. The 
Specialist Meeting was held in Sibiu, Romania, on 10‒11 October 2017 at the 
Nicolae Bălcescu Land Forces Military Academy. The Specialist Meeting chairman 
was Dr Dennis McCallam, Northrop Grumman, United States. This workshop was 
unclassified and open to NATO nations, Partner for Peace nations, Mediterranean 
Dialogue, Istanbul Cooperation Initiative nations, and global partners. 

The Specialist Meeting committee was composed of David Aspinall, University of 
Edinburgh, United Kingdom; Tracy Braun, US Army Research Laboratory (ARL)*, 
United States; Roman Faganel, Slovenia Ministry of Defence, Slovenia; Leonard 
Ferrari, US Naval Postgraduate School, United States; Heiko Guenther, Fraunhofer 
FKIE, Germany; Matthew Kellet, Defence R&D Canada, Canada; Joseph 
LoPiccolo, US Naval Postgraduate School, United States; Peeter Lorents, Estonian 
Business School, Estonia; Wim Mees, Royal Military Academy, Belgium; Juha-
Pekka Nikkarila, Finnish Defence Research Agency, Finland; Teodor Sommestad, 
Swedish Defence Research Agency FOI, Sweden; and Margaret Varga, Seetru Ltd. 
and Oxford University, United Kingdom. 

In the organization and planning for this Specialist Meeting, we examined and 
analyzed the current state of practice with respect to prediction of cyber behavior 
and areas that could contribute to the ability to effectively predict adversarial cyber 
behavior at some level.  

At the outset and in the planning phases, we developed four primary objectives: 

1) Bring together in one group or forum, subject-matter experts researching 
and developing predictive analytics/analysis (PA) tools for use with big data 
(hard and soft) in order to improve understanding and share thoughts on 
predictive analytics; 

2) Bring together researchers, practitioners, and vendors to discuss the state of 
the art and practice on PA in the cyber domain;  

3) Provide a forum to present current tangible and theoretical research in the 
field of PA of adversarial cyber operations; and  

                                                 
* The work outlined in this report was performed while the US Army Research Laboratory (ARL) was part of 
the US Army Research, Development, and Engineering Command (RDECOM). As of 31 January 2019, the 
organization is now part of the US Army Combat Capabilities Development Command (formerly RDECOM) 
and is now called CCDC Army Research Laboratory. 
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4) Investigate and suggest an international way forward to progress the state 
of the art and implementation of adversarial cyber behavior prediction. 

To accomplish these objectives, we sought papers, research, use-case studies, 
and/or analyses on the PA of adversarial cyber operations covering a wide range of 
topics: 

• Predictive tools being used in big data  

• Findings or experiments on relationships between algorithm types 
implementing analytics and domain of implementation 

• Fusion of different analytic approaches for prediction of nonsignature-based 
cyberattacks  

• Cyber situational awareness conveyance tools and methods situation 
description  

• Detection of threat capability, and course of action (COA) selection as a 
function of threat capability, as defined by the Defence Science Board 
(DSB) 

• Evaluation of threats that leverage known vulnerabilities with previously 
unseen exploits  

• Characterization of adversarial behavior within a network including tactics, 
techniques, and procedures (TTPs) 

• Methods for detecting unknown vulnerabilities 

• Measures and metrics of adversarial cyber activity 

• Methods for dealing with adversarial adaptation to predictive models 

• The cyber observe–orient–decide–act (OODA) loop 

2. Background  

While the growth of available data has increased exponentially, the capabilities of 
analysis tools, recognition software, and computer capacity have not grown nearly 
as fast, though they are still far more powerful today than even a decade ago. 
Several PA tools that are in the early stages of research show great promise for 
improving our understanding and ability to support decision making at reduced 
levels of risk. At the same time, the challenges of the 21st century have also become 
more complex and include the impact of a volatile global economy, population 
migrations, changing weather patterns due to climate change, loss of arable land 
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and fresh water on a global scale, expected population growth, pandemics, and 
terrorist activities worldwide. Having a good indication of likely future actions by 
nation states, terrorist organizations, refugees, and financial markets has become 
vital to the planning of collaborative organizations such as NATO in order to form 
improved preventative and response strategies to potential large-scale crisis events. 
The PA tools available to analysts today are quite powerful when compared to those 
of a decade ago. The problems that can be supported by PA range from 
Commanding Officer decision support in peacekeeping and conflict zones, to 
strategic decisions based on future global requirements and regional support needs 
due to predicted pandemic and other health issues, to prediction of natural disasters 
needing high-availability disaster recovery (HADR), to detection of anomalies on 
critical communication and control data networks, that is, cybersecurity. Some of 
the required predictions need to be used in decision making in real time or even 
within microseconds of an occurring event, while others can be more strategic and 
even utilize massive offline computation. The variables associated with these major 
challenge areas has led to the development of a collection of PA tools and research 
programs with differing properties. There are already a number of tools that are 
being developed to provide predictions from the rapidly growing available world 
databases, but often there is little crosstalk among researchers developing some of 
the most effective predictive tools. 

There exist approaches (e.g., Brown et al. [2002] and Kott and McEneaney [2006]) 
to the PA of adversarial COAs in noncyber domains, although the efficacy and 
robustness of these approaches remains uncertain. The shift of military operations 
to a reliance on cyberspace over the last 25 years and the speed of actions in that 
domain lead to a need to be proactive in understanding how attacks happen and, 
more importantly, what is likely to occur in the future as a result.  

PA has been widely relied upon to evaluate options in many domains such as 
banking, gaming, insurance, and retail. These techniques have not yet been applied 
to the cyber domain, likely because there are significant challenges in doing so: 

• Cyberspace is complex, dynamic, asymmetric, and not well understood, 
making the adversary’s choice of potential attack steps much larger than in 
other domains. 

• The adversary has the upper hand because their actions in cyberspace are 
much less observable and take less time than in other domains. 

• The rapid evolution of new zero-day exploits obscures (full situational 
awareness) knowledge and temporal awareness of the current situation. 
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• There are diverse cultural, social, and cognitive traits of the adversary that 
are important factors in determining future adversarial COAs.  

• Coordination among nations and transnational institutions requires close 
collaboration to enable extremely fast exchange of knowledge about 
adversaries and their anticipated operations using a common set of 
concepts, terms, and methodologies. 

There are aspects of adversarial actions and the cyber domain that can be used to 
our advantage in PA. It may be possible turn the temporal advantage of the 
adversary’s quickness of action to our advantage if we can get inside of their 
decision-making (or OODA loop) cycle to make timely and accurate predictions of 
their future actions. We can also use our knowledge of the adversary’s capabilities, 
and the maturity thereof, to reduce the space of possible adversarial actions and 
increase the accuracy of our predictions (Linkov et al. 2013). In fact, a DSB report 
(Resilient Military Systems and the Advanced Cyber Threat) focuses on assessing 
capabilities and analyzing the specific tools and TTPs used by the threats. 

The purpose of this Specialist Meeting was twofold. The first was to look at the 
science of PA in general and the second to consider implementations of PA 
specifically with regard to predicting adversarial cyber operations. 

3. Detailed Review of the Presentations 

This Specialist Meeting explored how the directions of current and future science 
and technology may impact and define potential breakthroughs in the field of 
prediction as applied to the cyber domain. The presentations and discussions, along 
with relevant committee conclusions at the Specialist Meeting, are contained in this 
report. This section of the report summarizes each presentation and then provides a 
set of committee observations and conclusions. 

3.1 Introduction to the Specialist Meeting 

Presented by: Michael Wunder, NATO Information Systems Technology (IST) 
Panel Chairman 

Dr Wunder provided a welcome and official kickoff for the Specialist Meeting. His 
presentation provided the background of how the Specialist Meeting activities fit 
into the NATO research scheme. He did a very high-level review of the Science 
and Technology Organization (STO), which now consists of the Collaboration 
Support Office, the Office of the Chief Scientist, and the Centre for Maritime 
Research. STO has a well-defined charter as the strategic enabler developing 
technology advantages for defense. STO helps to promote different science and 
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technology (S&T) activities, not only enabling but influencing the defense 
capabilities and threat mitigation, and supporting NATO decision makers. The 
salient feature of STO is twofold. First, STO helps organize activities that are 
common S&T problems across the alliance, which in turn create additional 
relationships between and among researchers from member nations. This 
accelerates the trust necessary for research cooperation. The second feature may be 
the most important, since STO activities help force multiply investments individual 
countries make on projects through common research on common problems. The 
impact to the work of IST-145 and IST-129 is that the issue of cyberspace adversary 
prediction is a universal problem and coming together to examine collaboration 
potential is of keen interest.  

Dr Wunder went on to describe the panels and groups chartered by and supporting 
STO. There are seven panels: Applied Vehicle Technology (AVT), Human Factors 
& Medicine (HFM), Information Systems Technology (IST, and the oversight 
Panel for IST-145 and IST-129), Systems Analysis & Studies (SAS), Systems 
Concepts & Integration (SCI), and Sensors & Electronics Technologies (SET); and 
one group, Modelling and Simulation Group (MSG). He noted that STO is 
encouraging cross-panel cooperation and there has been an uptick in cosponsored 
activities. The IST Panel oversees the cooperation that results in systems 
improvements with a focus on cybersecurity and secure information transfers. It 
comprises 54 members representing 45 countries and associates. IST sponsors three 
focus groups: Decision Support, Ensuring Communications, and Security & Trust. 
He also reviewed the six ways of participation: 

• Exploratory Teams (ETs) assist or advise the panel on the technical merit 
or feasibility of a specific longer-range proposal for a technical activity or 
future content of the Panel’s technical program.  

• A Research Task Group (RTG) is chartered for a maximum of three years 
to address and provide documentation against a particular and specific 
research and technology problem.  

• A Research Symposium (RSY) promotes the exchange of state-of-the-art 
knowledge among a wide audience on an important scientific or applied 
topic.  

• Symposia, Specialist Meetings, and Workshops aimed at promoting 
exchange of state-of-the-art knowledge and facilitating intensive 
information exchange and focused discussion among an audience of invited 
specialists and keynote speakers. 
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• Lecture Series and Technical Courses aimed at disseminating state-of-the-
art scientific knowledge and recent field developments through onsite 
instructor training to meet the needs of NATO. 

Dr Wunder concluded by citing some specific examples of current work and to 
inform the group on an upcoming Specialist Meeting on Big Data and Artificial 
Intelligence, IST-600, to be held in Bordeaux, France, 31 May–1 June 2018. 

3.2 Setting the Stage: A Review of the Work of IST-129, 
Predictive Analysis of Adversarial Cyber Operations  

Presented by: Dennis McCallam, Specialist Meeting Chairman 

Dr McCallam, as the chair for the sponsoring activity IST-129, gave a review of 
IST-129 work to date to provide the technical context for the Specialist Meeting. In 
essence, PA has to consider the past and present to predict the future. The current 
IST-129 group has been sponsored by nine member nations and is into the second 
year of the three-year remit of work. The research task group has three objectives: 

• To characterize the current state of research in the field of PA of adversarial 
cyber operations. This will be satisfied through an assessment of approaches 
concentrating on cyber battlefield intelligence preparation, describe the 
similarities and differences with conventional warfare approaches with 
respect to PA of adversarial COAs, and validate the current state of the art 
through a workshop activity.  

• To develop an initial roadmap for development of a comprehensive set of 
methodologies, technologies, and tools for advancing the proactive PA of 
adversarial cyber operations. 

• To develop a final technical report that supports NATO and its members. 

To date, we have discovered very little work in this area at least in the unclassified 
domain. As an example, the IST-129 committee (in preparation for this Specialist 
Meeting) contacted over 100 companies, and most felt their technology readiness 
level (TRL) in any solution was not high enough at that time.  

Early on in the research, the committee established some key ground rules and the 
most important of those concerned information. The committee decided that all 
information used in the work of the committee would be unclassified and open 
source. Also the committee felt that some noncyber areas look at machine learning 
(ML) and data mining so there was potential in evaluating some of these areas.  
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Initially, the committee selected a definition of the threat (Fig. 1) as found in the 
2013 US DSB, Resilient Military Systems and the Advanced Cyber Threat (Linkov 
et al. 2013), which defined cyber threats in terms of capabilities as opposed to 
identifying specific groups. This allowed the work of the committee to address 
threats in terms of capabilities, which is universal in terms of the cyber threat but 
avoids potential classification issues of specific group identification. This 
capability description has six levels organized into three bands of capabilities. 
Levels I and II concentrate on threats that leverage known vulnerabilities using 
known exploits. Levels III and IV concentrate on threats that focus on known 
vulnerabilities using unknown exploits. Levels V and VI are more the state actors 
that have the capabilities to create unknown vulnerabilities and associated unknown 
exploits. From a financial investment point of view, operating at levels I and II is 
very cheap. The investment in capability development escalates with levels V and 
VI, which are very expensive. From a focus area, the committee eliminated levels 
I and II, since these are deterministic areas that are addressed through signature 
detection. The committee elected to not “boil the ocean”, so elected to focus the 
activities on level III. 

 

Fig. 1 Description of cyber threats with respect to their capabilities. Derived from page 22 
of the DSB report, Resilient Military Systems and the Advanced Cyber Threat (Linkov et al. 
2013). 

The committee also examined the cyber kill chain with respect to predictive 
countermoves that would essentially move the threat into a constant reconnaissance 
position as opposed to positions in the kill chain that could be viewed as more 
dangerous. The committee examined Boyd’s OODA loop, originally designed for 
fighter pilots, to analyze how the OODA loop could be purposed in the cyber 
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domain. The “cyberization” of the OODA focused on the orient phase utilizing 
cyber event DNA, identification as to where someone may have learned the craft, 
new cyber-related information that augments the previous experiences and analyzes 
phases. There was also considered the notion within the OODA loop that there 
could be multiple outcomes including an optimized prediction, an interim 
prediction or the identification of data shortages during the decision phase. The 
latter implies a valid action could be to seek additional and/or specific data.  

At this point in the research agenda, there have been several interim conclusions. 
First, the known vulnerability/known exploit is a solvable problem and has been 
solved, but not necessarily implemented. Since this is a signature identification 
problem, it is more of a detection identification problem as opposed to prediction. 
Prediction using pattern matching is trivial. Second, the prediction edge values (0% 
and 100% certainty) are unattainable. The committee felt this because the next 
cyber incidents are not necessarily dependent on previous cyber events, but rather 
a more independent variable. The example given here was taken from lottery games 
where number with highest frequency of occurrence are often displayed, which 
gives the illusion that the next lottery draw is a function of the previous draw. 

Third, it appears inclusion of feedback earlier and in multiple areas of OODA will 
enhance/streamline prediction and the committee considered this a topic for future 
research. Finally, identifying the attacker capabilities as a function of the DSB tiers 
is hard at the beginning of the analysis, which is characterization of the attacker. 
Methodologies for levels I and II are more certain than levels III, IV, V, and VI 
with the implication that the methodologies for levels V and VI are different than 
for levels III and IV. The implication here is effective threat analysis using the DSB 
criteria appears to infer there are three different processing/analysis approaches 
each based on threat capability. 

At the time of this Specialist Meeting, there are some interim conclusions from the 
work of the IST-129 committee thus far:  

• The known vulnerability/known exploit is a solvable problem and has been 
solved, but not necessarily implemented through automation. It is detection 
as opposed to prediction, making prediction in this case trivial. 

• Prediction at the edge cases is outside scope of effective prediction at this 
time. The edge values on the “known vulnerability – unknown exploit” 
capability threat (0% chance a cyber event will not occur and 100% 
certainty that a cyber event will occur) are potentially unattainable: 

o Incidents can be independent variables and can have no relation to 
previous cyber events. There is no guarantee that the sequence of 
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cyber events identified represent a fully understood and known 
threat TTPs. 

o A prime example of this in real life are lottery games that present 
the occurrences of numbers in the previous n draws tricking people 
into thinking the next draw is a function of previous draw(s). 

o The IST Task Group felt that the Colin Powell credited quote—“As 
an intelligence officer, your responsibility is to tell me what you 
know. Tell me what you don’t know. Then you’re allowed to tell me 
what you think. But you always keep those three separated.”—has 
importance in the prediction process. 

• The IST-129 Task Group felt that a common taxonomy was needed to 
communicate in the cyber prediction domain and recommends the use of 
Structured Threat Information Expression (STIX) as a consistent means of 
enhancing communication. 

• Inclusion of feedback earlier in a “cyber OODA loop” appears to 
enhance/streamline prediction, which is a potential topic for future research. 
This could infer that a next step in prediction could involve correction in a 
manner similar to Kalman filtering. One constraining issue identified is the 
temporal dimension and the need to process in real-time efficiency.  

• Discerning which capability tier within the DSB framework to characterize 
an attacker is hard at the beginning of the analysis. For example, 
methodologies for identifying attackers with capabilities defined in levels I 
and II (known vulnerabilities – known exploits) are completely 
deterministic and more precise and defined than attackers in capability 
levels III, IV, V, and VI. 

• Related to the previous comment, the task group notionally agreed that there 
are unique methodologies for identifying and predicting threats at different 
levels within the DSB threat capability definition. The implication for 
practitioners is that for each threat capability family (known vulnerabilities 
– known exploits ; known vulnerabilities – unknown exploits; and unknown 
vulnerabilities – unknown exploits) each processing stream is different, 
further supporting the notion that one algorithm does not solve the threat 
identification or prediction problem.  
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3.3 Keynote Presentation: Adversary Intent Inferencing for 
Predictive Analytics 

Author: Dr Eugene Santos, Thayer School of Engineering, Dartmouth College 

In performing some of the committee analysis into the area of PA, there was one 
researcher who had done substantial work in the PA area. The Specialist Meeting 
was fortunate to have Dr Santos as the keynote speaker. His topic was adversary 
intent inferencing for PA. The focus of the keynote was on determining adversary 
intentions and understanding what drives those actions. The domains of discussion 
are on military operation, planning, and intelligence analysis.  

One reason modeling adversaries is difficult is the level of uncertainty in 
predictions and the relatively wide-open nature of research in this space. Intent 
inference, or user intent inference, involves deducing an entity’s goals based on 
observations of that entity’s actions (Geddes 1986). In turn, this becomes useful for 
generation of advice and the definition of future information requirements (Bell et 
al. 2005; Santos 2003). There are some approaches to intent inferencing: 

• Plan-goal-graph (PGG): a network of plans and goals, where each high level 
goal is decomposed into a set of plans for achieving it, and the plans are 
decomposed into subgoals, which in turn are decomposed into lower-level 
plans (Geddes 1994). Intent is finding the path from observables to a plan 
or goal. 

• Operator function model (OFM): an expert system using a heterarchic-
hierarchic network of finite-state automata, in which nodes represent 
entity’s activities and arcs represent conditions that initiate/terminate 
certain activities (Rubin et al. 1988a, 1988b; Bushman et al. 1993; Chu et 
al. 1995). Connect observed action to appropriate activity trees. 

• Generalized plan recognition (GPR): this recognizes the entity’s plan for 
carrying out the task, based on observations, an exhaustive set of discrete 
actions (a plan library), and constraints (Carberry 1988; Goodman and 
Litman 1990; Lesh et al. 1998). 

Intent becomes important because it can help one predict the future, explain the 
present, and understand the past. Additionally, understanding and identification of 
intent can help prune the search space, bound optimization, guide scheduling, and 
better allocate resources.  

Traditionally, Blue (friendly forces) COAs were wargamed against the “most 
likely/dangerous” Red (adversary) COAs (circa 2001), but these were more often 
pre-scripted as opposed to being more dynamic. Asymmetry of capabilities and 
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asymmetric threats both mean differences in intent. The question becomes more of 
an issue of how one does assessments or what-if analyses.  

Essentially the goal is to develop better adversarial modeling. This spawns the 
question of identifying what one needs to know about the adversary. Intent is not 
just a plan or an enemy COA, but also considers the why. Some of this can be 
ascertained by looking at what will happen next. The definition is  
Adversarial Intent = Goals + Beliefs + Actions + Commitment. Adversarial 
modeling becomes useful in financial/business competition (game theory), 
politics/elections, sports, and so on. 

This should be straightforward since evaluating the goals the enemy can be defined 
as enemy goals = pursuing + the support of those goals + the plan to achieve it. To 
understand and predict Red COA, one needs to model from the enemies’ perception 
(point of view [POV]). This avoids accidentally imposing Blue beliefs on Red and 
also allows modeling of deception.  

The US Air Force Adversary Intent Inferencing (2001‒2004) program examined 
Effects-Based Operations (EBO), influencing enemy COAs by carefully selecting 
and executing our own COAs to achieve desired objectives. How we determine 
those EBOs is based on three formative components (enemy foci, enemy COA, and 
enemy rationale). The core adversary intent model contains three components:  
1) goals/foci of what the adversary is doing, 2) rationale network or why the 
adversary is behaving that way, and 3) action network or how the adversary is 
achieving its goals. 

Looking at this from a static behavior point of view, the enemy observables were 
fed into Bayesian networks for enemy rational and enemy actions. This included 
adversarial axioms (X), adversarial beliefs (B), adversarial goals (G), and 
adversarial actions (A) to avoid the infinite regression scenario (e.g., “I know that 
he knows that I know that he knows…”). 

Next, dynamic behavior models were examined. Dynamic behavior, or emergent 
adversarial behavior, shows how an adversary changes over time. Missions differ 
based on different intent. An example scenario from Nellis Air Force base was 
reviewed. The scenario consisted of two different commanders with two different 
tactics. One commander was aggressive and the other was passive. The concept of 
Bayesian knowledge fragments was introduced, which estimated enemy intentions 
based on sequence of Red‒Blue interactions such as depletion of resources. In the 
simulation, the aggressive commander was more likely to actively respond. The 
passive commander had higher likelihood to defend and conserve resources (such 
as ammunition). Counterintuitively, the passive commander caused more damage 
in the scenarios and preserved more assets by shutting down, and making their 
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forces harder to target. Over time, the aggressive commander used up their 
ammunition and could no longer inflict damage. The passive commander could still 
fire at enemy forces while retreating or returning home. 

Dr Santos introduced the concept of the dynamic adversarial gaming algorithm 
(DAGA). DAGA develops algorithmic techniques to accurately predict community 
of interest (COI) responses to social, cultural, political, and economic actions. It 
incorporated various learning aspects: each different play has different outcome. It 
gives one a graph of possibilities. Cultural differences were shown to be important 
with respect to the gaming. What does one need to know about the adversary? What 
is rational? These questions were based on social, cultural, economic, and political 
parameters.  

It also allows for Bayesian fusion of these factors to model different groups, in 
different conditions, to make them more asymmetric in simulations. To highlight 
DAGA’s capabilities, it was integrated with the popular Civilization 4 (2005‒2008) 
game engine to demonstrate how the infusion of sociocultural influences lead to a 
much more realistic asymmetric adversary. 

Next Dr Santos talked about his most recent work modeling complex adversaries 
and their intent. This work uses a networked intent model, with evolving behaviors, 
for multiple adversaries. The goal of this work is to help commanders and decision 
makers by modeling targets as complex, adaptive systems. The model can produce 
timely, correct, and actionable intelligence for the warfighter, when the system has 
only partial observable assets, fluid environments, multientity situations with 
dynamic friends, foes, and neutral parties. He used an example of a Somali pirate 
group, where the structure of the group was modeled as a network hierarchy, with 
different roles, lines of communication, and social ties.  

His future work includes plans for learning adversary intent using dynamic decision 
models.  

Conclusions: Dr Santos has been working in the field of adversarial modeling and 
predicting adversarial intent for many years, and is an expert in this field. He has 
some of the most dynamic, complex models of adversarial intent the panel could 
find in literature searches. The inclusion of social and cultural factors will be 
important as the models get more complex and more accurate. The development Dr 
Santos has conducted in the methodology of modeling adversaries could be of great 
benefit when modeling the adversarial intentions in the cyber domain. 
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3.4 Position Paper  

Author: Teodor Sommestad, IST-129 RTG 

Dr Sommestad provided an overview of the IST-129 RTG’s findings on PA of 
adversarial cyber operations. The IST-129 RTG’s position paper was the catalyst 
for the formation of the IST-145 Specialist Meeting on Predictive Analytics and 
Analysis in the Cyber Domain.  

The position paper represented the RTG’s survey of the state-of-the-art and current 
research in PA. The RTG developed a roadmap and used it to guide the 
development of our final technical report. We also more clearly defined the problem 
and identified issues with using PA with cyberspace.  

When the RTG first met, Dr Alexander Kott had proposed the problem of prediction 
as a closed-loop control problem. Inputs to a predictive controller must be fed into 
a model, and predicted outputs must be fed back as inputs to make adjustments for 
future predictions. However, the RTG had a hard time finding examples of when 
this is done in cybersecurity in this way or in other security domains. There are 
many examples of when one makes predictions and influence the “process”, but 
one rarely has an explicit model of how a certain future input would alter the 
process. 

To make useful predictions, one also needs accurate and up-to-date situational 
awareness. This is a difficult problem in dynamic systems in cyberspace. People 
make projections today. There is little tool support for making predictions, and 
much is guesswork. There is no table where one can look up every situation and 
simply determine what one should do. However, there are in other domains (e.g., 
in air traffic control) that have plenty of manuals and regulations. 

In information systems, people say that there are five types of theories: analysis, 
explanation, prediction, explanation and prediction, and design and action. The 
RTG is concerned with making predictions. Clearly, to make predictions about 
upcoming cyberattacks would be nice. Thus, we would want theories to make 
predictions. But, if we also want predictions to help a system administrator, we 
probably want some causal explanation that the administrator can assess the 
reasonableness of. So, looking at it this way, the RTG was set up with the following: 

• Looking for a very powerful theory over the cybersecurity domain,  

• Identifying what intelligence it would need, and  

• Saying how the cybersecurity domain should go about to develop methods 
and tools to create this theory. 
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That should not be impossible; people make predictions in other domains. 

However, the RTG is in a tough position. Compared to other domains where 
predictions are made, we have intelligent adversaries, poor data, a need to make 
quick decisions, and a poor understanding of the fundamental laws or relationships 
of our system. Figure 2 presents the characteristics of predictions in various 
domains.  

 

Fig. 2 Characteristics of predictions in various problem domains 

When it comes to the fundamental science and laws of our problem, we have an 
advantage in the sense that the fundamental laws are manmade (e.g., binary code) 
and can be documented. However, we have a disadvantage in the sense that many 
attacks actually compromise the laws/relationships we think exist (e.g., by using 
zero-day attacks or the memory of computers in ways we did not want or 
anticipate). 

For our literature search, the RTG focused on research describing a solution 
explicitly developed for predicting adversarial cyber operations. Predictions should 
be a statement about what will the future, for example, “attack XYZ will be the next 
one directed toward us”, “the probability we are attacked with XYZ is 17%”, or 
“the probability of the attack XYZ is 17% in the coming year”. Assessing what is 
possible does not suffice for our purposes. The solution should be described in a 
reviewed paper. 

For our literature search, it was a collaborative effort. We performed several types 
of searchers, systematic searches, ad-hoc searches, and searched the citations in 
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relevant papers. We found 35 related papers. About 7‒15 of these papers met our 
criteria. 

As the original IST-129 statement of work included threat intelligence; therefore, 
we wanted to look at the information requirements of different methods. We started 
classifying their input in terms of STIX, a Mitre standard for exchanging threat 
information. It was more difficult than expected, and there were so few papers in 
our final database, so we did not finish this classification. We shifted to a more 
qualitative review of the relevant papers.  

We looked for how the papers dealt with relevant issues (Table 1). Far from all 
papers address these issues. For example, few papers start with an analysis of how 
fast one needs to respond or what confidence levels one needs to dare to make 
decisions. A problem with antagonists are that they can attack the prediction 
mechanism, and fool us. This is hardly discussed at all. 

Table 1 Relevant issues related to literature survey 

 
 

Some conclusions from our literature search were as follows:  

• Predictions based on analogy or pattern matching are common  
(e.g., in antivirus systems). 

• Predictions based on a generic model are few. 

• Threat data are scarce, have quality issues, and can be “attacked”. 

• Attacks tend to break the rules and laws we set up, or think we have. 

• Plan recognition is used, not models over adversary intentions. 
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3.5 Efficient Monte Carlo Methods for Prediction in High-
Dimensional Systems with Big Data  

Authors: Victor Elvira Arregi and Monica Bugallo 

This approach was described using filtering/prediction and then model learning. 
Interesting problem that was approached as a four-step process: first perform 
filtering to estimate the current state, next predict the future state, then predict the 
future observation, and finally smooth the past state estimate. This produced a 
distribution (via Monte Carlo) of outcomes all with attached probabilities of 
uncertainties.  

The focus is on dynamical models and compare to bioinformatics, geographical 
information systems (GIS), and imaging, which are closer to the cyber problem of 
predicting behavior in the known and unknown domains.  

The methodology used seems mathematically rigorous and since the functions are 
known it is likely to give good estimations of the current state. The model discussed 
predicts the future observation by applying statistical Bayesian approach. They 
address this by random measuring (Monte Carlo) and calculation for analysis for 
any model—this is important, since this is coupled with the Bayesian approach it 
notionally implies multiple algorithmic approaches that include the measure of 
uncertainty. The next step was to measure the uncertainty of prediction by applying 
statistical Bayesian approach—another important observation.  

The conclusions were the following:  

• Different state space models (SSMs) require different number of samples 
for operating at the same level of accuracy (even the same SSM at different 
states). In addition, recent advances in multiple importance sampling (MIS) 
and adaptive importance sampling (AIS) allow to use few samples and still 
have a great performance. 

• When one applies sampling, one always has to consider the risk of whether 
the sampling is good or not (if the distribution of the sampling is actually 
something different that one assumed). Some level of intuition is necessary: 
if the filter is not applicable the predictions are biased. In some ways, this 
is related to both the observation and orientation phases of Boyd’s OODA 
loop.  

• The intent is to mathematically prove how to filter data based on the 
historical data of observations, which appears to correlate to Known, 
Known and Known, Unknown problems, in our opinion.  
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• The particle filtering approach, in looking “backward” in time, appears to 
be an inverse Kalman filter. There is also the notion that particle filtering 
will fail in high-dimensional systems. 

• The four-step process, in the opinion of the committee, appears to directly 
address potential hypotheses generation that could be used in a cyber 
domain. 

• The conclusions with respect to big data in the SSM reviewed support the 
notion that we could predict the occurrence of a set of given events but not 
what the next event will be. 

• In dynamically predictive context, we must approximate the evaluation for 
each sample and reprocess the entire set of observables indicating this 
appears to be a more computationally intensive approach.  

• This is a two-algorithm approach with one checking uniformity of the model 
with statistically proven method (Bayesian) and the other checking the 
autocorrelation (Monte Carlo). This appears to support the notion, in the 
committee’s view, that correlation in cyberspace will not use single-
algorithmic approaches. 

3.6 Predicting Adversarial Group Membership and Activity in 
Cyberspace  

Authors: Elizabeth Bowman, Mark Mittrick, and Marc Jackson 

This discussion was centered on social understanding and reasoning framework 
(SURF) tool development, which was a ARL-funded TRL-6 activity installed at 
Aberdeen Proving Ground, Maryland. Too much data is a common complaint in 
most operational domains and this limitation requires decision makers to mentally 
reconstruct, infer, and extract relevant information through laborious and error-
prone internal processes. The paper addresses the need for the timely extraction and 
prioritization of high-value, decision-relevant information. The expanding cache of 
interesting data is a common complaint in most operational domains. There is an 
increasing complexity of military challenges; roughly 2.5 billion persona are social 
media users, complicating the problem for intelligent operators.  

SURF finds and fingerprints social media users based on interactions and was 
applied to “ISIS”, “Business”, and Hacker classes (Twitter). Fundamental questions 
addressed were, Who is important in this adversary network and how are they 
influencing people? As the scenario example, they used Twitter messages to find 
adversaries (who is important in the adversary network) and one application used 
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the density of communication of ISIS sympathizers to categorize the Twitter users 
in order to find the leaders. 

The following are the conclusions: 

• This produces two outcomes: 1) a list of potential ISIS affiliates and those 
most important within the network of potential ISIS affiliates, and 2) a list 
of their influencers.  

• Initial testing results indicate that there is a savings of 80%‒85% in analytic 
processing time over current analyst approaches.  

• Analysts can create tailored watch lists based on the social networks of 
those classified as likely ISIS members.  

• With this method one may find the interesting social accounts. Finding the 
actual adversaries in person is an open question that was not asked. 

• Practical approach for analyzing relationships across a known group 
through analyzing social media interactions. They evaluate edge cases 
(followers in this scenario) to “predict” if they are members of the known 
set (in this case ISIS members). 

• Given that this approach analyzes relationship entities in text to identify 
potential members of a threat group, the committee agreed that this 
approach for this use-case is useful in clarifying relationships. Potential 
application in cyber domain is not so much prediction, but rather given a set 
of cyber events (the “messages” from this paper) what could be hierarchy 
or the relationship across those events.  

• Committee noticed that there is really not a temporal (time) dimension 
within this specific use case and wondered what impact that could have 
when this approach was ported to a cyber domain.  

• Another open question was the possibility of this approach being applied to 
insider detection. 

• Filter data with ordered ranking based on eigenvector centrality of each 
node result in a size-ordered circular layout. One should label graphs with 
ego notes to identify the most influential personas.  
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3.7 Shaping Cyberspace: Data and Decision Analytics  

Author: Robert Bonneau 

The author proposes to form a framework to analyze big data. There is currently no 
standard way to implement and assess performance for data analytics. Current 
approaches have heterogeneous data sources/algorithms without ground truth 
making it hard to know what capability is being purchased along with few 
performance measures. This presentation is more about standardizing the data 
structure and the representations then prediction. 

He suggests a new approach where the analyst is not in the middle of information 
loop but rather sits on the loop increasing quality of service. The vision is for a 
cloud-based approach that is based on an open-standard approach that reconfigures 
known and trusted components to satisfy multiple missions.  

Standard threat or mission graphs and the associated data needed to assess a 
particular threat are can be available for baseline assessment and design of future 
mission analysis.  

As an example, UAVs had a lot of radio interference and were losing 
communication. Changing the protocol from TCP to UDP lowered bandwidth 
requirements and allowed mission success. Mission success did not require 
optimizing one system, it required understanding the whole system.  

The following are the conclusions: 

• This paper was not about prediction, but rather organizing the data in order 
to apply analytics. 

• In practice, he is proposing performance and strategy framework with 
existing models to reduce uncertainty and risk in using unvalidated 
components. The most valuable result of his work was quantifying system 
performance and basic information unit scales, but it is not finished yet. 

3.8 Anomaly Detection of Network Traffic Based on Opaque 
Data 

Authors: Michael Delucia, Constantin Serban, Angello Sapello, Abhrajit Ghosh, 
and Ritu Chadha  

This paper discussed the use of ML techniques to identify malicious traffic patterns 
in much larger sets of benign traffic. They introduce a technique called Learning 
Using Privileged Information (LUPI), where they incorporate features from the 
individual hosts on a network into the training phase of a learning-based network 
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anomaly detector. This additional information improves the performance 
(accuracy) of the detector without affecting the runtime. They demonstrate the 
technique on an enterprise network, where additional (privileged) information 
about the operating system of each host is integrated in the training phase of the 
ML algorithm, and then network anomalies are detected in the network with a high 
degree of accuracy. The method could potentially be extended to detect numerous 
other cyberphenomena, which might otherwise be indistinguishable from normal 
network background noise.  

The paper demonstrates one example of using ML to try to detect network 
anomalies and attacks, which is the first step in predicting new attacks and then 
relying on analytics to determine an appropriate response. The general method 
might also be useful for incorporating new information about known 
exploits/unknown attacks into defensive or PA systems.  

The following are the conclusions: 

• This paper is one example of using ML to detect network anomalies and 
attacks. 

• Improved the accuracy of ML models via privileged features available only 
during training. 

• Capable of detecting advanced persistent threat (APT)-type stealthy 
malicious behavior (Doman Name System [DNS] caching example with 
different host operating systems). 

• The example provided had excellent results, but would also have several 
limitations in the real world (e.g., it would not work on traffic that goes 
through network address translation [NAT] or over Hypertext Transfer 
Protocol Secure [HTTPS]).  

• It is important to understand the normality of the network to focus in on 
anomalies because of the many events occurring.  

3.9 Deep Learning Applications for Cyber Defence and 
Cognitive Science within the European Defence Agency 
(EDA) Cyber Strategic Research Agenda (SRA) 

Authors: Salvador Llopis and Ignacio Montiel 

This presentation was the result of an EDA-sponsored “Deep Learning Study in 
European Defence”. This evaluation of the current state of the art of deep learning 
approaches sought to 1) define a mathematical baseline that could be used for 
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assessing performance of deep learning models, 2) analyze the use of deep learning 
techniques to improve automatic target recognition in radar images, 3) examine the 
applicability of deep learning to other defense domains for example cyber defense, 
and 4) provide roadmaps for deep learning implementation in the studied defense 
domains (radar and cyber). 

The report highlighted a review of algorithms and architectures (auto-encoders, 
deep Boltzmann machines [DBMs], recurrent neural networks, etc.) and also 
reviewed some deep learning software frameworks (Caffe, Tensor Flow, Theano, 
etc.). There was also identification of some commercial applications (notably the 
“GAFA” group of Google, Apple, Facebook, and Amazon) in computer vision, 
natural language processing (NLP), vehicle autonomy, and healthcare. Also cited 
were defense applications such as object detection and tracking (optic and synthetic 
aperture radar [SAR] images), cyber defense, situation awareness, and detection of 
specific behaviors, human pose classification, speech processing, opinion mining 
in social networks, and improvement of autonomy of military mobile vectors. There 
was a detailed review of a use-case on encrypted traffic classification that will be 
performed over the next few years (into 2023). Some results in testing to date 
indicated that ML had higher score, faster training time, but longer testing time 
whereas deep learning had a slightly lower score, much longer training time, and 
faster testing time. 

The second part of the talk concerned cognitive science within the EDA Cyber 
Strategic Research Agenda. EDA manages research and technology in 14 
technology domains to develop knowledge and technologies needed for future 
defense capabilities. The Strategic Research and Innovation Agenda (SRIA) 
provides introduction to each technology domain with further detail provided in the 
European Cybersecurity Research and Innovation Agenda (SRIA) for a 
Contractual Public Private Partnership (cPPP) document found at 
http://www.ecs-org.eu/documents/ecs-cppp-sria.pdf. 

The following are the conclusions: 

• The authors provided a good overview of the research into deep learning 
within EDA. Experiments and projects that are scheduled should be 
monitored with respects to their outcomes. 

• Of keen interest are the five research areas within the cyber situational 
awareness research program: dynamic risk management, decision support, 
CIS infrastructure discovery, cyber real-time sensor interface, and threat 
management. 

http://www.ecs-org.eu/documents/ecs-cppp-sria.pdf
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3.10 Shaping Cyberspace: A Predictive Analysis of Adversarial 
of Adversarial Cyber Capabilities  

Authors: Juha Kukkola, Juha-Pekka Nikkarila, and Mari Ristolainen 

The authors try to estimate the implication of the Russian network on the World 
Wide Web as Russia is aiming to reach capability of closing its national networks, 
and consequently, achieving digital sovereignty. The research is based on legal 
procedures and official state documents (e.g., doctrines). Also publications of 
Russian military strategic influencers including Russian academia are considered. 
According to the analyzed documents, it is evident that “the Russian segment of 
Internet” has to be nationally controlled, independent, self-sufficient, protected 
from outside interference, and under sovereign jurisdictions. Effectively, Russia 
seeks to achieve capability to separate its national networks from the Internet by 
2020 when necessary. Russia’s objective is to control both its national and the 
global cyber domain with its own and peculiar concepts. For example “information 
counter struggle” (informatsionnoe protivoborstvo) is not limited solely to wartime 
and is different concept as its Western translation “information war”. The closing 
process will potentially create an asymmetric situation. Essentially, when 
considering the traditional elements of combat power (i.e., fire power, 
maneuverability, and protection), it is rapidly seen that a closed-network nation 
may be able to achieve higher relational capabilities over its adversaries. 

The following are the conclusions: 

• According to the authors, Russia is manipulating cyberspace in order to 
achieve a decisive military advantage over its potential adversaries. 

• Russia is currently manipulating the cyber domain through identified four 
lines of effort that are “propagating digital sovereignty, conceptual control, 
preparation of the cyber domain, and exploiting open society” of which the 
authors suggest the open society to respond by “promoting openness, 
conducting conceptual changes, technology improvement, and resource 
reorganization”, respectively. 

• The closing process may diminish the problem of attribution for Russia, 

• The following are challenges to an active cyber defense (ACD): 

o The formation of asymmetric frontlines and shifting the freedom of 
action accordingly 

o An ability to control escalation by forcing an opponent to react in 
certain way by denying freedom of action or counterattacking 
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o Reaches escalation dominance over its potential adversaries. 

o Most important question is whether or not Russia is able to find 
allies for this closing process. 

• Although the research is novel and interesting, planning is not prediction. 
Planning is an analytical approach, whereas prediction is a mathematical 
approach. The paper is more like a conceptual paper giving an insight of 
possible future events. 

• The group estimates that due to the closing process Russia may seek the 
ability to project cyber power, and then withdraw back to its own segment 
of Internet. 

• The study is conducted mainly via a literature review method and only a 
qualitative method. 

• The committee argues that in future studies quantitative methods are 
required in order to conduct better estimations. 

• The problem is how to mathematically prove this model without having real 
data or numbers.  

• Maybe applying the Delphi method would improve the analysis.  

• The group suggests the NATO STO organization initiates studies in the 
following research areas:  

o Possible technology solutions (and their vulnerabilities) of Russia’s 
network closing process 

o Situation awareness related to the closing process (will there be 
followers?) 

o Closing process influences via international legislation (e.g., the 
problem of attribution)  

3.11 IDS Alert Prioritization through Supervised Learning  

Authors: Greg Shearer, Nandi Leslie, Paul Ritchey, Tracy Braun, and Frederica 
Nelson 

This paper presented an ML framework to assist network security analysts by 
automating and prioritizing alerts generated for a monitored network. The goal of 
their system was system to improve human analyst efficiency by prioritizing alerts 
and decreasing false positive reports. They used data and alerts from an intrusion 
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detection system (IDS) that monitored an enterprise network for one month to train 
an ML algorithm. Then they demonstrated that their algorithm could correctly 
prioritize and accurately predict security incident reports over a subsequent four-
month period. They showed a 99% reduction in false positives with a less than 10% 
reduction to true positives. The paper also notes some of the tradeoffs of accuracy 
versus precision when tuning the ML algorithms.  

The paper demonstrated an example of using ML for threat prioritization. This type 
of algorithm could potentially be extended to report shifting frequencies and 
weights of the types of attacks seen over time. Such an algorithm could then be a 
useful situational awareness, trend prediction, and guided (or even automated) 
response. The paper also demonstrates one of the current challenges with automated 
ML and predictive systems—what is the threshold for missing true positives versus 
reducing false positives?  

The following are the conclusions: 

• With a properly labeled training set, they were able to increase the accuracy 
of security incident reports. 

• With a system like this in place, analysts can spend more time looking for 
novel attacks and following up leads. 

• Anomaly- and signature-based detection input can be fused based on an 
analysis of past results via event logs. 

• Developing a more autonomous intrusion handling system will require both 
knowledge, including behavioral, criticality, and impact models, as well as 
the ability to gain experience (i.e., learning) by leveraging past events. 

• The committee felt that if one detects trends in the strategic capabilities of 
an adversary, then this should also be an input to a higher level, an overall 
strategic threat intelligence and prediction system, with respect to this 
adversary’s capability development/improvement. 

3.12 FAST-D: Malware and Intrusion Detection for Mobile Ad 
Hoc Networks (MANETs) 

Authors: Kenneth Yu and Nandi Leslie 

The authors presented a hybrid signature- and anomaly-based IDS model called 
Fast Alert Signature-based Training and Detection (FAST-D). FAST-D 
characterizes packets in terms of n-grams and utilizes the space-efficient Bloom 
filter for classification. FAST-D was also designed to be “lightweight” for mobile 
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devices, and requires less space, memory, and central processing unit (CPU) use 
than Snort. Experimental results showed FAST-D performed well in comparison to 
Snort. The FAST-D technique was also able to leverage previously known 
vulnerabilities to detect both known and unknown malicious activities. The tradeoff 
for this performance was a slightly higher rate of false positives. The FAST-D 
model seemed to be an effective, lightweight, and adaptable IDS for tactical and 
mobile devices.  

The FAST-D model itself is not a PA model. It appeared to be an efficient IDS for 
mobile devices. However, this paper was one of the few that was found that was 
able to detect unknown attacks using known vulnerabilities/signatures. The n-gram 
and Bloom filtering was able to identify new variants of attacks without having a 
specific signature. This type of learning, adapting, and predicting will be necessary 
to implement more robust PA capabilities. 

The following were the conclusions:  

• FAST-D performed faster and used less memory than Snort. The tradeoff 
for this performance was a slightly higher rate of false positives. 

• The n-gram and Bloom filtering was able to identify new variants of attacks 
without having a specific signature. 

• Alert prioritization is needed to maintain human-supervised detection 
capability with lower analyst resources/increasing challenges. 

• Instead of trying to establish priorities beforehand, let priorities evolve 
naturally. Organically growing priority focus areas has produced the most 
reliable threat identification. 

• It includes investigation of labeling errors, reassessing false positives/false 
negatives for relabeling. This process will continue to drive up the accuracy 
of the threat data results. 

4. Breakout Group and Discussions 

As part of the program, the Specialist Meeting scheduled three breakout group 
sessions to pose discussion questions and further evaluate topics of interest. The 
three groups and their tasking were the following: 

• Examine the establishment of a nation closing and controlling its “Internet 
borders” (RUNet) and how this alters current threat prediction and cyber 
defense. This group examined those impacts and how that would impact 
(manifest itself) in terms of the future of cyber defense (Group 1). 
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• Discuss types of predictions and how different predictive approaches would 
alter algorithmic implementations and outcomes (Group 2). 

• Discuss how modeling and simulation could accelerate and better 
prepare/evaluate predictive approaches (Group 3). 

Each group contained both presentation authors, Specialist Meeting attendees, and 
IST panel members. Each group discussion began with specific topic questions and 
higher-level questions for all groups. These additional questions were the 
following: 

• What other areas of research would help and accelerate a predictive 
capability? 

• What are potential experiments and way ahead? 

• Are there any potential legal issues with respect to prediction? 

The following subsections describe the discussions and conclusions of each 
breakout group. 

4.1 Group 1: Closed and Controlled Internet Borders (RUNet) 
and How This Alters Prediction 

The original set of questions specific to group 1 were designed to determine the 
predictability of cyber threats and attack vectors in the context of an environment 
that contains closed and controlled internet borders:  

• Is the attribution problem changing after closing and controlling Internet 
borders (i.e., some nation(s) is/are resolving attribution problem in its/their 
systems)?  

• What would be its impact at technical/tactical/operational/strategic levels?  

• Should military planning processes be revised considering closing and 
controlling Internet borders after 2020?  

• What is the willingness of different nations to follow the announced Russia 
intention? 

• Would this level of control make predictions easier or harder? 

The breakout group developed 11 discussion areas listed, along with the key 
discussion points: 

1) Considering the impacts of closing and controlling Internet borders, what 
are the immediate outcomes of the formation of such a network?  
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o What trends does this set in terms of the formation of digital 
sovereignty(s)? 

o In the specific case of Russia, who has announced intentions to 
create a closed and controlled Internet border (denoted RUNet), how 
may this impact the problem of attribution for cyber activities from 
closed borders? 

o Increasing the complications and challenges associated with ACD 
from outside closed and controlled borders. 

o With a lack of “geographical boundaries” in cyberspace, how  
will/could this action alter the formation of asymmetric frontlines 
and the shift in the cyberspace freedom of action both insides and 
outside closed and controlled borders? 

o An ability to control threat escalation outside closed and controlled 
borders by influencing the opponent decision-making processes in 
certain ways, effectively denying freedom of action or 
counterattacking. 

2) Given a situation of closed borders, what are the immediate actions to be 
conducted? 

o With some news reports indicating intentions of closing borders, 
some level of further research should be conducted on the validity 
and plausibility of network closing processes and the real/fake news 
reports that this is happening.  

o To better understand the operational and environmental impacts of 
closing borders, the breakout group discussed the construction of 
closed national network models. 

o As a corollary to developing models, the group also recommends the 
construction and testing of closed national network cyber scenarios. 

3) How is the attribution problem changing as a result of closing and/or 
controlling Internet borders (i.e., are some nation(s) resolving the attribution 
problem within their systems)? 

o Issues of attribution involve identifying IP addresses and then tying 
actions from those addresses to governments are an already known 
highly complex problem. Closing the network reduces the amount 
of available data that can be accessed outside the closed network, 
although the concentration of data now comes from specific and 
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identifiable areas. This implies a need for reconnaissance and 
surveillance from inside a closed network, an area that requires 
further study. The answer to the question depends on how the closed 
national network is constructed and what other measures this causes 
or influences (domino effect), for example, the construction of 
small, closed networks across the Internet with the purpose of 
offensive actions. The recognition and subsequent detection of a 
closing/controlling process itself needs to further researched. 

4) What would the impacts of closed and controlled Internet borders look like 
in terms of technical/tactical/operational/strategic levels?  

o Again, there was discussion on the need to build a model of a closed 
and controlled Internet to provide a means to evaluate impacts. 

o Any solution or approach needs to be proactive. As made in an 
earlier point, this further underscores the need to construct various 
scenarios that highlight the changes in the prediction capabilities. 

o The group discussed the observation that if the protocols are the 
same, the problems will be the same. Researchers need to 
consider the possibility that there would be new protocols 
developed for closed networks. These new protocols could 
correct security deficiencies in current and older protocols, 
making interacting with closed networks even more difficult.  

5) If closed and controlled Internet borders changes the attack surface 
significantly, what responsive changes might have to be conducted? 

o The group discussed the potential that closed and controlled Internet 
borders would encourage the development of different attack 
vectors for offensive operations (either inside or outside the closed 
network), including small deployed closed offensive networks 
across the Internet. There was also some discussion on how this 
might impact or alter known TTPs for insider threats.  

o One topic discussed was to take a contrary position to discuss if a 
closed national network could potentially improve prediction. Part 
of this contention was based on the notion that a closed national 
network owner needs to have almost complete situational awareness 
of their own system in order to maintain full cyber control. Along 
with this control, a point was raised about a potential side effect 
where homogeneity could create new vulnerabilities.  
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6) Should cyber military planning processes be revised after the 
implementation of closing and controlling Internet borders outlined in the 
RuNet 2020 report?  

o Again, before any action can be considered, solid proof of the effects 
is required before the processes are to be revised. 

o The group discussed the need to continue researching closed and 
controlled Internet borders because the intelligence gathering 
process will be impacted thus affecting accurate modeling and 
simulation of plans and cyber wargaming. In this case, a closed 
network could require additional capabilities to complete the 
planning process.  

o With respect to NATO actions, discussion centered on the need to 
define what is a member responsibility versus what would be a 
NATO responsibility.  

7) Discussion then proceeded to evaluate the willingness of different nations 
to follow a closed and controlled Internet border solution: 

o Further emphasis was placed on establishing modeling and 
simulation of closed networks to develop situational awareness, 
understanding, and recognition of precursors to a closed and 
controlled Internet border. 

o This also inferred several concerns: If one’s attempt at a closed and 
controlled Internet border succeeds, there is a potential for other 
occurrences. Some societies would accept the constraints of a closed 
and controlled Internet border; others may not due to the tradeoff of 
security versus freedom.  

o There was also voiced a concern that countries might be pressured 
or blackmailed into closing network borders.  

o The economic benefit from closing network borders is not 
accurately known or researched.  

8) Would this level of control make predictions of adversarial behavior easier 
or harder? 

o Most likely it would make predictions easier, but the closed 
network nation would need to form additional measures to 
address the problem. The owners of a closed network have better 
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visibility into ingress/egress points of that network to predict 
offensive operations targeted against the closed network. 

9) What other areas of research on closed and controlled Internet borders 
would help? 

o Are we missing the target looking at prediction? PA may be viable 
for zero-day technical exploits, but not as viable for TTP zero-day 
exploits. 

o How do we generate valid training data? This could indicate a 
paradigm shift in the types and format of realistic testing data and 
there will not be a body of knowledge on what a new attack vector 
coming from a closed and controlled Internet border would “look 
like”. In addition, the command and control structures used with or 
against a closed and controlled Internet border network are 
unknown. 

10) What are potential experiments and the way ahead? 

o Create a model of a closed national network and test its features and 
implications in different scenarios. 

11) Are there any potential legal issues with respect to prediction in closed and 
controlled Internet borders? 

o While not having been evaluated, the group felt the answer is most 
likely yes. However, there needs to also be legal assessment of 
closed and controlled Internet borders. 

The group concluded that this is an important issue to be solved: Is it possible to 
actually reach escalation dominance via closed national network over nations 
within open society? 

• Discussion and Recommendations: 

o Open-network nations need to collectively understand and have 
potential responses to nations who will close their network borders, 
otherwise, the open-network society may lose the ability to 
influence and fully understand the cyber domain. Developing a 
better understanding of closed networks, their characteristics and 
footprints, precursors to network closing events, and impacts to 
current cyber defense and intelligence gathering will be required. 
The recommendation is to develop models of closed networks to 
facilitate this research.  
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o Enhance the intelligence gathering on nations openly discussing 
closed networks. This includes more authentic published documents 
(doctrines, state strategies and programs), legislation (bill drafts, 
other documents), along with works by leading scientists and 
researchers. 

o Internet fragmentation is the de facto ongoing process and 
RuNet is predicted to be in operational use as per 2020. 

o The NATO STO organization is initiating studies on the following 
research areas:  

 Possible technology solutions (and their vulnerabilities) of 
the closed national networks closing process 

 Situational awareness related to the closing process (e.g., 
will there be followers?) 

 Closing process influences via international legislation (e.g., 
the problem of attribution) 

 Closing process influences on operational capabilities 

4.2 Group 2: Types of Prediction Breakout Group 

The second breakout group during the workshop discussed types of prediction with 
respect to PA. Questions posed to the breakout group included the following:  

• What are the implementation/operational issues of having an operationally 
feasible (and over 80% accuracy) predictive set of analytics?  

• How will this change cyber defense?  

The discussion pointed out several issues: 

• There appeared agreement that ML is a viable methodology to attain 
reasonable levels of prediction of the (known, unknown) capability threat. 

• The threat can adapt and change vectors faster than the algorithms or 
learning can react. This implies the shelf life of the processes are in question 
in terms of changing threat vectors adversaries are developing.  

• There is a question as to what 80% accuracy means. Is it in terms of 
predicting 80% of the events correctly? Does it mean 80% of 
tipping/queuing of analysts correctly? The accuracy of prediction could be 
interpreted in several ways. 
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• The Specialist Meeting presented information that algorithms and processes 
to identify and possibly predict threats in the (known, unknown) region of 
the DSB definition will be multi-method ensembles as opposed to single-
method algorithms. This goes against conventional thinking of single-
method algorithms to identify all threats in cyberspace.  

• There are temporal issues concerned with prediction. The ability to perform 
predictions must be in real time or near real time. If too much time passes, 
the prediction could be overcome by other cyber events.  

• The discussion pointed out that there would need to be advances in 
processing speed and power along with algorithmic refinement to better 
address the temporal implications. 

• If the adversary understood and could manipulate the predictive approaches, 
they would be able to generate any situational awareness they desired. 
Generation of false positives impacting ML could disrupt the thresholds for 
the decision trees and create meaningless courses of action. 

• Considering the previous point, resiliency approaches to the integrity of the 
prediction process need to be developed alongside the prediction 
approaches themselves. 

• The concept of separating algorithms that are resource inefficient (use more 
power, memory, time, etc.) from more resource-efficient algorithms could 
be used in combination to produce results balancing accuracy and response 
time. This is an area that would benefit from more research. 

• The more capable the threat (in terms of level within the DSB model), the 
less deterministic their behavior, making them more difficult to identify 
and/or predict.  

Several additional questions were posed to the group. The questions and resulting 
discussions are summarized.  

Question: Extending the concepts to the threats that invent new vulnerabilities with 
new exploits (unknown, unknown), is there a way ahead for analytics?  

• While not discussed in detail, the threat with (unknown, unknown) 
capabilities may be an area better suited for artificial intelligence and ML 
algorithmic approaches. Developing data sets for the (unknown, unknown) 
threat will be complex and challenging impacting the accuracy of learning 
algorithms due to smaller and incomplete data sets. 
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• Based on the discussion about the (unknown, unknown) threat 
identification, we would expect an increase of cyber defense resource 
consumption above the (known, unknown) threat. 

• Some discussion mentioned human analysts in the (unknown, unknown) 
loop and that a benefit may be gained from better visualizations of the data 
being analyzed. 

Question: What other areas of research would help and accelerate a predictive 
capability? 

• The development of a matrix of implementation approaches (i.e., Bayesian, 
Monte Carlo, supervised learning, etc.) against what kinds of problems they 
best solve to guide algorithmic implementation approaches (i.e., which 
implementation methods are better suited against specific prediction 
environments). 

• It would be useful to research what are the mechanisms that define the 
boundaries of threat capabilities. What are the characteristics or observed 
abilities that could define a threat against the three threat capability levels 
as defined by the DSB report Resilient Military Systems and the Advanced 
Cyber Threat. 

• It appeared during the discussion that using attack graphs as part of the 
prediction problem might help in reducing resource usage and more 
importantly increase prediction accuracy and reduce resultant deviation 
(predictive stability).  

Question: What are potential experiments and the way ahead? 

• More detailed investigation into the structure of analytics from the big four 
companies: Google, Apple, Facebook, and Amazon (GAFA, per European 
Union and presentation from Salvador Llopis; some add Netflix to create 
FAANG) to see if any of those processes are useful to the cyber prediction 
problem. 

The discussion led the group to attempt to define and build up a theoretical model 
for a way measure and compare the effectiveness of different predictive techniques 
in an operational environment, incorporating inputs, outputs, risk, and response. A 
rough outline of the model included the following: 

• Inputs: Accuracy of prediction (true positive vs. false positive) and mission 
goals, including confidentiality, integrity, and availability. 
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• Outputs: Decisions (courses of action), recommendations, strategic 
innovations, and disaster recovery. 

• Risk factors: Human power, laws and regulations, operational risk, 
facilities, and technology. 

• Response: Cost, return on investment, impact, likelihood of success, moral 
implications, and political impact. 

Connecting all these components together with a feedback loop in the model could 
be used to refine prediction capabilities. 

4.3 Group 3: Modeling and Simulation Breakout Group 

The third breakout group during the workshop discussed modeling and simulation 
with respect to PA. Questions posed to the breakout group included the following:  

• What are the modeling and simulation requirements to adequately 
testing/developing predictive systems? 

• If PA were used to identify attacks, could that be constantly run to not only 
identify potential attacks, but to generate the correct patches (rendering 
things the known-known signature based situation)? How would that be 
done? How does that change cyber defense as we know it? 

• Should this be done in real time? 

• Additional information: 

o What other areas of research would help and accelerate a predictive 
capability? 

o What are potential experiments and the way ahead? 

o Are there any potential legal issues with respect to prediction? 

Several of the members of the breakout group had attended the recent NATO 
Modelling and Simulation Workshop in July 2017. This workshop was held in 
conjunction with IST-156/MSG-151 by Dr Ritu Chadha (IST) and Mr Jack 
Bramhill (MSG). The following comments were made during the breakout session: 

• Traditionally, modeling and simulation concentrated on physical effects. 
Modeling and simulation in the cyber domain is less mature and must 
consider adversarial behavior, either human or future intelligent system 
behavior. 
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• Recommendations from the NATO Modelling and Simulation Workshop 
(July 2017) included the following: 

o Formation of an ET to produce a “top 10” list of effects/attacks 
whose representation should be prioritized in future work.  

o Formation of a NATO HMF/IST/MSG workshop for common 
symbology, taxonomy, and standards.  

o Formation of ETs to study the applicability of current international 
law to cyberspace, need for new regulations, and how trends will 
affect the future cyberspace operating environment.  

• Considering the previous three recommendations and applying them to 
effective modeling and simulation for PA, the following insights were 
provided: 

o PA would need a common terminology. Predictions should have a 
certain percentage, with certain modality, with certain truth value, 
and so on. Predictions also need to have a temporal element and 
should have level of accuracy. For example, the “seismologist 
problem” occurs with earthquake predictions. How useful is a 
prediction for a major earthquake in the next week (vs. in the next 
month or next year)? 

o Another requirement is the need to measure and define performance. 
How should a successful prediction be defined? 

• When talking about predictions, anything is possible (within certain 
universal limitations). Predictions in cyberspace are not limited to certain 
physical or temporal constraints. Cyberspace does not have traditional 
physical constraints. Because (almost) anything is possible in the future in 
cyberspace, the space of possible (if unlikely) outcomes is extremely large. 
Therefore, this space is difficult to model and simulate. 

• Sharing of data among NATO partners is difficult. Different countries have 
different concerns and different problems sharing data. Thus, determining 
ground truth of data sets is tough. This is a place where modeling and 
simulation can be useful. It can be used to generate sharable data with 
known statistics. 

• One requires an accurate model of a system before it can be studied and 
predictions generated. Current enterprise network models work well. But 
that is not enough for PA. Other factors must also be modeled (e.g., threats, 
vulnerabilities, and adversaries). However, once a model is too complex, 
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the system is just being rebuilt/replicated. Modeling and simulation should 
abstract and simplify somewhat. 

• There are currently good system models for physical systems, such as tanks. 
But there are not good models for systems in cyberspace. Tanks have well-
understood physical constraints. Cyberspace does have some physical 
constraints (e.g., bandwidth). However, they are not the traditional physical 
constraints. Therefore, they are not well understood, and it will require new 
research to study these structures and restrictions. 

• Combining risks (e.g., from a “top 10” list of prioritized attacks of concern) 
and determining impact is another area where modeling and simulation can 
be especially helpful. 

• In the short term, for PA in cyberspace, researchers need to start with a 
simple model, simple predictions, and build up to more complex 
simulations from there. 

For the discussion question, “If one has successful prediction system, can one 
predict future patches?”, the group commented as such:  

• A predictive system might be able to generate certain types of patches. More 
likely, a predictive system could help prioritize future patching and 
allocation of defensive resources. The system would need measurement of 
applied security controls, so the system can learn if that was an effective 
response. 

• The following counter example to the question was also given. If one has a 
successful PA algorithm running constantly, that can be obtained and used 
by an adversary. An adversary can take that algorithm and manipulate 
inputs to exploit against it. So, no system can make perfect predictions.  

• A predictive system must also be able to detect and measure certain levels 
of adversarial deception and react accordingly. 

For the discussion question, “Can a successful prediction system be run in real 
time?”, the group commented as follows:  

• If one is doing prediction, one needs some sort of modeling and simulation 
to evaluate the impact of the maneuver and the effectiveness of the 
prediction. Computer horsepower is still a problem, but the models and 
algorithms also need work. Researchers in PA should leverage the computer 
gaming industry more. They model complex interactions with humans and 
complex systems on simple gaming systems. Can we leverage them more? 
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5. Conclusions and Findings 

This workshop identified several areas that are researching prediction both within 
and outside the cyber domain. While some work has been done, not essentially 
enough in the opinion of the committee, much work still needs to be done in both 
research and implementation. Our results from this Specialist Meeting are 
identified below and organized into five areas: key results and findings as identified 
by the committee, some general observations on the practice of prediction, and then 
some recommendations for the cyber modeling, cyber analytics/algorithms, and 
cyber prediction communities: 

• Key results and committee findings: 

o Several papers introduced multiple algorithmic approaches, for 
example, one paper described a two-model approach with one 
checking uniformity of the model with statistically proven method 
(Bayesian) whereas the other is checking the autocorrelation (Monte 
Carlo). Our discussions both during presentations and in the 
breakout groups concluded that it appears no one algorithm is 
enough to solve problem. This appears to support the notion that 
correlation in cyberspace will not use single-algorithmic 
approaches.  

o The committee felt that the specific edge cases of 0% certainty an 
event will not happen and 100% certainty that an event will happen 
might be unattainable. This is primarily due to the possibility that 
events can be independent variables in the computations. 

o The committee also concluded that the known vulnerability/known 
exploit is a solvable problem and has been solved, but not 
necessarily implemented through automation. It is detection as 
opposed to prediction, making prediction in this case trivial. 

o The committee felt that if one detects trends in the strategic 
capabilities of an adversary, then this should also be an input to a 
higher-level, overall strategic threat intelligence and prediction 
system with respect to this adversary’s capability development/ 
improvement and possible new or altered cyber TTPs. 

o The committee felt that the structure of STIX lends itself to more 
efficient communications across all entities working the cyber event 
prediction problem. STIX already is structured to contain important 
information and was formed to help security practitioners “to better 
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understand what computer-based attacks they are most likely to see 
and anticipate and/or respond to those attacks faster and more 
effectively ” 

o ML approaches are capable of detecting APT-type stealthy 
malicious behavior. For example, Zhao et al. (2015) used DNS 
traffic and traffic analysis ML to detect APTs.  

• General observations from the Specialist Meeting: 

o Papers mostly addressed analytical approaches with varying degree 
of application to the known vulnerability, unknown exploit problem.  

o Identifying and understanding a baseline security posture is 
important to understand the normal state of the network as the 
initiator to focus on anomalies that deviate from that normal state. 

o There is some important research being performed, particularly 
within EDA, DARPA, and other national research agencies. This 
work should be monitored and outcomes shared. Key cognitive 
application areas being investigated may include artificial 
intelligence for cyber operations, ML for cyber operations; deep 
learning (neural networks) for cyber operations, human factors for 
cyber defense, and algorithms design and engineering.  

o Instituting RuNet approaches can adversely affect the ability to do 
prediction, event correlation, and attribution. 

o Most all discussions mentioned the lack of valid training data or at 
least sets of training data where the validity and provenance were 
certain. 

• Recommendations to the cyber modeling community: 

o Different SSMs require different number of samples for operating 
at the same level of accuracy (even the same SSM at different 
states). In addition, recent advances in MIS and AIS allow one to 
use few samples and still have a great performance. 

o Developing a more autonomous intrusion handling system will 
require both knowledge, including behavioral, criticality, and 
impact models, as well as the ability to gain experience (i.e., 
learning) by leveraging past events. 
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o Models of a closed (national-level) network and construct 
representative cyberattack scenarios. By doing that, we may be able 
to extract characteristics of closed-network spaces. 

o Modeling and simulation of potential predictions could provide 
insight into affects and effects of acting on a particular prediction. 

• Results for the cyber analytics and algorithm community: 

o Given the approach from the Bowman paper (that analyzes 
relationship entities to identify potential members of a threat group), 
the committee agreed that this approach for this use case is useful in 
clarifying relationships. Potential application in cyber domain is not 
so much prediction, but rather given a set of cyber events (the 
“messages” from this paper) what could be hierarchy or the 
relationship across those events.  

o Developing attack graphs around known vulnerabilities could 
generate all or most all of the possible attack paths. This approach 
may be able to reduce the prediction problem (for the known, 
unknown case only) to a more deterministic approach that 
concentrates on likelihood of a graph event occurring. 

o Anomaly- and signature-based detection inputs can be combined 
based on an analysis of past results of event logs.  

o Some discussion pointed out that if an adversary compromised the 
PA, that adversary could manipulate inputs thereby exploiting the 
algorithm and negating its effectiveness. In fact, they could 
manipulate the inputs to maneuver the cyber defender into a more 
vulnerable position (cyber deception). 

• Results addressing cyber prediction: 

o Although some of the research is novel and interesting, planning is 
not prediction. Planning is analytical and partial mathematical 
approach whereas prediction results are better served via a 
mathematical approach. 

o Using the known vulnerabilities as a mechanism to produce attack 
graphs identifying potential exploits can reduce the space of 
uncertainty in predictions. 

o When talking about predictions, anything is possible (within certain 
universal limitations). Predictions in cyberspace are not limited to 
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certain physical or temporal constraints. Cyberspace does not have 
traditional physical constraints. Because (almost) anything is 
possible in the future in cyberspace, the space of possible (if 
unlikely) outcomes is extremely large. Therefore, this space is 
difficult to model and simulate. 

o Discussions indicated we may not be able to predict with certainty, 
but we may be able to predict likelihood. 

o A predictive system could be applied to other areas of cyber defense 
to potentially help prioritize future patching and allocation of 
defensive resources including identification of adversarial deception 
and use the PA to select potential courses of action. 
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List of Symbols, Abbreviations, and Acronyms 

A adversarial actions 

ACD active cyber defense 

AIS Adaptive Importance Sampling 

APT advanced persistent threat 

ARL US Army Research Laboratory 

ATP advanced threat protection  

AVT Applied Vehicle Technology 

B adversarial beliefs 

COA course of action 

cPPP Contractual Public Private Partnership 

DAGA Dynamic Adversarial Gaming Algorithm 

DARPA Defense Advanced Research Projects Agency 

DBM deep Boltzmann machine 

DNS Domain Name System 

DSB US Defense Science Board 

EBO Effects Based Operations 

EDA European Defence Agency 

ET Exploratory Teams 

FAANG Facebook, Apple, Amazon, Netflix, and Google 

FAST-D Fast Alert Signature-based Training and Detection 

G adversarial goals 

GAFA Google, Apple, Facebook and Amazon 

GIS geographical information systems 

GPR Generalized plan recognition 

HADR High Availability Disaster Recovery 

HFM Human Factors & Medicine 
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HTTPS Hypertext Transfer Protocol Secure 

IDS intrusion detection system 

ISIS Islamic State of Iraq and Syria 

IST Information Systems Technology 

LUPI Learning Using Privileged Information 

MANET Malware and Intrusion Detection for Mobile Ad Hoc Network 

MIS Multiple Importance Sampling 

ML machine learning 

MSG Modelling and Simulation Group 

NAT network address translation 

NATO North Atlantic Treaty Organization 

NLP natural language processing 

OFM operator function model 

OODA observe–orient–decide–act 

PA predictive analytics/analysis 

PGG plan-goal-graph 

POV point of view 

RSY Research Symposium 

RTG Research Task Group 

RUNet closed and controlled internet border 

SAR synthetic aperture radar 

SAS Systems Analysis & Studies 

SCI Systems Concepts & Integration 

SET Sensors & Electronics Technologies 

SRA Strategic Research Agenda 

SRIA Strategic Research and Innovation Agenda 

SSM state space models 
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STIX Structured Threat Information Expression 

STO Science & Technology Organization 

SURF Social Understanding and Reasoning Framework 

TCP Transmission Control Protocol 

TTP tactics, techniques, and procedures 

UAV unmanned aerial vehicle 

UDP User Datagram Protocol 

X adversarial axioms  
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