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Major Goals: Major Goal 1: Wireless-power Transfer in mmWave Tactical Networks
In the previous years, we have developed an analytical framework for analyzing wireless power transfer in a mmWave ad hoc network with building blockages. A major goal this year is to characterize the performance of wireless power transfer in a mmWave tactical ad hoc network where RF power transmitters and energy harvesting receivers are (embedded into) wearable devices worn by soldiers. The nodes (i.e., soldiers) equipped with RF power transmitters remotely charge the ones equipped with energy harvesters. Because mmWave signals are susceptible to blockage by human-bodies, we evaluate the network-wide performance while incorporating the impact of blockages due to soldier bodies. Some of the key questions we seek to address are: how does the network density impact performance? What fraction of the network nodes be equipped with RF power transmitters to maximize the number of remotely-powered energy harvesting nodes? We used analysis and simulations to characterize the performance of this network in terms of system parameters such as network density, transmit power, energy harvesting parameters, blockage size, propagation conditions, and antenna array parameters. Our results suggest that network-level performance typically improves with an increase in the node density, despite an increase in blockages density.

Major Goal 2: Wireless-powered Communication Network with Short Packets
In the previous year, we developed an analytical framework for analyzing the performance of short packet wireless-powered communications in a three-node setup where an RF power transmitter remotely charges an energy harvesting node, which exploits the harvested energy to communicate data to another node. This year, we have extended the analysis to a large-scale network consisting of power transmitters, energy harvesting nodes, and their dedicated receiver nodes. Some of the key questions we seek to address include: how does the system parameters such as network density and transmit power impact performance? Is it beneficial to have a higher transmit power or a higher node density? How does the system perform in the short packet regime? We use analytical results and simulations to answer these questions.

Major Goal 3: Ergodic Rate of mmWave Ad Hoc Networks
The previous years developed frameworks to evaluate the ergodic rate of mmWave ad hoc networks with impairments such as beam alignment error. Using the developed framework the past year, we analyzed the training and beam alignment of mmWave ad hoc networks. We added the overhead of training to account for the degraded overall rate when accounting for the lost time for training. The results showed that, in contrast to cellular networks, the best strategy to align mmWave beams is to do an exhaustive search. Because the interference from
neighboring users can be high, directionality at the receiver and transmitter is required to reliably receive the training signals. Additionally, we investigated how the rate requirements of clustered users affects the communication between different clusters of users. The results showed that in order for clusters of users to stay connected between each other, the supported data rate must remain small.

**Accomplishments:** A summary of our accomplishments and detailed report is provided as a PDF document.

**Training Opportunities:** The project provided several opportunities for training and mentorship of graduate students. Two graduate students worked on this project. The first student was Andrew Thornburg. During the project, he developed his research skills. He solved important problems related to understanding the performance of millimeter wave networks including clustered ad hoc networks, beam training overhead, and the effects of mobility. His work established how and when millimeter wave is viable for tactical networks. He also further developed his writing skills. The second student was Talha Khan. During his work on this project, he solved key challenges related to short packet communication and energy harvesting. In particular, he developed a compelling framework for incorporating the information theory based on short packets to make the analysis of energy harvesting networks more realistic. Energy harvesting has the potential to reduce the weight of batteries for soldiers. He also developed his writing and speaking skills.

**Results Dissemination:** The results of this research project have been disseminated through several complimentary venues during the past three years. Papers were presented at top conferences including MILCOM, GLOBECOM, ICC, and ICASSP. Journal papers were published in prestigious journals including the IEEE Transactions on Communications, the IEEE Transactions on Wireless Communications, the IEEE Transactions on Signal Processing, and IEEE Signal Processing Letters. Results were also incorporated into invited talks and plenaries. In addition, the results were presented at UT Austin during student poster sessions including at the Texas Wireless Summit, with 100-200 attendees. They were also presented to executives during the Wireless Networking and Communications Group annual board meeting, and the open house. Affiliates present include AT&T, CommScope, Crown Castle, General Dynamics, Huawei, National Instruments, Qualcomm, Samsung, Verizon, Yokogawa, Honda, and Toyota.
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I. Introduction

Millimeter wave (mmWave) communication will use high-bandwidth and directional antenna arrays to achieve truly next-generation data rates [2]–[4], [19], [59]. While the theoretical bit rate is incredible, which can allow the sharing of high-resolution video in a tactical military network or file sharing in a peer-to-peer network, several engineering hurdles remain. In previous generations, interference of nearby users limited performance of ad hoc networks. The properties of mmWave communication, however, offer opportunities to exploit the reduced interference created by directional antennas and building blockage.

While mmWave systems provide an enormous benefit in their bandwidth, there are several constraints that are not present in microwave systems. First, the mostly digital MIMO implementations found at microwave frequencies are unlikely; high-speed, high-bandwidth analog-digital converters require too much power to include many in a mobile device [61]. As a result, mmWave systems are more likely to use analog beamforming, or a hybrid approach [6], [22]. Second, mmWave propagation is much more sensitive to blockages than lower frequency signals [56]. While non-line-of-sight communication is possible, analysis should be aware of LOS / NLOS regimes as the path-loss exponent can be vastly different [60]. Third, mmWave devices will have dozens, perhaps hundred of antennas to overcome the path-loss. Historically, path loss has been viewed as a limiting factor for employing mmWave wireless systems; by fabricating many mmWave antennas in the same physical size of a single microwave antenna, the path-loss difference can be eliminated. These characteristics of mmWave mean that direct application of mmWave to MANETs without careful investigation is unwise.

In the first year of the project, we performed the following tasks related to capacity of outdoor mmWave ad hoc networks. We derive expressions for the transmission capacity of such networks. To derive the transmission capacity, we first obtain the SINR complimentary cumulative distribution function (CCDF) of an outdoor mmWave ad hoc network. We provide a bound on the CDF of the INR of a mmWave ad hoc network. We quantify the ergodic capacity of an outdoor mmWave ad hoc network. We use tools from stochastic geometry to derive an expression for the ergodic capacity that matches simulation results; the results are presented for both line-of-sight (LOS) and non-line-of-sight (NLOS) communication. We introduce and formalize the inevitable problem of beam misalignment in mmWave ad hoc networks and quantify the impact such errors have on the ergodic capacity of the network. We use a Gaussian antenna model; we contrast this with the sectored antenna model that has been widely used in the past. We present a simple expression that captures the loss of capacity for small alignment error.

In the second year of the project, we have investigated the ergodic capacity of tactical mmWave ad hoc networks. We derivate analytic solutions for uniform and cluster network topologies [71], [72]. We proposed scaling laws for mmWave ad hoc networks where the number of antennas at the transmitter and receiver scale sub-linearly with the transmitter density for constant per-user rate [69], [72]. We characterized the performance of a wireless-powered communication system where an RF energy harvesting node, charged by a power beacon via wireless energy transfer, attempts to communicate with a receiver over an AWGN channel [38]. Using the framework of finite-length information theory [48], we characterized the energy supply probability and the achievable rate of the considered system for the case of short packets. Leveraging the analytical results, we exposed the interplay between key system parameters such as the harvest and transmit blocklengths, the average harvested power, and the transmit power. We also provide closed-form analytical expressions for the asymptotically optimal transmit power.
In the third year of the project, we analyzed the system-level performance of mmWave wireless power transfer with human body blockages. This is important as wireless devices are getting smaller and more energy-efficient, wireless energy transfer is emerging as a potential technology for powering such low-power devices [73]. At the same time, in military sensor networks, where powering a potentially massive number of ad hoc devices will be a major challenge [82]. The mmWave band is attractive for wireless energy transfer as it allows deploying large antenna arrays in small form-factors. Unfortunately, the mmWave beams are susceptible to blockage by many common materials including human bodies [54]. We characterized the impact of human body blockages to determine when they are significant.

In the rest of this report, we provide prior work, a system model, and key results for the various problems studied during the past three years.

II. Capacity of mmWave Mobile Ad Hoc Networks

Lack of infrastructure characterize mobile ad hoc networks (MANETs). Whereas users in cellular networks only communicate with fixed base stations, users in MANETs communicate with each other; all users transmit, receive, or relay data. MANETs are particularly useful when infrastructure is destroyed by natural disasters or unavailable such as in a forward operating military network. Interference in the network limits the spatial density and efficiency of MANETs. Simple protocols create residual interference that leads to poor signal-to-interference-plus-noise ratios (SINRs) or try to coordinate transmissions leading to fewer transmission opportunities [9]. The purpose of this work is to investigate and optimize mmWave ad hoc networks as its characteristics enable fresh research problems in the area of ad hoc networks.

Modern wireless communication systems are interference limited meaning that unintended transmissions, e.g. other users, obfuscate the intended message. Newer cellular networks utilize sophisticated techniques to minimize interference. The less organized nature of ad-hoc networks lessens the opportunity to use these techniques. Many researchers proposed techniques to deal with interference in ad hoc networks. Seminal work in [29] shows that scaling of ad hoc networks goes by $1/\sqrt{n}$ where $n$ is the number of users. Stochastic geometry has since become a favorite tool of researchers to attempt to improve the scaling of ad hoc networks. Transmission capacity is a popular information theoretic performance metric to assess the viability of ad hoc network architectures and transmissions strategies [9], [32], [33], [79]. The transmission capacity is the maximum spatial density of transmitters given an outage constraint [79] and is well studied, e.g. in [74], [75], [79], and references therein. The transmission capacity of ad hoc networks with directional antennas was computed in [33] assuming small-scale Rayleigh fading but neglecting large blockage effects. In mmWave systems, however, small-scale fading is not as severe as lower frequency systems and blockages effects are more significant [60]. In [74], the transmission capacity using MIMO beamforming for ad hoc networks was derived, where it was shown that the receive antennas should be used for interference cancellation not for spatial multiplexing. The ability to perform spatial interference cancellation, however, is limited as power-efficient hardware architectures limit mmWave devices often to simple directional beamforming [6]; each antenna on a mmWave device will likely not have a dedicated baseband hardware. Recent work has shown that mmWave systems are much less sensitive to interference due to the large directionality of mmWave arrays [62] and due to the likelihood of further interferers being blocked [13]. Therefore mmWave systems have the potential to offer larger amounts of spectrum while at the same time offer higher spectral efficiency due to reduced sensitivity to interference.

Beamforming and building blockage are defining characteristics of mmWave communication. Beamforming has been considered in ad hoc networks under the term smart antennas, phased
Fig. 1: MmWave networks direct the energy of transmission which reduces interference. Building blockage severely hinders mmWave propagation which further reduces interference.

arrays, or adaptive antennas. Prior work on ad hoc networks considered smart antennas and other directional antennas [18], [21], [51], [80]. A directional MAC testbed was benchmarked in [51]. In [18], the analysis and performance of the system assumes Rayleigh fading. The optimization of the MAC for directional antennas was discussed in [21], [80]. Current standards largely ignore adaptive beamforming at lower frequencies as the gains do not offset the overhead involved.

Together with beamforming, heavy signal blockage primarily dictates the performance of a mmWave network [17]. Building blockage has been incorporated into analysis previously [12], [26], [64]. A LOS-ball approach is taken in [64] for backhaul networks which is validated using real-world building data. In [26], link blockage results from small-scale fading. In our paper, link blockages due to obstacles like buildings which heavily attenuate mmWave signals [16]. The effect of blockage is developed in [17] for mmWave cellular networks; rate trends for cellular are captured with real-world building footprints in [41]. As illustrated in Fig. 1, the directionality of the array and building blockage limits the interference received.

A. Stochastic Geometry Framework for Capacity Analysis

The users in the ad hoc network are modeled as a homogeneous Poisson point process (PPP), \( \Phi_t \) with intensity \( \lambda_t \). In this process, the points, \( x_i \in \Phi_t \), are a transmitter with an associated receiver at a distance \( r \) away. The orientation of the receiver within the plane is a uniformly distributed mark, \( \theta_i \in [0, 2\pi] \), on the PPP. Without loss of generality, we leverage Slivnyak’s Theorem to analyze the typical transmitter located at the origin. Further, the typical receiver is located at \((r, 0)\).

Because of the physical propagation characteristics of mmWave, it is important to model large scale signal blockage (e.g. shadowing) [17], [60]. We model the blockage as in [16]. The center of buildings form another homogeneous PPP, \( \Phi_b \), on \( \mathbb{R}^2 \) with intensity \( \lambda_b \). The length, width, and orientation of the buildings, \( L_i, W_i, \phi_i \), are independent marks on the building PPP each drawn from a distribution. It was shown in [16] that the probability that an outdoor user is LOS is exponentially decreasing dependent on the average building perimeter and the link distance, \( d \). Specifically,

\[
P[\text{LOS}|d = r] = e^{-\beta r}
\]

(1)
Fig. 2: Example realizations of the random network with blockage. The blue rectangles are random boolean buildings which attenuate the signal. The red triangles are the Poisson point process of interferers. The green star represents the typical node.

with

\[ \beta = \frac{2\lambda_b(\mathbb{E}[W] + \mathbb{E}[L])}{\pi}, \]  

(2)

Examples of a realization of a mmWave ad hoc network with blockage are shown in Fig. 2. Measurements show that line-of-sight (LOS) and non-line-of-sight (NLOS) path-loss differ greatly in the path-loss exponent [14], [58]. We treat the path-loss exponent as a discrete random variable such that

\[ \alpha_i = \begin{cases} \alpha_L & \text{w.p. } l_p(r) \\ \alpha_N & \text{w.p. } 1 - l_p(r) \end{cases}, \]  

(3)

where \( \alpha_L \) and \( \alpha_N \) are the LOS and NLOS path-loss exponents and \( r \) is the link length. We set \( l_p(r) \) to (1). Note that probability of the path-loss exponent is dependent on the blockage model. While we utilize [16], any arbitrary discrete probability mass function could be used.

Our work utilizes two antenna models that are popular in the literature: sectored and Gaussian [1], [14]. Fig. 3 shows the array gain for these two models. More precisely, we can define the gain of the sectored antenna as

\[ G_{tx/rx}^{\text{sect}}(\theta) = \begin{cases} G & \theta \in [-\theta_{\text{dB}}, \theta_{\text{dB}}] \\ g & \text{otherwise} \end{cases}, \]  

(4)

where \( \theta \) is the angle-of-arrival/departure and the main lobe beamwidth is \( 2\theta_{\text{dB}} \). We introduce the Gaussian antenna into the analysis of [70] which deals with antenna misalignment. If errors exist in the beam alignment, the sectored antenna will not capture the misalignment until the beams are completely misaligned. The Gaussian antenna provides a smoother roll-off and more accurately captures the antenna response of a uniform linear array or uniform circular array. The
Fig. 3: A comparison of the antenna models used in the results. The sectored antenna is desirable due to its simplicity, but lacks a realistic roll-off in gain. In the Figure, each antenna has a beamwidth of $30^\circ$ (e.g. $\theta_{3dB} = 15^\circ$).

The antenna response of a Gaussian antenna is

$$G_{tx/rx}(\theta) = (G - g)e^{-\eta \theta^2} + g$$

(5)

where $\theta$ is the angle-of-arrival/departure, $G$ is the maximum gain which occurs as $\theta = 0$, $g$ is the side lobe gain, and $\eta$ is a parameter that controls the 3dB beamwidth. We are interested in analyzing a symmetric ad hoc network where the transmitter and receiver have the same capabilities (e.g. antenna number).

We model the fading as a Nakagami random variable with parameter $N_h$. Consequently, the received signal power, $h$, can be modeled as a gamma random variable, $h \sim \Gamma(N_h, 1/N_h)$. As $N_h \to \infty$, the fading becomes a deterministic value centered on the mean, whereas $N_h = 1$ corresponds to Rayleigh fading. A useful result for deriving the distributions of the SINR and INR will be a bound on the CDF of a gamma random variable. This was shown in [17] and refined in our work [66].

**Lemma 1.** The cumulative distribution function of a normalized gamma random variable, $y \sim \Gamma(k, 1/k)$, can be tightly lower bounded as

$$[1 - e^{-az}]^k < \mathbb{P}[y < z]$$

with $a = k(k!)^{-1/k}$.

The SINR is a key quantity that is central to our metrics. We define the SINR as

$$\text{SINR}_0 = \frac{P_t AG_0^{tx} G_0^{rx} h_0 r^{-\alpha_0}}{N_0 + \sum_{i \in \Phi_t} P_t AG_i^{tx} G_i^{rx} h_i d_i^{-\alpha_i}},$$

(6)

where $P_t$ is the transmit power of each users, $G^{rx/tx}$ is the antenna gain of the receiver and transmitter (respectively), $h_0$ is the random fading power at the receiver of interest, $A$ is the path-loss intercept, $r$ is the fixed link length, $\alpha_i$ is the path-loss exponent, and $N_0$ is the noise power. The terms within the sum are for each interfering transmitter: $d_i$ is used to represent the
distance from the interferer to receiver of interest, \( h_i \) is each interference random power, and \( G_{\text{rx/tx}} \) is the antenna gain of the interfering users. We similarly define the interference to noise ratio (INR) as

\[
\text{INR}_0 = \frac{\sum_{i \in \Phi_t} P_t A G_{\text{rx}}^i G_{\text{tx}}^i h_i d_i^{-\alpha_i}}{N_0}.
\]

(7)

**B. Key Results: SINR & INR Distributions**

We define the CCDF of the SINR as

\[
P_c(T) = P\{\text{SINR} \geq T\},
\]

(8)

where \( T \) is target SINR. In other words, (8) is referred to as the coverage probability [11], [33], [79]. We can use the law of total probability to expand the SINR CCDF as [17]

\[
P_c(T) = P_{\text{LOS}}(T)P[\text{LOS}] + P_{\text{NLOS}}(T)P[\text{NLOS}],
\]

(9)

where \( P_{\text{LOS}} \) and \( P_{\text{NLOS}} \) are the conditional CCDFs on the event that the main link is LOS and NLOS, respectively. The SINR CCDF conditioned on the link being LOS is [17]

\[
P_{\text{LOS}}(T) = P\{\text{SINR} \geq T|\text{LOS}\}.
\]

(10)

Going forward, for brevity, we will drop the conditional notation when using \( P_{\text{LOS}} \). Using (6),

\[
P_{\text{LOS}}(T) = P\left[ \frac{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 h_0 r^{-\alpha_0}}{N_0 + \sum_{i \in \Phi_t} P_t A G_{\text{rx}}^i G_{\text{tx}}^i h_i d_i^{-\alpha_i}} \geq T \right]
\]

(11)

\[
= P\left[ h_0 \geq \frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + \sum_{i \in \Phi} P_t A G_{\text{rx}}^i G_{\text{tx}}^i d_i^{\alpha_i})} \right]
\]

(12)

\[
= 1 - P\left[ h_0 < \frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + I_{\Phi})} \right]
\]

(13)

\[
= 1 - \int_0^\infty P\left[ h_0 < \frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + x) | I_{\Phi} = x} \right] p_{\Phi}(x) dx.
\]

(14)

Now we can bound (15) with \( h_0 \sim \Gamma(N_h, 1/N_h) \) as

\[
P_{\text{LOS}}(T) < 1 - \int_0^\infty \left[ \left( 1 - e^{-\frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + x)}} \right)^{N_h} \right] p_{\Phi}(x) dx
\]

\[
< 1 - \mathbb{E}_{\Phi} \left[ \left( 1 - e^{-\frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + I_{\Phi})}} \right)^{N_h} \right]
\]

(17)

\[
= \sum_{n=1}^{N_h} \binom{N_h}{n} (-1)^{n+1} \mathbb{E}_{\Phi} \left[ e^{-\frac{T r^{\alpha_L}}{P_t A G_{\text{rx}}^0 G_{\text{tx}}^0 (N_0 + I_{\Phi})}} \right].
\]

(18)

where (18) is from the Binomial Theorem [17].

Because each building blockage is independent, we use the Thinning Theorem from stochastic geometry [10]. The antenna array gain of each interfering user is also independent which allows us to thin the PPP. We use the sectored antenna model in this work which constrains the gain
to three values (\(\{GG, Gg, gg\}\)). Essentially, we can now view the interference as 6 independent PPPs such that

\[
I_\Phi = I_{\Phi_{LOS}}^{GG} + I_{\Phi_{LOS}}^{Gg} + I_{\Phi_{LOS}}^{gg} + I_{\Phi_{NLOS}}^{GG} + I_{\Phi_{NLOS}}^{Gg} + I_{\Phi_{NLOS}}^{gg},
\]

with the superscripts representing the discrete random antenna gain defined in \(\{4\}\) and each interfering node either a LOS transmitter or NLOS transmitter. Because of this, we can distribute the expectation in \(\{18\}\) and re-write \(\{18\}\) as

\[
P_c^L < \sum_{n=1}^{N_h} (-1)^{n+1} \left(\frac{N_h}{n}\right) e^{-nK_L T N_0} \prod_i \prod_j H[e^{-nK_L T \Phi_{i,l}}]
\]

with \(i \in \{GG, Gg, gg\}\), \(j \in \{LOS, NLOS\}\), and \(K_L = \frac{ar^\alpha_L}{P_t A G_A \alpha_{L0}}\). In \(\{20\}\), \(i\) and \(j\) index each interference sub-PPP. In essence, each expectation is the Laplace transform of the associated sub-PPP, and each of these Laplace transforms are multiplied together.

Using stochastic geometry theory, we can analytically represent the first Laplace expectation term as

\[
\mathbb{E}\left[e^{-nK_L T I_{\Phi_{LOS}}^{GG}}\right] = e^{-2\pi \lambda p_{GG} \int_0^\infty \left(1 - \mathbb{E}_h[e^{-\frac{nK_L T A G_A h}{\pi^2 L^2 (q_{los})}}]\right) l_p(x) dx}
\]

The probability of gain \(GG\) and LOS probabilities, \(p_{GG}\) and \(l_p(r)\), capture the thinning of the PPP for the first sub-PPP in \(\{19\}\). Notice that \(\mathbb{E}_h[e^{\eta h}]\) corresponds to the moment-generating function (MGF) of the random variable \(h\), which is modeled as a gamma random variable with parameter \(N_h\) which has a known MGF. A similar approach was taken in \(\{17\}\) for the analysis of mmWave cellular networks. The final Laplace transform of the PPP is given as

\[
L_{I_{\Phi_{LOS}}^{GG}} = e^{-2\pi \lambda p_{GG} \int_0^\infty \left(1 - 1 + \frac{nK_L T A G_A h}{\pi^2 L^2 (q_{los})} N_h\right) l_p(x) dx}
\]

with \(Q_L = K_L P_t A G_A = ar^\alpha_L\). Each other Laplace transform is computed similarly, but noting that \(p_{GG}\), \(l_p(r)\), and \(r^\alpha\) will change depending on the antenna gain of the sub-PPP and if the sub-PPP is LOS or NLOS. We can summarize the results in the following theorem

**Theorem 1.** The SINR distribution of an outdoor mmWave ad hoc network can be tightly upper bounded by

\[
P_c(T) < \sum_{n=1}^{N_h} \left(\frac{N_h}{n}\right) (-1)^{n+1} e^{-nK_L T N_0} e^{-2\pi \lambda (V + Y) l_p(r)} + \sum_{n=1}^{N_h} \left(\frac{N_h}{n}\right) (-1)^{n+1} e^{-nK_N T N_0} e^{-2\pi \lambda (W + Z) (1 - l_p(r))}
\]
Fig. 4: The SINR distribution of mmWave ad hoc networks with $\lambda = 5 \times 10^{-5}$. In (a), we assume LOS communication only whereas in (b) both LOS and NLOS communication is permitted.

where

$$V = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{nQ_L T}{x^{\alpha_L} N_h} \right)^{N_h} \right] l_p(x) x \, dx$$  \hfill (24)$$

$$Y = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{nQ_L T}{x^{\alpha_L} N_h} \right)^{N_h} \right] (1 - l_p(x)) x \, dx$$  \hfill (25)$$

$$W = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{nQ_N T}{x^{\alpha_N} N_h} \right)^{N_h} \right] l_p(x) x \, dx$$  \hfill (26)$$

$$Z = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{nQ_N T}{x^{\alpha_N} N_h} \right)^{N_h} \right] (1 - l_p(x)) x \, dx$$  \hfill (27)$$

with $K_L = \frac{a^{\alpha_L} L}{G_i G_0^* G_0}$, $K_N = \frac{a^{\alpha_N} N}{G_i G_0^* G_0}$, $G_i \in \{GG, Gg, gg\}$, $Q_L = \frac{a^{\alpha_L} G_i}{G_0^* G_0}$, and $Q_N = \frac{a^{\alpha_N} G_i}{G_0^* G_0}$.

Figure 4 shows the SINR CCDF for a mmWave network of user density $\lambda = 5 \times 10^{-5}$ with building parameter $\beta = 0.008$ which corresponds to the UT Austin building footprint. These results show the validation of Theorem 1 as well as motivate a LOS aware protocol. Especially for larger link distances, Fig. 4b shows much less favorable SINR than 4a. If the user density is high enough, we believe that using relays in the ad hoc network will add capacity to the network.

We are interested in the transition from noise-limited to interference-limited operation as a function of user density, building density, antenna pattern, and transmission distance. The transition between noise-limited and interference-limited is very important to algorithm and protocol design. We achieve this by characterizing the INR CDF. We define the INR CDF as

$$P^{NL}(T) = \Pr[\text{INR} \leq T].$$  \hfill (28)$$

We prove the following theorem in a similar way. Most of the derivation will be omitted for
In Fig. 5, we show the INR CDF for \( \theta = 30^\circ \). In the sparsest network, the interference power is more dominant than the noise power (i.e. \( \Pr[\text{INR} < 0\,\text{dB}] = 0.4 \) for the green circle network), but the red triangle curve shows that the network is always interference limited.

brevity, but call attention to \( N_C \). After some manipulation of the INR expression, we arrive at

\[
P_{\text{NL}}^\text{INR}(T) = 1 - \Pr[1 < \frac{I_\Phi}{TN_0}].
\]

To analytically evaluate \( \Pr[1 < \frac{I_\Phi}{TN_0}] \), replace 1 with a random variable, \( C \), with low variance. We let \( C \sim \Gamma(N_C, 1/N_C) \). We bound the low-variance gamma random variable in the same manner as the SINR derivation to arrive at Theorem 2.

**Theorem 2.** The INR distribution of a mmWave ad hoc network can be tightly bounded by

\[
P_{\text{NL}}^\text{INR}(T) < \sum_{n=1}^{N_C} \binom{N_C}{n} (-1)^{n+1} e^{-2\pi\lambda(R+U)}
\]

where

\[
R = \sum_i p_i \int_0^\infty \left( 1 - 1/(1 + \frac{anG^\text{rx}_iG^\text{tx}_i}{x^{\alpha}N_0TN_h})^{N_h} \right) l_p(x) dx
\]

\[
U = \sum_i p_i \int_0^\infty \left( 1 - 1/(1 + \frac{anG^\text{rx}_iG^\text{tx}_i}{x^{\alpha}N_0TN_h})^{N_h} \right) (1 - l_p(x)) dx
\]

with \( i \in \{GG, Gg, gg\} \).

In Fig. 5, we show the INR for networks with 100, 500, and 1000 users per km\(^2\) with antenna beamwidths of 30\(^\circ\). Indeed, the sparsest network exhibits noise limited behavior. For example, the \( \Pr[\text{INR} < 0\,\text{dB}] = 0.4 \) for 30\(^\circ\) antennas in the sparest network. Yet, these results show compelling evidence that a mmWave ad hoc network can still be considered interference limited. In dense networks (500 and 1000 users per km\(^2\)), the network exhibits strong interference. Because of this, we urge caution when considering mmWave networks to be noise limited.
C. Key Results: Transmission Capacity

Now, using Theorem 1, we characterize the transmission capacity, $\lambda_c$. This is the largest $\lambda$ the network can support given an SINR threshold, $T$ and outage $\epsilon$. More simply, $1 - \epsilon = P_c$ of users will have an SINR larger than $T$. It can also be defined as the number of successful transmissions per unit area, which is directly connected to the number of users supported by the network. To do this, we approximate the exponential terms of Theorem 1 as

$$P_c^L < \sum_{n=1}^{N_h} (-1)^{n+1} \left( \frac{N_h}{n} \right) e^{-nK_LTN_0} \left( 1 - 2\pi \lambda_c \Theta + 2\pi \lambda_c^2 \Theta^2 \right)$$

(33)

where $\Theta = V + Y$. We leverage the bound, $e^{-x} \leq (1 - x + x^2/2)$ for $x \in \mathbb{R}^+$, for the Laplace functional term. This bound is tight for small $x$. We are interested in analyzing the optimal $\lambda$ for $P_c$ near 1. As a result, the Laplace functional will be close to 1; the argument will be close to 0. A similar bound is done for the NLOS term in Theorem 1. We combine (33) and the NLOS approximation to form

$$1 - \epsilon < \sum_{n=1}^{N_h} (-1)^{n+1} \left( \frac{N_h}{n} \right) e^{-nK_LTN_0} \left( 1 - 2\pi \lambda_c \Theta + 2\pi \lambda_c^2 \Theta^2 \right) +$$

$$\sum_{n=1}^{N_h} (-1)^{n+1} \left( \frac{N_h}{n} \right) e^{-nK_NT0} \left( 1 - 2\pi \lambda_c \Psi + 2\pi \lambda_c^2 \Psi^2 \right)$$

(34)

with $\Psi = W + Z$. Because of this bound, $P_c$ is now a quadratic equation in $\lambda$ which can be solved in closed-form. The exact solution depends on $N_h$. Symbolic tools, such as Mathematica, can factor and solve (34) such that

$$\lambda_c = f(T, \epsilon).$$

(35)

Fig. 6 shows the transmission capacity for mmWave and lower frequency networks with a 10% outage. Fig. 6 shows the relationship between providing a higher SINR (and thus rate) to
users while maintaining a constant outage constraint. As expected, the shortest dipole length can support the highest density of users. A linear increase in SINR (in dB) results in an exponential decrease in the density of users in the network. We include a comparison with lower frequency ad hoc networks [11].

In Fig. 6a, both LOS and NLOS communication is allowed. If the dipole length is 25m, mmWave networks can allow a larger density. If the dipole length is 50m, however, lower-frequency networks can permit higher densities if the SINR threshold is lower. Fig. 6b shows the improvement if communication is kept to LOS links. The mmWave network in Fig. 6b can support an order-of-magnitude more users than the network in Fig. 6a. Furthermore, a vast improvement over lower-frequency networks is shown. If users require SINR > 0dB 90% of the time, 25m link length can support networks with $d_n = 15m$ ($\lambda = 10^{-3}m^{-2}$) whereas lower frequency networks require a neighbor distance of 50m ($\lambda = 10^{-4}m^{-2}$).

I) Ergodic Capacity with Misalignment: We define the ergodic capacity as the average sum spectral efficiency per unit area of the network.

$$C = \mathbb{E} \left[ \sum_{i \in \Phi_t} \log_2 (1 + \text{SINR}_i) \right]$$

(a)

$$\lambda \mathbb{E} \left[ \log_2 (1 + \text{SINR}_0) \right],$$

with $\Phi$ being the PPP of users with intensity $\lambda$, and (a) is due to Slivnyak’s Theorem where we analyze the typical user located at the origin [10]. We leverage the following lemma from [42] to evaluate the ergodic capacity of a mmWave ad hoc network.

**Lemma 2.** Let $X > 0$ and $Y > 0$ be non-negative and independent random variables. Then, for any $a > 0$,

$$\mathbb{E} \left[ \ln \left( 1 + \frac{X}{a + Y} \right) \right] = \int_0^\infty \frac{e^{-az}z}{z} \left( 1 - \mathbb{E} \left[ e^{-zX} \right] \right) \mathbb{E} \left[ e^{-zY} \right] dz.$$  

(38)

By performing a change of logarithms, Lemma 2 allows the evaluation of (37). Notice that $\mathbb{E} [e^{-zX}]$ is the moment-generating function of $X$ which is the denominator of the SINR. The final term, $\mathbb{E} [e^{-zY}]$, is the Laplace transform of the interference which was computed previously for the SINR CCDF. Thus, we can summarize the results in the following theorem.

**Theorem 3.** The ergodic capacity per unit area (bits/sec/Hz/m\(^2\)) of an outdoor mmWave network is

$$C = \frac{\lambda}{\ln(2)} \int_0^\infty \frac{e^{-zN_0 - 2\pi \lambda(V+W)}}{z} (1 - S) dz.$$  

(39)
with

\[
S = p(r) \left( 1 + \frac{zAP_i G_i^{tx} G_i^{rx}}{r^{\alpha L} N_h} \right)^{-N_h} + (1 - p(r)) \left( 1 + \frac{zAP_i G_i^{tx} G_i^{rx}}{r^{\alpha N} N_h} \right)^{-N_h}
\]

\[
V = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{zAP_i G_i^{tx} G_i^{rx}}{x^{\alpha L} N_h} \right)^{N_h} \right] p(x) x \, dx
\]

\[
W = \sum_i p_i \int_0^\infty \left[ 1 - 1/ \left( 1 + \frac{zAP_i G_i^{tx} G_i^{rx}}{x^{\alpha N} N_h} \right)^{N_h} \right] (1 - p(x)) x \, dx.
\]

Theorem 3 assumes that the desired signal is always properly aligned. If the antenna arrays are not perfectly aligned, the signal strength will degrade which results in a loss of capacity. We model the alignment error as \( \epsilon \sim N_T(0, \sigma^2) \) where \( N_T \) is the truncated Gaussian distribution and \( \sigma^2 \) is the variance of the error. The Cramer-Rao bound gives a lower bound on the variance of the error [52], [65].

In the following lemmas, we note that in high SINR (37) can be approximated as

\[
C \approx \lambda \mathbb{E} [\log_2 (\text{SINR}_0)].
\]

Additionally, we note that because of the isotropic properties of the PPP, the interference statistics will be invariant with antenna error. Therefore, the loss of capacity is quantified only by the antenna error of the signal of interest. This quantity, per user, is

\[
\Delta C_u \approx \mathbb{E} [\log_2 (G_p \text{SINR}^G) - \log_2 (G_e \text{SINR}^G)]
\]

\[
= \mathbb{E} [\log_2 (G_p / G_e)],
\]

where \( \text{SINR}^G \) is the SINR without the antenna gain, \( G_p \) is the gain due to perfect alignment (e.g. \( G_i^{tx} G_i^{rx} = G^2 \)), and \( G_e \) is the gain due to error. For sectored antennas, \( G_e \) is a binomial random variable which can be fully described by the probability that \( G_i^{tx/rx} = G \) under error variance of \( \sigma^2 \) (e.g. success probability). We denote this as \( p_G(\sigma) \). We omit this derivation for space, but it can be found in [70].

**Lemma 3.** The loss in ergodic capacity per user in a mmWave ad hoc network due to beam alignment error with sectored antennas can be approximated as

\[
\Delta C_u \approx \log_2 (G/g) 2p_G(\sigma) (1 - p_G(\sigma)) + \log_2 (G^2/g^2) (1 - p_G(\sigma))^2.
\]

We also omit the derivation of the PDF of \( G_e \) for Gaussian antennas. In [70], we define \( K \) as the fraction of the perfect gain \( G^2 \) such that \( G_e = KG^2 \). The PDF of \( K \) is given as

\[
f_K(z) = \frac{1}{2\eta\sigma^2} \frac{z^{2\eta\sigma^2 - 1}}{\text{Erf} \left( \frac{\eta}{\sqrt{2} \sigma} \right)^2} z \in [G_{min}^2, 1],
\]

where

\[
G_{min} = e^{-\eta^2/\eta^2}.
\]

We evaluate the PDF in (41) to yield our final result.
Lemma 4. The loss in ergodic capacity per user in a mmWave ad hoc network due to beam alignment error with Gaussian antennas can be approximated as

\[
\Delta C_u \approx \frac{4\eta\sigma^2 - 2e^{-\pi^2/\sigma^2}(2\eta\pi^2 + 2\eta\pi^2)}{\text{Erf}\left(\frac{\pi}{\sqrt{2\sigma}}\right)} \log(4).
\]  

In Fig. 7, we show the differences between Lemma 3 and Lemma 4 (both plots are on the same scale). For both plots in Fig. 7, a beamwidth of 30° is used. The user density is \( \lambda = 10^{-5} \).

In Fig. 7a, we see that for \( \sigma = 10 \) the sectored antenna model yields a 2 bit/sec/Hz/user loss in capacity, but the Gaussian antenna will only lose 1 bit/sec/Hz/user which indicates the need for accurate antenna models. For a user density of \( \lambda = 10^{-5} \), the ergodic capacity per user is roughly 8.5 bits/sec/Hz/user; the antenna error at \( \sigma = 10 \) is about a 12.5% loss. While the Gaussian antenna is still only a model, we believe that it is much closer to the beam pattern of a uniform linear or planar array.

D. Intuition Obtained

Our results indicate that LOS communication leads to much more efficient networks. This motivates the possibility of utilizing relays to hop around signal blockage. Relays were studied extensively in the past for lower frequency networks. This problem is worth revisiting in a mmWave environment because of the path-loss gap between LOS and NLOS communication and the directionality of antenna array. We also believe that extremely narrow beams degrade the network because of the inevitable antenna alignment error. For example, \( \eta \) scales as \( 1/\theta_{3dB}^2 \) which causes the loss in (45) to increase as the beamwidth decreases.

III. Capacity of Clustered mmWave Mobile Ad Hoc Networks

The ergodic capacity quantifies the average rate that is achievable by all the users in the network. The ergodic capacity, also called the area spectral efficiency, has been explored via stochastic geometry in several papers [43] and references therein. MmWave ad hoc networks have been studied in the past as well. We investigated the performance and interference characteristics of homogeneous ad hoc networks [66]-[68]. The performance of body area networks...
for wearables was investigated in [77]. Prior work in [66]–[68] considered only the coverage of homogeneous networks, while the work in [77] considers finite network such as a train car for wearables.

Because ad hoc networks are typically limited by nearby interference, accurately modeling the spatial characteristics of the transmitters is needed. In the case of military squads or consumer cliques, users may be clustered together either around a squad leader or a WiFi hotspot, for example. We propose to investigate clustered mmWave ad hoc networks as well as uniform networks. Our previous work showed that mmWave ad hoc networks are line-of-sight (LOS) interference limited [66]; because of this, we are motivated to analyze the ergodic capacity of mmWave LOS clustered and uniform networks, which has not been investigated previously in the literature. Prior work has considered clustered lower frequency ad hoc networks [24], [46]. In [24], the interference properties and coverage of a clustered Neyman-Scott process was derived. The authors presented results for spread-spectrum communication in order to deal with the intra-cluster interference. The performance of clustered interference alignment (IA) networks was developed in [46]. The authors showed that IA can effectively deal with intra-cluster interference for certain cluster sizes as IA outperformed TDMA for larger cluster sizes. In [43], the capacity scaling of ad hoc networks with many receive antennas is quantified, but assumed lower frequency communication.

### A. Uniform and Clustered Networks

This work analyzes two different network topologies for user locations: uniform and clustered. These two topologies exhibit vastly different spatial characteristic as shown in Fig. 2. We consider the standard homogeneous Poisson point process (PPP) [8], [10], [67]. We denote the collection of transmitter locations on $\mathbb{R}^2$ formed by the PPP $\Phi$ as the uniform network. We denote the intensity of $\Phi$ as $\lambda_u = p_{tx}\lambda$ where $p_{tx}$ is the transmission probability and $\lambda$ is the intensity of all potential transmitters. Practically speaking, given a finite area of $\mathbb{R}^2$, the transmitters will be randomly uniformly placed within the area. While the homogeneous PPP is attractive to study for its analytic tractability, often it is not representative of realistic user locations. To remedy this limitation, we also use a general Poisson cluster point process $\Phi_c$. The cluster process is formed by randomly placing $c$ transmitters in a ball of radius $R_c$ centered at the points of a parent (not necessarily homogeneous) Poisson point process $\Phi_p$. Specifically,

$$\Phi_c = \bigcup_{y \in \Phi_p} N^y,$$

where each $N^y \in B(y, R_c)$ is a finite point process of $c$ points centered on $y$. Our previous work [68] showed that mmWave networks are LOS-interference limited; we ignore the contribution of NLOS clusters. For simplicity, we assume all users in a cluster $N^y$ are LOS. We call the cluster density $\lambda_p$. Without loss of generality, due to Slivnyak’s theorem, we consider a typical cluster located at the origin $N^o$ by conditioning on the event that a point at the origin exists in $\Phi_p$. The cluster process $\Phi_c$, therefore, represents the clustered LOS transmitters seen from the typical cluster at the origin. Each transmitter has a receiver located at a fixed distance $r_o$ away with the orientation distributed uniformly in $[0, 2\pi]$ [10]; these receiver points are not part of $\Phi_p$ nor $\Phi_c$. Fig. 2 shows an example realization of the network PPP with the associated receivers.

We consider two MAC protocols in this work: uncoordinated channel access (UCA) and TDMA. For the uniform network under UCA, all the transmitters access the channel within each channel time slot. For the clustered network under UCA, all $c$ transmitters in a cluster access
the channel with each time slot. In TDMA, only one transmitter from each cluster accesses the channel with each time slot. We do not consider TDMA for the uniform network; because we consider single-hop networks, each transmitter-receiver pair is geographically isolated with no coordination between transmitters. In other stochastic geometry work, UCA is considered as ALOHA, but the randomness of the ALOHA channel access would make the number of active transmitters per cluster random; this added randomness reduces the tractability of the analysis.

TDMA is widely used in mmWave standards such as 802.11ad [4].

We use the standard unbounded path loss model as

$$\ell(x) = \frac{1}{|x|^\alpha_m}$$

(47)

where $\alpha_m$ is the path loss exponent (PLE). Throughout this paper, we consider only LOS signals (both desired signals and interference signals); as such, $\alpha_m$ is typically between 2 and 2.5. Measurements show a lower PLE for line-of-sight (LOS) versus non-line-of-sight (NLOS) signals [55]. This discrepancy is largely caused by building blockage. We use a distance-dependent LOS blockage function $p(r)$. In general, our work is agnostic to the choice of a proper $p$; we, however, model the blockage as in [12], [66]. As shown in [13] using random shape theory, the probability a link is LOS is given by

$$p(r) = \exp(-\beta r)$$

where $\beta$ is a function of the average building perimeter and area.

We assume the transmitter and receiver are able to beam steer towards the desired angle of departure and arrival. We model the antenna array with a sectored antenna model

$$G_{tx/rx} = \begin{cases} N \theta & \theta \in [-\theta_3dB, \theta_3dB] \\ \frac{1}{N} & \text{otherwise} \end{cases}$$

(48)

where $N$ is the number of antennas at each transmitter and receiver and the mainlobe beamwidth is $2\theta_3dB$. The $3dB$ beamwidth of a ULA can be shown to be approximately $\frac{\delta'}{2N}$ where $\delta' = \frac{102\pi}{180}$. The mainlobe of the sectored antenna is then $\frac{\delta'}{N}$. The resultant system gain $G_{rx}G_{tx}$ is modeled as a discrete random variable $\kappa$ as in [4]. In our previous work, we used the sectored antenna model [12], [66], [68]. When beamforming with the sectored antenna, the channel power is $h = N^2|\gamma|^2$ where $|\gamma|^2$ corresponds to Gamma fading with mean 1 and parameters $(N_h, \frac{1}{N_h})$. For $N_h = 1$, this corresponds to Rayleigh fading, while as $N_h \to \infty$ the fading becomes deterministic. We use a gamma random power term for each signal to capture both the minimal small-scale fading and any other random attenuation effects. At mmWave frequencies, small-scale fading is not a strong phenomenon as shown in [12], [57]. Additionally, it is unlikely the power transfer of the channel is perfect. For example, the scattering and reflection of the mmWave may not transfer 100% of the power; in [59], this is modeled as an exponential random variable.

The received signal of interest for both uniform and clustered networks is

$$y_o = \sqrt{\ell(r_o)h_o\kappa_oA_m s_o + \sum_{i \in \Phi_c} \sqrt{\ell(x_i - r_o)h_i\kappa_i A_m s_i + v}}$$

(49)

where $s_o, s_i \sim \mathcal{N}(0, P_i)$, $P_i$ is the signal power, $v \sim \mathcal{N}(0, N_m)$, $N_m$ is the noise power, $h_o, h_i \sim \Gamma(N_h, \frac{1}{N_h})$, $A_m$ is the path loss intercept, and $x_i$ is the random location of each point of point process to the typical receiver. Ignoring misalignment, we assume that the desired signal performs perfect beamforming such that $\kappa_o = N^2$. The received SINR of the uniform/clustered
Fig. 8: An example realization of the LOS clustered network (a) compared to LOS PPP (b). The interfering clusters shown are all LOS from the perspective of the typical cluster at the origin. The dashed blue circle is the boundary for the typical cluster while the black dotted circle is the boundary for the other clusters. The clustered point process exhibits much different spatial properties than the LOS PPP.
networks is
\[
\text{SINR}_{\text{u/a}} = \frac{P_t A_u N^2 \ell (r_o) h_o}{N_o^m + \sum_{i \in \Phi/\Phi_c} P_t A_m \ell (x_i - r_o) h_i \kappa_i},
\]  
where the interference is either from \( \Phi \) or \( \Phi_c \). We note that the signal terms are identical between the two networks which is to be expected. Each network models the signal as an user pair transmitting and receiving at a fixed distance.

**B. Key Results: Ergodic Capacity of Clustered mmWave Networks**

We are interested in analyzing the ergodic capacity which is the expected sum rate of the network, expressed in terms of \( b/s/Hz \). We define this as
\[
C^\Sigma = \mathbb{E}_{P, h, \kappa} \left[ \sum_{i \in \mathcal{P}} \log_2 (1 + \text{SINR}_i) \right],
\]  
for some point process of transmitters \( \mathcal{P} \). The ergodic capacity as defined in (51) captures the dynamics of the channel and network. As nearby users begin or cease transmitting, the SINR varies over time slots. The fixed-rate approach of our previous work and others does not consider rate-adaption techniques to take advantage of different fading and point process realizations [43], [66]. For the network topologies considered in this paper, we leverage the properties of point processes to simplify (51). In the case of the uniform network with a homogeneous PPP, we can use Slivynak’s Theorem such that
\[
C^\Sigma_u = \lambda_u |A| \mathbb{E}_{\Phi, h, \kappa} \left[ \log_2 (1 + \text{SINR}_u) \right],
\]  
where \( A \) is the area of interest for the network [43]. Each transmitter/receiver pair experiences the same SINR on average as the typical pair at the origin [10]. Similarly, we can simplify the clustered network metric to
\[
C^\Sigma_c = \lambda_p c |A| \mathbb{E}_{\Phi_c, h, \kappa} \left[ \log_2 (1 + \text{SINR}_a) \right],
\]  
where all clusters in the network experience the same signal to interference and noise ratio (SINR) statistics as the typical cluster located at the origin [24]. The sum capacity, therefore, is the expected capacity at the origin multiplied by the cluster density \( c \). We present results in terms of the sum ergodic capacity (e.g. \( C^\Sigma_{u/c} \)) as well as the ergodic capacity of each user \( (b/s/Hz/user) \). These quantities are defined as \( C_u = \frac{C^\Sigma_u}{\lambda_u |A|} \) and \( C_c = \frac{C^\Sigma_c}{\lambda_p c |A|} \).

**Theorem 4.** The ergodic capacity per unit area \( (b/s/Hz/user) \) of an uniform outdoor mmWave network is
\[
C_u = \frac{1}{\log(2)} \int_0^\infty \frac{e^{-z\theta}}{z} \left[ 1 - \left( 1 + \frac{z \ell (r_o)}{N_h} \right)^{-N_h} \right] \mathcal{L}_p(z) dz
\]  
with
\[
\theta = \frac{N_m^o}{N^2 P_t A_m}
\]  
(55)
and

\[ \mathcal{L}_p(z) = \exp \left( -2\pi \lambda_p \sum_n p_n \int_0^\infty \left[ 1 - \left( 1 + \frac{z\ell(r)\kappa'_n}{N_h} \right)^{-N_h} \right] p(r) dr \right). \] (56)

**Proof.** See [72].

The following theorem characterizes the clustered network.

**Theorem 5.** The ergodic capacity per user (b/s/Hz/user) of an outdoor clustered mmWave network with directional antennas and uncoordinated channel access is

\[ C_{c}^{UCA} = \frac{1}{\log(2)} \int_0^\infty \frac{e^{-z\theta}}{z} \left[ 1 - \left( 1 + \frac{z\ell(r_o)}{N_h} \right)^{-N_h} \right] \mathcal{L}_a(z) \mathcal{L}_e(z) dz \] (57)

with

\[ \theta = \frac{N_m^o}{N^2 P_t A_m}, \] (58)

\[ \mathcal{L}_a(z) = (g(r_o, z))^{c-1}, \] (59)

\[ \mathcal{L}_e(z) = \exp \left( -2\pi \lambda_p \int_0^\infty (1 - g(r, z)^c) r p(r) dr \right), \] (60)

and

\[ g(r, z) = \sum_n \frac{p_n}{\pi R_c^2} \int_{B(0, R_c)} \left( 1 + \frac{z\ell(u - x)\kappa'_n}{N_h} \right)^{-N_h} du. \] (61)

**Proof.** The first term of (57) is a direct application of Lemma 2. The second term is obtained after taking the MGF of the signal fading. The Laplace transform of the intra-cluster interference is given as

\[ \mathcal{L}_a(z) = \mathbb{E} \left[ e^{-z I_a} \right] \] (62)

\[ \equiv \mathbb{E} \left[ e^{-z \sum_{i \in N^o} \ell(x_i - r_o) h_i \kappa'_i} \right] \] (63)

\[ \overset{(a)}{=} \mathbb{E} \left[ \prod_{i \in N^o} \left( 1 + \frac{z\ell(x_i - r_o)\kappa'_i}{N_h} \right)^{-N_h} \right] \] (64)

\[ \overset{(b)}{=} \left( \mathbb{E} \left[ \left( 1 + \frac{z\ell(x - r_o)\kappa'_i}{N_h} \right)^{-N_h} \right] \right)^{c-1} \] (65)

\[ = \left( \sum_n p_n \mathbb{E}_x \left[ \left( 1 + \frac{z\ell(x_i - r_o)\kappa'_i}{N_h} \right)^{-N_h} \right] \right)^{c-1} \] (66)

\[ \overset{(c)}{=} \left( \sum_n \frac{p_n}{\pi R_c^2} \int_{B(0, R_c)} \left( 1 + \frac{z\ell(x_i - r_o)\kappa'_i}{N_h} \right)^{-N_h} dx \right)^{c-1}, \] (67)
where (a) is the MGF of an exponential random variable, (b) is due to independence and the $c-1$ other transmitters in the cluster, and (c) is a substitution due to the generating functional of a point process [20], [72].

The Laplace transform of the inter-cluster interference is given as

$$
\mathcal{L}_e(z) = \mathbb{E} \left[ e^{-zI_e} \right]
$$

(68)

$$
= \mathbb{E} \left[ e^{-z\sum_{i\in\Phi_c} \ell(x_i - r_o)h_i\kappa'_i} \right]
$$

(69)

$$
= \mathbb{E} \left[ \prod_{i\in\Phi_c} \left( 1 + \frac{z\ell(x_i - r_o)\kappa'_i}{N_h} \right)^{-N_h} \right]
$$

(70)

$$
= \mathbb{E}_{\Phi_p} \left[ \prod_{y\in\Phi_p} \mathbb{E}_{N_y} \left[ \prod_{x\in N_y} \left( 1 + \frac{z\ell(y-x-r_o)\kappa'_i}{N_h} \right)^{-N_h} \right] \right]
$$

(71)

$$
\overset{(a)}{=} G \left( \left( 1 + \frac{z\ell(y-x-r_o)\kappa'_i}{N_h} \right)^{-N_h} \right)
$$

(73)

$$
\overset{(b)}{=} \exp \left( -\lambda_p \int_{\mathbb{R}^2} (1 - g(y,z)\kappa_p) p(y) dy \right)
$$

(74)

$$
\overset{(c)}{=} \exp \left( -2\pi \lambda_p \int_0^\infty (1 - g(r,z)\kappa_p) r p(r) dr \right)
$$

(75)

where (a) is due to the definition of a generating functional for a point process [20], [72], (b) is due to the generating functional of the parent process [20], [72] and the stationarity of the inter-cluster interference with respect to $r_o$, and (c) due to the isometric properties of the inter-cluster interference.

\[ \square \]

**Remark:** We note the inclusion of $g(r,z)$ (i.e. averaging of the interference signal over the clusters) in (67) and (75) which is typical of clustered point process [24], [46]. Essentially, (67) averages over the typical cluster which is offset by $r_o$ whereas (75) averages over the interference clusters which are offset by $r$. While a closed form expression, Theorem 5 requires several numerical integrations which can take some time. In particular, the integral over the ball in $g(r,z)$ cannot be reduced by converting to polar coordinates because of the offset of $r$. It is possible, however, to view the integral as the expectation of the random distance from a given point $r$ to a random point in the ball $B(0,R_c)$. The distribution of this random distance can be derived to simplify $g(r,z)$ to a single integration.

Specializing the previous theorem to the case where no intra-cluster interference occurs yields the result for TDMA access.

**Corollary 1.** The ergodic capacity per user (b/s/Hz/user) of an outdoor clustered mmWave
network with directional antennas and TDMA channel access is

$$C_{c}^{\text{TDMA}} = \frac{1}{\log(2)} \int_{0}^{\infty} \frac{e^{-z^{2}/2}}{z} \left[ 1 - \left( 1 + \frac{z\ell(r_o)}{N_h} \right)^{-N_o} \right] L_{e}(z) \, dz$$  \hspace{1cm} (76)

with

$$\theta = \frac{N_o^m}{N^2 P_t A_m}$$  \hspace{1cm} (77)

and

$$L_{e}(z) = \exp \left( -2\pi \lambda_p \int_{0}^{\infty} (1 - g(r,z)) r p(r) \, dr \right).$$  \hspace{1cm} (78)

Proof. This is a simplification of Theorem 5 noting that there is no intra-cluster interference and only one interfering transmitter per cluster.  \hspace{1cm} □

C. Key Results: Scaling of mmWave Ad Hoc Networks

In this section, the scaling properties of uniform mmWave ad hoc networks as $\lambda_u \to \infty$ are derived. Specifically, we are interested in how the antenna array must grow to accommodate new users (i.e. as $\lambda_u$ grows) with the goal of keeping the per user ergodic capacity constant. Because $\lambda_u$ grows large, we switch our focus to the SIR$_u$.

Theorem 6. Assume the number of antennas at each user $N$ scales such that $N^2 = t\lambda_u$ for $\alpha_m \in (2, 4]$. Then the capacity scales such that

$$\frac{C_{c}^{\Sigma}}{\lambda_u} = \Theta \left( \log_2 \left( 1 + t^{\frac{\alpha_m}{2}} \right) \right)$$  \hspace{1cm} (79)

as $\lambda_u \to \infty$.

Proof. See [69, 72].  \hspace{1cm} □

Remark: Somewhat surprisingly for $\alpha_m \in (2, 4]$, the number of antennas scales independently of the PLE and simply scales with $\Theta(\sqrt{\lambda_u})$. This follows other scaling laws for ad hoc networks [30, 43]. In previous scaling results, the authors showed that the link distance $r_o$ must scale with $\Theta(\sqrt{\lambda_u})$ to match the interference scaling. Our result shows that the same scaling can be achieved by increasing the antenna array. It is important to note that the upper bound arises from only a single interferer. As the network becomes dense, the closest transmitter to the receiver that is accidentally aligned in the antenna beam pattern essentially limits the overall performance of the system.

D. Intuition Obtained

The results indicate that mmWave ad hoc networks are interference limited for moderately dense deployments of transmitters. The results show that clustered ad hoc networks effectively deal with interference by using directional antennas. In previous lower frequency analysis without directional antennas, intra-cluster interference limited performance severely, but mmWave ad hoc networks can deal with the intra-cluster interference due to the directional antennas. Our results also indicate that antenna arrays can scale sub-linearly with transmitter density to retain the same per-user performance as density increases.
Fig. 9: A power beacon uses wireless energy transfer to charge a sensor (TX), which then uses the harvested energy to communicate with its receiver (RX). A harvest-then-transmit protocol is assumed at the TX, where the first $m$ channel uses are reserved for harvesting and the remaining $n$ channel uses are used for data transmission.

IV. ENERGY HARVESTING FOR AD HOC NETWORKS

Because a wirelessly powered communication system will typically use short packets, the capacity analyses conducted in the asymptotic blocklength regime are not applicable. This has spurred research characterizing the performance of an energy harvesting communication system in the non-asymptotic or finite blocklength regime \cite{23, 27, 45, 81}. Leveraging the finite-length information theoretic framework proposed in \cite{48}, \cite{81} characterized the achievable rate for a noiseless binary communications channel with an energy harvesting transmitter. This work was extended to the case of additive white Gaussian noise (AWGN) channel and more general discrete memoryless channels in \cite{23}. For an energy harvesting transmitter operating under a save-then-transmit protocol \cite{47}, the achievable rate at the receiver was characterized in the finite blocklength regime \cite{23}. The authors in \cite{27} investigated the mean delay of an energy harvesting channel in the finite blocklength regime. Unlike the work in \cite{23, 27, 81} which assume an infinite battery at the energy harvester, \cite{45} conducted a finite-blocklength analysis for the case of a battery-less energy harvesting channel. Our work differs from prior work on several accounts. The prior work \cite{23, 27, 45, 81} treating short packets falls short of characterizing the performance for the case of wireless energy harvesting. Moreover, most prior work \cite{23, 27, 45, 47, 81} implicitly assumes concurrent harvest and transmit operation, which may be infeasible in practice.

A. **MmWave Energy Harvesting Network**

We consider a wireless-powered communication system where a wireless power beacon (PB) charges an energy harvesting (EH) device, which then attempts to communicate with another receiver (RX) using the harvested energy. All the nodes are equipped with a single antenna each. We assume that the energy harvester uses a save-then-transmit protocol \cite{47} to enable wireless-powered communications. The considered protocol divides the communication frame
consisting of $s$ channel uses (or slots) into an energy harvesting phase having $m$ channel uses, and an information transmission phase having $n$ channel uses. The first $m$ channel uses are used for harvesting energy from the RF signals transmitted by the power beacon, which is then saved in a (sufficiently large) energy buffer. This is followed by an information transmission phase consisting of $n$ channel uses, where the transmitter uses the harvested energy to transmit information to the receiver. We call $m$ the harvest blocklength, $n$ the transmit blocklength, and $s = m + n$ the total blocklength or frame size. We will conduct the subsequent analysis for the non-asymptotic blocklength regime, i.e., for the practical case of short packets where the overall blocklength is finite.

The signal transmitted by a power beacon experiences distance-dependent path loss and channel fading before reaching the energy harvesting node. The harvested energy is, therefore, a random quantity due to the underlying randomness of the wireless link. We let random variable $Z_i = \eta \beta P_{PB} H_i$ model the energy harvested in slot $i$ ($i = 1, \cdots, m$), where $\eta \in (0,1)$ denotes the harvester efficiency, $P_{PB}$ is the PB transmit power, $\beta$ gives the average large-scale channel gain, while the random variable $H_i$ denotes the small-scale channel gain. Note that we have ignored the energy due to noise since it is negligibly small. We consider quasi-static block flat Rayleigh fading for the PB-EH links such that the channel remains constant over a block, and randomly changes to a new value for the next block. In other words, the energy arrivals within a harvesting phase are fully correlated, i.e., $Z_i = Z_1 \equiv Z$, $\forall i = 1, 2, \cdots, m$, where $Z_i$ is exponentially distributed with mean $\mathbb{E}[Z_i] \triangleq P_E = \eta \beta P_{PB}$. This is motivated by the observation that the harvest blocklength in a short-packet communications system would typically be smaller than the channel coherence time.

The energy harvesting phase is followed by an information transmission phase where the EH node attempts to communicate with a destination RX node over an unreliable AWGN channel. We assume that the EH node uses a Gaussian codebook for signal transmission. We let $X_\ell$ be the signal intended for transmission in slot $\ell$ with average power $P_\ell$, where $\ell = 1, \cdots, n$, and $n$ is fixed. The resulting (intended) sequence $X^n = (X_1, \cdots, X_n)$ consists of independent and identically distributed (IID) Gaussian random variables such that $X_\ell \sim \mathcal{N}(0, P_\ell)$. To transmit the intended sequence $X^n$ over the transmit blocklength, the EH node needs to satisfy the following energy constraints.

$$\sum_{\ell=1}^{k} X_\ell^2 \leq \sum_{i=1}^{m} Z_i \quad k = 1, 2, \cdots, n \quad (80)$$

The constraints in (80) simplify to $\sum_{\ell=1}^{n} X_\ell^2 \leq mZ$ for the case of correlated energy arrivals. We let $\hat{X}^n = (\hat{X}_1, \cdots, \hat{X}_n)$ be the transmitted sequence. Note that $\hat{X}^n \neq X^n$ when the energy constraints are violated as the EH node lacks sufficient energy to put the intended symbols on the channel. The signal received at the destination node in slot $\ell$ is given by $Y_\ell = \hat{X}_\ell + V_\ell$, where $V^n = (V_1, \cdots, V_n)$ is an IID sequence modeling the receiver noise such that $V_\ell \sim \mathcal{N}(0, \sigma^2)$ is a zero-mean Gaussian random variable with variance $\sigma^2$. Note that any deterministic channel attenuation for the EH-RX link can be equivalently tackled by scaling the noise variance. Similarly, we define $Y^n = (Y_1, \cdots, Y_n)$ as the received sequence.

We now describe the information theoretic preliminaries for the EH-RX link. Let us assume that the EH node transmits a message $W \in \mathcal{W}$ over $n$ channel uses. Assuming $W$ is drawn uniformly from $\mathcal{W} \triangleq \{1, 2, \cdots, M\}$, we define an $(n, M)$-code having the following features: It uses a set of encoding functions $\{\mathcal{F}_\ell\}_{\ell=1}^{n}$ for encoding the source message $W \in \mathcal{W}$ given the
energy harvesting constraints, i.e., the source node uses $F_\ell : \mathcal{W} \times \mathbb{R}_+^\ell \to \mathbb{R}$ for transmission slot $\ell$, where $F_\ell(W, Z_\ell) = \tilde{X}_\ell$ given $Z_\ell = (Z_1, \cdots, Z_\ell)$ such that the energy harvesting constraint in (80) is satisfied. Specifically, $\tilde{X}_\ell = X_\ell$ where $X_\ell \sim N(0, P_t)$ is drawn IID from a Gaussian codebook when (80) is satisfied, and $\tilde{X}_\ell = 0$ otherwise. It uses a decoding function $G : \mathbb{R}^n \to \mathcal{W}$ that produces the output $G(Y^n) = \hat{W}$, where $Y^n = (Y_1, \cdots, Y_n)$ is the sequence received at the destination node.

We let $\epsilon \in [0, 1)$ denote the target error probability for the noisy communication link. For $\epsilon \in [0, 1)$, an $(n, M, \epsilon)$-code for an AWGN EH channel is defined as the $(n, M)$-code for an AWGN channel such that the average probability of decoding error $\Pr\{\hat{W} \neq W\}$ does not exceed $\epsilon$. A rate $R$ is $\epsilon$-achievable for an AWGN EH channel if there exists a sequence of $(n, M_n, \epsilon_n)$-codes such that $\lim \inf_{n \to \infty} \frac{1}{n} \log(M_n) \geq R$ and $\lim \sup_{n \to \infty} \epsilon_n \leq \epsilon$. The $\epsilon$-capacity $C_\epsilon$ for an AWGN EH channel is defined as $C_\epsilon = \sup\{R : R$ is $\epsilon$-achievable\}.

We now introduce the metrics used for characterizing the performance of the considered short-packet wireless-powered communications system. Note that the overall performance is marred by two key events. First, due to lack of sufficient energy, the EH node may not be able to transmit the intended codewords during the information transmission phase, possibly causing a decoding error at the receiver. Second, due to a noisy EH-RX channel, the received signal may not be correctly decoded. For the former, we define a metric called the energy supply probability, namely, the probability $Pr\left[\sum_{i=1}^n X_i^2 \leq mZ\right]$ that an EH node can support the intended transmission. For the latter, we define and characterize the $\epsilon$-achievable rate in the finite blocklength regime.

**B. Summary of the Key Results**

**Energy Supply Probability**

We define the energy supply probability $P_{es}(m, n, a)$ as the probability that an EH node has sufficient energy to transmit the intended codeword, namely,

$$P_{es}(m, n, a) = \Pr\left[\sum_{i=1}^n X_i^2 \leq mZ\right]$$

(81)

for a harvest blocklength $m$, a transmit blocklength $n$, and a power ratio $a = \frac{P_t}{P_E}$. Similarly, we define $P_{eo}(m, n, a) = 1 - P_{es}(m, n, a)$ as the energy outage probability at the energy harvesting node. The following proposition characterizes the energy supply probability for the considered system.

**Proposition 1.** Assuming the intended transmit symbols $\{X_i\}_{i=1}^n$ are drawn IID from $\mathcal{N}(0, P_t)$, the energy sequence $\{Z_i\}_{i=1}^m = Z$ is fully correlated, and $Z$ follows an exponential law with mean $P_E$, the energy supply probability is given by

$$P_{es}(m, n, a) = \frac{1}{(1 + \frac{2a}{m})^\frac{m}{2}}$$

(82)

for $m > 2a$ where $a = \frac{P_t}{P_E}$, while $m$ and $n$ denote the blocklengths for the harvest and the transmit phase.

**Proof.** The proof follows by leveraging the statistical properties of the random variables. Con-
sider

\[ P_{es}(m, n, a) = \Pr \left[ \sum_{i=1}^{n} X_i^2 \leq mZ \right] \overset{(a)}{=} \Pr \left[ W \leq \frac{mZ}{P_t} \right] \]

\[ \overset{(b)}{=} \mathbb{E}_W \left[ e^{-\frac{n}{2} \frac{W}{P_t}} \right] = \frac{1}{\left(1 + \frac{2a}{m}\right)^{\frac{n}{2}}} \]

(83)

where (a) follows from the substitution \( W = \frac{1}{P_t} \sum_{i=1}^{n} X_i^2 \) where \( W \) is a Chi-squared random variable with \( n \) degrees of freedom. (b) is obtained by conditioning on the random variable \( W \), and by further noting that \( Z \) is exponentially distributed with mean \( P_E \). Assuming \( m > 2a \), the last equation follows from the definition of the moment generating function of a Chi-squared random variable.

While Proposition 1 is valid for \( m > 2a \), we note that this is the case of practical interest since it is desirable to operate at \( a < 1 \). Further, the expression in (82) makes intuitive sense as the energy outages would increase with the transmit blocklength \( n \) for a given \( m \), and decrease with the harvest blocklength \( m \) for a given \( n \). Let us fix \( P_t \) and \( P_E \). For a given \( m \), we may improve the reliability of the EH-RX communication link by increasing the blocklength \( n \), albeit at the expense of the energy supply probability. With a smaller transmit power \( P_t \), the energy harvester is less likely to run out of energy during an ongoing transmission. Therefore, when \( m+n \) is fixed, we may reduce \( P_t \) to meet the energy supply constraint, but this would reduce the channel signal-to-noise ratio (SNR). This underlying tension between the energy availability and the communication reliability will be highlighted throughout the rest of this paper. The following discussion relates the transmit power to the harvest and transmit blocklengths, illustrating some of the key tradeoffs.

**Remark:** The energy supply probability is more sensitive to the length of the transmit phase compared to that of the harvest phase. This observation also manifests itself in terms of the energy requirements at the transmitter. For instance, to maintain an energy supply probability \( \rho \), it follows from (82) that the power ratio satisfy \( a \geq \frac{m}{2} \left( \rho^{-\frac{2}{n}} - 1 \right) \). Note that the power ratio varies only linearly with the harvest blocklength \( m \), but superlinearly with the transmit blocklength \( n \). This further implies that for a fixed \( n \), doubling the harvest blocklength relaxes the transmit power budget by the same amount. That is, the energy harvester can double its transmit power \( P_t \) (and therefore the channel SNR) without violating the required energy constraints. In contrast, reducing the transmit blocklength for a given \( m \) brings about an exponential increase in the transmit power budget at the energy harvester.

The following corollary treats the scaling behavior of the energy supply probability as the blocklength becomes large.

**Corollary 2.** When the harvest blocklength \( m \) scales in proportion to the transmit blocklength \( n \) such that \( m = cn \) for some constant \( c > 0 \), the energy supply probability \( P_{es}(m, n, a) \) converges to a limit as \( n \) becomes asymptotically large. In other words, \( \lim_{n \to \infty} P_{es}(m, n, a) = e^{-\frac{a}{c}} < 1 \) such that the limit only depends on the power ratio \( a > 0 \) and the proportionality constant \( c > 0 \). Further, under proportional blocklength scaling, this limit also serves as an upper bound on the energy supply probability for finite blocklengths, i.e., \( P_{es}(m, n, a) \leq e^{-\frac{a}{c}} < 1 \).

The previous corollary also shows that energy outage is a fundamental bottleneck regardless of the blocklength, assuming at best linear scaling.

Achievable Rates with Wireless Powered Communication
Now, using Proposition 1, we characterize the $\epsilon$-achievable rate of the considered wireless-powered communication system in the finite blocklength regime.

**Theorem 7.** Given a target error probability $\epsilon \in [0, 1)$ for the noisy channel, the $\epsilon$-achievable rate $R_{EH}(\epsilon, m, n, a, \gamma)$ of the considered system with harvest blocklength $m$, transmit blocklength $n$, power ratio $a$ (where $2a < m$), and the SNR $\gamma = \frac{P_t}{\sigma^2}$ is given by

$$R_{EH}(\epsilon, m, n, a, \gamma) = \frac{n \log(1+\gamma) - \sqrt{\frac{2+\epsilon}{\epsilon} \frac{\gamma}{\gamma+1} n - (n)^{\frac{1}{2}}}}{n + m}$$

for all tuples $(m, n)$ satisfying

$$m \geq \frac{2a}{\exp\left(\frac{2 \ln(1+0.5\epsilon)}{\ln \left(\frac{2+\epsilon}{\epsilon}\right)}\right) - 1}$$

and

$$n \leq \frac{2 \ln(1 + 0.5\epsilon)}{\ln \left(1 + \frac{2a}{m}\right)}.$$  

**Proof.** See [38, Appendix].

For a given target error probability $\epsilon$, a harvest blocklength $m$ can support a transmit blocklength only as large as in (86). Moreover, a sufficiently large $m$, as given in (85), is required for a sufficiently large $n$ to meet the target error probability $\epsilon$. The following proposition provides an analytical expression for the achievable rate in the asymptotic blocklength regime. We note that the asymptotic results provide a useful analytical handle for the non-asymptotic case as well.

**Proposition 2.** Let $R_{EH}^\infty(\epsilon, a, \gamma)$ denote the asymptotic achievable rate as the transmit blocklength $n \to \infty$, i.e., $R_{EH}^\infty(\epsilon, a, \gamma) = \lim_{n \to \infty} R_{EH}(\epsilon, m, n, a, \gamma)$. It is given by

$$R_{EH}^\infty(\epsilon, a, \gamma) = L(a, \epsilon) C_{AWGN}^\infty(\gamma)$$

where

$$C_{AWGN}^\infty(\gamma) = \frac{1}{2} \log(1 + \gamma), \quad \gamma \geq 0$$

denotes the capacity of an AWGN channel without the energy harvesting constraints, whereas

$$L(a, \epsilon) = \frac{1}{1 + \frac{a}{\log(1+0.5\epsilon)}}, \quad a \geq 0, \ \epsilon \in [0, 1)$$

where $L(a, \epsilon) \in [0, 1]$ such that $1 - L(a, \epsilon)$ gives the (fractional) loss in capacity due to energy harvesting constraints.
Proof. Using (84), $R_{EH}^\infty(\epsilon, a, \gamma)$ can be expressed as
\[
R_{EH}^\infty(\epsilon, a, \gamma) = \lim_{n \to \infty} \frac{n \log(1+\gamma)}{2n + m} - \frac{\sqrt{\frac{2+\epsilon}{\epsilon} \frac{\gamma}{e^{1+\epsilon}} n - (n)^{\frac{3}{4}} - 1}}{n + m} \tag{90}
\]
(a) \[
\lim_{n \to \infty} \frac{1}{1 + \frac{2m}{n}} \frac{\log(1 + \gamma)}{2} \tag{91}
\]
(b) \[
\lim_{n \to \infty} \frac{1}{1 + \frac{2a}{n[1+0.5\epsilon]^2}} \frac{\log(1 + \gamma)}{2} \tag{92}
\]
(c) \[
\lim_{n \to \infty} \frac{1}{1 + \frac{a}{\log(1+0.5\epsilon)}} \frac{\log(1 + \gamma)}{C_{AWGN}^\infty(\gamma)} \tag{93}
\]
where (a) follows since the higher order terms in (84) vanish as $n \to \infty$. Note that for a given $\epsilon$ and $a$, $m$ and $n$ should satisfy (85) and (86). (b) is obtained by substituting $m = \frac{2a}{n[1+0.5\epsilon]^2} - 1$ from (86), and by further assuming that $n \geq (\log(\frac{2+\epsilon}{\epsilon}))^4$. Finally, (c) follows by noting that
\[
\lim_{n \to \infty} n \left( (1 + x)^{\frac{3}{4}} - 1 \right) = 2 \log(1 + x).
\]
\[\square\]

Remark: Proposition 2 reveals a fundamental communications limit of the considered wireless-powered system. In order to guarantee an $\epsilon$-reliable communication over $n$ channel uses, the node first needs to accumulate sufficient energy during the initial harvesting phase. A sufficiently large $m$ helps improve the energy availability at the transmitter. This harvesting overhead, however, causes a rate loss (versus a non-energy harvesting system) as the first $m$ channel uses are reserved for harvesting. Moreover, as the transmit blocklength $n$ grows, so does the length of the initial harvesting phase $m$, resulting in an inescapable performance limit on the communication system. This limit depends on i) the power ratio $a$, and ii) the required reliability $\epsilon$, and is captured by the prelog term $L(a, \epsilon)$ in (89) for a given $\gamma$. Moreover, this behavior is more visible for latency-constrained systems where the total blocklength is fixed.

Corollary 3. As the power ratio $a \to 0$ in (87), the asymptotic achievable rate converges to the capacity of a non-energy harvesting AWGN channel, i.e., $\lim_{a \to 0} R_{EH}^\infty(\epsilon, a, \gamma) = C_{AWGN}^\infty(\gamma)$.

For optimal performance, the energy harvesting node needs to use the right amount of transmit power. On the one hand, reducing $P_t$ helps improve the energy supply probability as a packet transmission is less likely to face an energy outage. On the other hand, it is detrimental for the communication link as it lowers the SNR. We now quantify the optimal transmit power that maximizes the asymptotic achievable rate for a given set of parameters. We note that many of the analytical insights obtained for the asymptotic regime are also useful for the non-asymptotic regime (see Remark 3).

Corollary 4. For a given $P_E$, there exists an optimal transmit power that maximizes the achievable rate. We let $P_{t,\infty}^*$ be the rate-maximizing transmit power in the asymptotic blocklength regime. It follows that
\[
P_{t,\infty}^*(\epsilon, P_E, \sigma^2) =
\sigma^2 \left( \frac{P_E}{W\left(\left(\frac{P_E}{\sigma^2} \log(1+0.5\epsilon) - 1\right) e^{-1}\right) - 1} - 1 \right) \tag{94}
\]
where $W[\cdot]$ is the Lambert W-function.

Plugging $P_t = P_{t,\infty}^*$ in Proposition 2 gives the optimal achievable rate in the asymptotic
blocklength regime. Furthermore, when $P_t$ is fixed, the achievable rate improves monotonically with $P_E$ due to an increase in the energy supply probability.

C. Intuition Obtained

Our results indicate that the optimal transmit power for the asymptotic case serves as a conservative estimate for the optimal transmit power for the non-asymptotic case. Moreover, the achievable rate in the non-asymptotic regime obtained using the asymptotically optimal transmit power, gives a tight lower bound for the optimal achievable rate in the non-asymptotic regime. This suggests that Corollary 4 provides a useful analytical handle for transmit power selection even for the finite blocklength regime. This is despite the fact that the resulting rate for the non-asymptotic case could be much smaller than that for the asymptotic case.

V. Ergodic Rate and Overhead of Ad Hoc Networks

Because ad hoc networks are typically limited by nearby interference, accurately modeling the spatial characteristics of the transmitters is needed. In the case of military squads or consumer cliques, users may be clustered together either around a squad leader or a WiFi hotspot, for example. We investigate clustered mmWave ad hoc networks as well as uniform networks. Our previous work showed that mmWave ad hoc networks are line-of-sight (LOS) interference limited [66]: because of this, we are motivated to analyze the ergodic rate of mmWave LOS clustered and uniform networks, which has not been investigated previously in the literature. Prior work has considered clustered lower frequency ad hoc networks [24], [46]. We consider the issue of communicating between clusters while maintaining adequate data rates within clusters. We call this the intra-ε inter-cluster coverage.

A key enabling technology for mmWave networks is active steerable beamforming that directs the RF energy towards the intended receiver. By directing the energy, the transmitter and receiver achieve beamforming gain to overcome the increased free space path loss due to the higher frequency of mmWave communication. The communication link is dependent on the beamforming gain to truly take advantage of the mmWave spectrum; additionally, errors in the beamforming can severely impact the efficiency of communication. It is unclear, however, how to best train wireless nodes in a mmWave ad hoc network. Due to latency concerns for the user, overhead in protocol design, and channel conditions changing, the beamforming method should be done quickly. Cellular mmWave training can be accelerated by reducing the number of beam sweeping steps at the cost of gain during the training procedure as shown in [44]. In the cellular case, the user connects to the strongest base station whereas the strongest signal in an ad hoc network may be interference. Because of this, the training sequence for mmWave ad hoc networks must be robust to interference.

A. System Model for MmWave Tactical Ad Hoc Network

This work analyzes two different network topologies for user locations: uniform and clustered. These two topologies exhibit vastly different spatial characteristic as shown in Fig. 8. We consider the standard homogeneous Poisson point process (PPP) [8], [10], [67]. We denote the collection of transmitter locations on $\mathbb{R}^2$ formed by the PPP $\Phi$ as the uniform network. We denote the intensity of $\Phi$ as $\lambda_u = p_{tx}\lambda$ where $p_{tx}$ is the transmission probability and $\lambda$ is the intensity of all potential transmitters. Practically speaking, given a finite area of $\mathbb{R}^2$, the transmitters will be randomly uniformly placed within the area. While the homogeneous PPP is attractive to study
for its analytic tractability, often it is not representative of realistic user locations. To remedy this limitation, we also use a general Poisson cluster point process \( \Phi_c \). The cluster process is formed by randomly placing \( c \) transmitters in a ball of radius \( R_c \) centered at the points of a parent (not necessarily homogeneous) Poisson point process \( \Phi_p \). Specifically,

\[
\Phi_c = \bigcup_{y \in \Phi_p} N^y ,
\]

where each \( N^y \in B(y, R_c) \) is a finite point process of \( c \) points centered on \( y \). Our previous work \cite{68} showed that mmWave networks are LOS-interference limited; we ignore the contribution of NLOS clusters. For simplicity, we assume all users in a cluster \( N^y \) are LOS. We call the cluster density \( \lambda_p \). Without loss of generality, due to Slivnyak’s theorem, we consider a typical cluster located at the origin \( N_o \) by conditioning on the event that a point at the origin exists in \( \Phi_p \). The cluster process \( \Phi_c \), therefore, represents the clustered LOS transmitters seen from the typical cluster at the origin. Each transmitter has a receiver located at a fixed distance \( r_o \) away with the orientation distributed uniformly in \([0, 2\pi]\); these receiver points are not part of \( \Phi_p \) nor \( \Phi_c \). Fig. 8 shows an example realization of the network PPP with the associated receivers.

We use the standard unbounded path loss model as

\[
\ell(x) = \frac{1}{|x|^{\alpha_m}}
\]

where \( \alpha_m \) is the path loss exponent (PLE). Throughout this paper, we consider only LOS signals (both desired signals and interference signals); as such, \( \alpha_m \) is typically between 2 and 2.5. Measurements show a lower PLE for line-of-sight (LOS) versus non-line-of-sight (NLOS) signals \cite{55}. This discrepancy is largely caused by building blockage. We use a distance-dependent LOS blockage function \( p(r) \). In general, our work is agnostic to the choice of a proper \( p \); we, however, model the blockage as in \cite{12}, \cite{13}, \cite{66}. As shown in \cite{13} using random shape theory, the probability a link is LOS is given by \( p(r) = \exp(-\beta r) \) where \( \beta \) is a function of the average building perimeter and area.

We assume the transmitter and receiver are able to beam steer towards the desired angle of departure and arrival (AoD/AoA). We model the antenna array with a sectored antenna model

\[
G_{tx/rx} = \begin{cases} 
N & \theta \in [-\theta_{3dB}, \theta_{3dB}] \\
\frac{1}{N} & \text{otherwise}
\end{cases},
\]

where \( N \) is the number of antennas at each transmitter and receiver and the mainlobe beamwidth is \( 2\theta_{3dB} \). The \( 3dB \) beamwidth of a ULA can be shown to be approximately \( \frac{\delta'}{2N} \) where \( \delta' = \frac{102\pi}{180} \). The mainlobe of the sectored antenna is then \( \frac{\delta'}{N} \). The resultant system gain \( G_{tx}G_{rx} \) is modeled as a discrete random variable \( \kappa \) such that

\[
\kappa = \begin{cases} 
N^2 & \text{w.p. } p_1 = \frac{\delta^2}{N^2} \\
1 & \text{w.p. } p_2 = 2 \left( 1 - \frac{\delta}{N} \right) \frac{\delta}{N} \\
N^{-2} & \text{w.p. } p_3 = \left( 1 - \frac{\delta}{N} \right)^2
\end{cases},
\]

where \( \delta = \frac{\delta'}{2\pi} \). In our previous work, we used the sectored antenna model \cite{12}, \cite{66}, \cite{68}. When beamforming with the sectored antenna, the channel power is \( h = N^2 |\gamma|^2 \) where \( |\gamma|^2 \) corresponds to Gamma fading with mean 1 and parameters \( (N_h \sqrt{\frac{1}{N_N^2}}) \). For \( N_h = 1 \), this corresponds to Rayleigh fading, while as \( N_h \to \infty \) the fading becomes deterministic. We use a gamma random power term
Fig. 10: The time-slotted design of the proposed system. Each transmission opportunity is $T$ sec long. The discovery period lasts for $TS_{\text{disc}}$ sec, the training periods lasts for $TS_{\text{tr}}$ sec, and the remain transmissions are used for data. The total time is $M$ sec.

For each signal to capture both the minimal small-scale fading and any other random attenuation effects. At mmWave frequencies, small-scale fading is not a strong phenomenon as shown in [12], [57]. Additionally, it is unlikely the power transfer of the channel is perfect. For example, the scattering and reflection of the mmWave may not transfer 100% of the power; in [59], this is modeled as a exponential random variable.

To analyze the effect of beam training overhead, we use a slotted transmission strategy divided into three phases: discovery, training, and data, Fig. 10. During the discovery phase, one user in the dipole pair sends a beacon-like packet. During the training phase, the feedback of best beamforming slot is done. During the data phase, the actual user data is transmitted. For simplicity, we assume the network uses a fixed transmit time $T$ sec for each transmission opportunity. We denote the number of transmission slots for discover, training, and data as $S_{\text{disc}}$, $S_{\text{tr}}$, and $S_{\text{data}}$, respectively. The total time a user spends discovering and training is then $T \cdot (S_{\text{disc}} + S_{\text{tr}})$ sec. We denote the total transmission interval which includes the discovery, training, and data slots and lasts for $M$ sec. The system is considered to be invariant to small-scale fading over the $T$ sec. Additionally, the network is assumed to invariant to large-scale fading effects (e.g AoA / AoD / blockage) for $M$ sec.

We use modified methods from [44]: baseline, fast-training, and fast-discovery and training. These methods are variations on the beamsweeping algorithms from standards such as [4]. For all methods, during the discovery phase, one user (e.g. the primary) transmits the beacon-like frames while the other user (e.g. the secondary) listens; during the training phase, the secondary user sends feedback over one or many beams while the primary user listens. In the baseline method, during the discovery phase, each user in the dipole pair sweeps over its beam patterns which takes $S_{\text{disc}} = N^2$ slots. During the training phase, the primary user sweeps over its beams again while the secondary user transmits using the best beam from the discovery phase; this takes $S_{\text{tr}} = N$ slots. In the fast-training method, during the discovery phase, each user in the dipole pair sweeps over its beam patterns which takes $S_{\text{disc}} = N^2$ slots. During the training phase, the primary user listens omni-directionally while the other user fixes its beam on the best result from the discovery phase; this takes $S_{\text{tr}} = 1$ slot. In the fast-discovery and training method, during the discovery phase, the primary user sweeps over its beam patterns while the secondary user listens omni-directionally which takes $S_{\text{disc}} = N$ slots. During the training phase, the roles are swapped; this takes another $S_{\text{tr}} = N$ slots.
B. Key Results: Intra-\(\epsilon\) Inter-cluster Coverage

We consider two coverage metrics in the clustered case: intra-cluster coverage and inter-cluster coverage. We say users are covered if \(\mathbb{P}[\text{SINR} > \Gamma] \geq 1 - \epsilon\). This ensures that users can support a data rate \(R = \log_2 (1 + \Gamma)\) at least \((1 - \epsilon)\%\) of the time. We denote the intra and inter-cluster coverage by \(P_a(\Gamma) = \mathbb{P}[\text{SINR}_a > \Gamma]\) and \(P_e(\Gamma) = \mathbb{P}[\text{SINR}_e > \Gamma]\). The intra-cluster coverage is the coverage between a receiver and transmitter operating within the same cluster head. This is useful for peer-to-peer gaming applications or soldiers of the same squad sharing data. The inter-cluster coverage is the coverage between the cluster heads. This characterizes data propagation throughout the network; if clusters are isolated (e.g., poor inter-cluster coverage), the data between squads will not propagate.

For inter-cluster communication, we define another SINR as

\[
\text{SINR}_e = \frac{P_t A_m N^2 r_e^{-\alpha_m} h_o}{N_o^m + \sum_{i \in \Phi_c} P_t A_m \ell(x_i - r_o) h_i \kappa_i},
\]

where \(r_e\) is the random distance to the nearest cluster center. For simplicity, we consider this point rather than a point randomly located in the cluster. The distribution of this random distance is \(f_{r_e}(r)\) given in [13, Corollary 10.1].

In this section, for clarity and brevity, we consider \(N_h = 1\) as it simplifies the expressions. Our previous work considered coverage and transmission rate of mmWave ad hoc networks for \(N_h > 1\). To see a derivation with the added complexity, see [66]. We are interested in the balance between the inter and intra-cluster coverage. To begin, we define the transmission rate of the intra-cluster communication to be

\[
q(\epsilon, \Gamma) = \arg\max_{\lambda_p} s.t. \ P_a(\Gamma) \geq 1 - \epsilon,
\]

which is the largest cluster density while maintaining the intra-cluster coverage requirement. Because \(P_a(\Gamma)\) is a decreasing function with \(\lambda_p\), it suffices to solve \(P_a(\Gamma) = 1 - \epsilon\) for \(\lambda_p\). Given this cluster density, we can evaluate \(P_e(\Gamma)\). We define a metric to quantify this as the intra-\(\epsilon\) inter-cluster coverage. Specifically, we define it as

\[
P(\epsilon, \Gamma) = \mathbb{P}[\text{SINR}_e > \Gamma|\lambda_p = q(\epsilon, \Gamma)].
\]

This metric quantifies the probability that an inter-cluster link is covered while ensuring that each intra-cluster link is covered at least \((1 - \epsilon)\%\) of the time. As the cluster density increases, \(r_o\) decreases, but the communication within the cluster must deal with more interference.

**Corollary 1.** The intra-\(\epsilon\) inter-cluster coverage of an outdoor clustered mmWave ad hoc network is

\[
P(\epsilon, \Gamma) = \int_0^\infty e^{-r_e^{-\alpha_m} \theta} \mathcal{L}_a(r_e^{-\alpha_m} \Gamma) \mathcal{L}_e(r_e^{-\alpha_m} \Gamma) f_{r_e}(r) dr,
\]

with

\[
\theta = \frac{N_o^m}{N^2 P_t A_m},
\]

\[
g(r, z) = \sum_n \frac{P_n}{\pi R_c^2} \int_{B(0, R_c)} \left( 1 + \frac{z \ell(u - r) \kappa'_n}{N_h} \right)^{-N_h} du.
\]
The cluster density $\lambda_p$ in $\mathcal{L}_e$ is equal to

$$q(\epsilon, \Gamma) = \frac{-\log \left( \frac{1-\epsilon}{\exp(-r_o^{\alpha_m}\Gamma)\mathcal{L}_a(r_o^{\alpha_m}\Gamma)} \right)}{2\pi W(r_o^{\alpha_m}\Gamma)},$$  \hspace{1cm} (105)

with

$$W(r_o^{\alpha_m}\Gamma) = \int_{-\infty}^{\infty} (1 - (g(r, r_o^{\alpha_m}\Gamma))^c) r p(r) dr.$$  \hspace{1cm} (106)

Proof. First, we must evaluate the transmission rate of intra-cluster communication. We compute $P_a(\Gamma)$ in the standard way by re-arranging the $\text{SINR}_a$ to exploit the exponential fading such that

$$P[\text{SINR}_a > \Gamma] = P[h_o > (r_o^{\alpha_m}\theta + r_o^{\alpha_m} I) \Gamma]$$

$$= E[\exp(-r_o^{\alpha_m}\theta\Gamma - r_o^{\alpha_m} I\Gamma)]$$

$$= e^{-r_o^{\alpha_m}\theta\Gamma} E[\exp(-r_o^{\alpha_m}\Gamma(I_a + I_e))]$$

$$= e^{-r_o^{\alpha_m}\theta\Gamma} \mathcal{L}_a(r_o^{\alpha_m}\Gamma)\mathcal{L}_e(r_o^{\alpha_m}\Gamma),$$  \hspace{1cm} (110)

where

$$\theta = \frac{N_m}{N^2 P A_m}.$$  \hspace{1cm} (111)

Because $\lambda_p$ only appears in $\mathcal{L}_e$ outside the integration, we can invert (110) to obtain the transmission rate as

$$q(\epsilon, \Gamma) = \frac{-\log \left( \frac{1-\epsilon}{\exp(-r_o^{\alpha_m}\theta\Gamma)\mathcal{L}_a(r_o^{\alpha_m}\Gamma)} \right)}{2\pi W(r_o^{\alpha_m}\Gamma)}.$$  \hspace{1cm} (112)

To evaluate $P_e(\Gamma)$, we note that it is equivalent to to $P_a(\Gamma)$, but $r_o$ is replaced with $r_e$ and must be integrated over $f_{r_e}(r)$.

The Laplace transform of the intra-cluster interference is given in (67).

The Laplace transform of the inter-cluster interference is given in (75).

Comment: Corollary 1 provides a framework for optimizing the network given a combination network parameters such as cluster density, communication range, and cluster range. By adding clusters to the network, the distance between the clusters shrinks, but the interference within a cluster increases; the framework allows the right balance between intra-cluster and inter-cluster data rate to be achieved. We define Corollary 1 such that the $\text{SINR}$ threshold is the same for intra-cluster and inter-cluster communication. Having a different $\text{SINR}$ threshold would give different guaranteed rates for intra-cluster versus inter-cluster communication. This could cause data bottlenecks if the goal of the network was to allow data to propagate both within the cluster and between the clusters. While we consider the same rate requirements, Corollary 1 can be modified to allow for different rate requirements (e.g. $\Gamma_a, \Gamma_e$).

C. Key Results: Ergodic Rate with Beamforming Overhead

During the discovery phase, we assume that no central coordinating is available to ensure discovery for each user is done at the same time. Because of this limitation of ad hoc networks, a popular method of cellular mmWave discovery, (near)-orthogonal pilots, cannot be used [7]. If
the other users in the network are transmitting data during the discovery period, the gain of pilots is lost. Instead, ad hoc networks must rely on antenna gain to overcome the interference and path-loss during discovery. The discovery and training phases of the transmission interval are considered successful if the transmission during the desired beam in the discovery and training phases exceeds an SINR threshold. Specifically,

\[
P_{\text{disc+tr}} = \mathbb{P} [\text{SINR}_{\text{disc}} > \Gamma] \mathbb{P} [\text{SINR}_{\text{tr}} > \Gamma]
\]

(113)

where \(\text{SINR}_{\text{disc}}\) is the SINR during the discovery phase and \(\text{SINR}_{\text{tr}}\) is the SINR during the training phase. The variables for \(\text{SINR}_{\text{disc}}\) and \(\text{SINR}_{\text{disc}}\) are the same as \(50\) but with the gain values appropriately chosen. In the baseline method, the gain during discovery and training is \(N^2\). In the fast-training method, the gain during discovery is \(N^2\), but the gain during training is \(N\). In the fast-discovery and training method, the gain in both phases is \(N\).

If we treat each discovery and training attempt as a Bernoulli random variable, we can define the PMF of the discrete random variable \(\nu_{\text{disc}}\), where \(\nu_{\text{disc}}\) is the number of discovery and training phases for both phases to be successful. The number of discovery attempts to successfully join the network, \(\nu_{\text{disc}}\) is modeled as a geometric random variable. The expected time to begin transmission is then \(44\)

\[
\tau = \mathbb{E} [\nu_{\text{disc}} (M - 1)] + TS_{\text{disc}} + TS_{\text{tr}}
\]

(114)

\[
= \frac{M - 1}{P_{\text{disc+tr}}} + TS_{\text{disc}} + TS_{\text{tr}}.
\]

(115)

We omit the details here, but analytic solutions to \(P_{\text{disc+tr}}\) are available for various network configurations in our previous work \([71], [72]\).

The effect of overhead on ergodic rate is captured by

\[
R = \frac{TS_{\text{disc}} + TS_{\text{tr}}}{M} P_{\text{disc+tr}} \mathbb{E}_{\mathcal{P}, h, \kappa} \left[ \sum_{i \in \mathcal{P}} \log_2 (1 + \text{SINR}_i) \right],
\]

(116)

where the first term represents the deterministic time the beamforming takes each transmission interval. The second term adjusts the ergodic rate for the expected number of transmission intervals it will take for the training to be successful. The final term is the ergodic rate of the network. Analytic solutions to the ergodic rate are available for both uniform and clustered networks in our previous work \([71], [72]\).

**Comment:** By finding the minima of (115) and (116), which will be explored in future work, the optimum parameters for training length or user density can be found based on the other network parameters. This will allow the development of optimum training strategies with respect to factors such as user mobility.

**D. Intuition Obtained**

The results indicate that mmWave ad hoc network clusters can remain connected to each other if the required data rate between clusters is small even for tightly packed clusters. Our results show that beamforming gain at both the receiver and transmitter is required for quick and successful training in mmWave ad hoc networks. This requires exhaustive search which increases as \(N^2\). Without the antenna gain at the receiver and transmitter, the mmWave blockage and interference prohibit successful reception of training frames.
VI. ENERGY HARVESTING FOR AD HOC NETWORKS

Our previous work has shown that wireless energy and/or information transfer could benefit from mmWave technology [34], [37], [78]. In [34], an outdoor urban scenario with mmWave transmitters and harvesters was considered. Using stochastic geometry, the energy coverage probability at an energy harvester was characterized while incorporating blockages due to buildings. This work was extended in [37] to include simultaneous wireless information and energy transfer and the joint energy-and-information coverage probability was characterized. In [78], a mmWave wireless-powered communication system with power transfer in the downlink and information transfer in the uplink was analyzed in terms of the average uplink achievable rate. In [50], a directional ad hoc network with joint information and energy transfer was investigated in the presence of building blockages. While the existing work [34], [37], [50], [78] mainly considers blockage due to buildings, we treat each node as a potential human-body blockage, thus coupling the blockage density with the network density. The performance of mmWave systems with body blockages has chiefly been considered in the context of cellular [25] or indoor wearable communication systems [76]. We provide an analytical treatment of the overall success probability while explicitly taking the network load into account.

Because remotely-powered communications will feature short packets, the capacity analyses conducted in the asymptotic blocklength regime are not applicable. This has spurred research characterizing the performance of an energy harvesting communication system in the non-asymptotic or finite blocklength regime [23], [27], [45], [81]. Leveraging the finite-length information theoretic framework proposed in [48], [81] characterized the achievable rate for a noiseless binary communications channel with an energy harvesting transmitter. This work was extended to the case of additive white Gaussian noise (AWGN) channel and more general discrete memoryless channels in [23]. For an energy harvesting transmitter operating under a save-then-transmit protocol [47], the achievable rate at the receiver was characterized in the finite blocklength regime [23]. The authors in [27] investigated the mean delay of an energy harvesting channel in the finite blocklength regime. Unlike the work in [23], [27], [81] which assume an infinite battery at the energy harvester, [45] conducted a finite-blocklength analysis for the case of a battery-less energy harvesting channel. Our work differs from prior work on several accounts. The prior work [23], [27], [45], [81] treating short packets falls short of characterizing the performance for the case of wireless energy harvesting. Moreover, most prior work [23], [27], [45], [47], [81] implicitly assumes concurrent harvest and transmit operation, which may be infeasible in practice. While the previous work focuses on isolated setups, we leverage a stochastic geometry framework to study a wireless-powered communication network with short packets.

A. Model for Wireless Energy Transfer in MmWave Tactical Networks

We consider a wireless network where node locations follow a homogeneous Poisson point process (PPP) \( \Phi(\lambda) \) of density \( \lambda \). We assume that the network consists of two types of nodes i) power beacons (PBs) and ii) energy harvesters (EHs). This may model a tactical scenario where soldiers equipped with PB devices transfer RF power to those with EH devices. We assume that a fraction \( \rho \in (0, 1) \) of the deployed nodes serve as PB nodes, while a fraction \( 1 - \rho \) as EH nodes. That is, the PPP \( \Phi(\lambda) \) is independently thinned into two independent PPPs \( \Phi_{PB}(\lambda_{PB}) \) and \( \Phi_{EH}(\lambda_{EH}) \) with respective densities \( \lambda_{PB} = \rho \lambda \) and \( \lambda_{EH} = (1 - \rho) \lambda \). We assume that an EH is tagged to the PB offering smallest average path loss. It is possible to have multiple EH nodes tagged to the same PB. In case of multiple candidate EH nodes, the PB employs time-division
multiple access (TDMA) to serve all the tagged EHs within the resource block in a round robin fashion. We further assume that the PBs always transmit such that the transmitting PBs constitute a PPP.

Let us consider the case where the PB and EH nodes operate in the mmWave band. Because mmWave signals tend to get blocked by human bodies [54], we treat each node in $\Phi(\lambda)$ as a potential blockage. We call a PB-EH link LOS if it is not intercepted by a blockage. Otherwise, the link is said to be NLOS. We model blockages by combining the approach in [76] with [15], [17]. We represent each blockage as a circle of diameter $D$. For analytical simplicity, we assume the blockages are drawn from an independent PPP of density $\lambda$, despite the fact that they are co-located with the nodes in $\Phi(\lambda)$. We also ignore the possible correlation across the PB-EH links due to common blockages. For a PB-EH link of length $r$, we define a LOS probability function $p(r) = e^{-\lambda(2rD + \frac{\pi D^2}{4})}$, which is the probability that no point of the blockage PPP falls within the rectangular area $2rD$ between the PB and EH (see Fig. 11), or in the semi-circular area $\frac{\pi D^2}{4}$ occupied by the PB and EH bodies [76]. As illustrated in Fig. 11, if the center of a circular blockage falls within the rectangular or the semi-circular regions, the link is assumed to be blocked. Self-body blockage is not considered in this model. Note that it is straightforward to extend the model to urban scenarios, where there could be other potential blockages such as buildings [17].

We now describe the channel model for an arbitrary PB-EH link. Empirical studies suggest that mmWave signals exhibit different propagation characteristics for LOS and NLOS links [53], [54]. We use subscript $L$ (or $N$) when the serving PB is LOS (or NLOS), and define the link state as $s \in \{L, N\}$. We let $g(r) = C_s/\max(1, r^{\alpha_s})$ denote the distance-dependent attenuation for a PB-EH link of length $r$, where $C_s$ is the path loss intercept, and $\alpha_s$ is the path loss exponent. We assume that each link undergoes Nakagami fading, i.e., the channel power gain $H \sim \text{Ga}(N_s, 1/N_s)$ follows a normalized Gamma distribution with shape $N_s$ and scale $1/N_s$. We leverage the sectored antenna model [37] to capture the use of directional antenna arrays at the PB and EH nodes. Specifically, $\{M_{PB}, M_{EH}\}$ give the main lobe gain and $\{m_{PB}, m_{EH}\}$ the side lobe gain at the PB and EH. Similarly, $\{\Theta_{PB}, \Theta_{EH}\}$ and $\{\theta_{PB}, \theta_{EH}\}$ denote the (double-sided) half-power beamwidths for the main and side lobes, respectively. With perfect beam alignment between an EH and its serving PB, it follows that the directivity gain $G = M_{PB}M_{EH}$. We assume that the other PBs are randomly oriented with respect to the EH under consideration. For the links from the remaining PBs, we therefore model the directivity gain as a random variable $G$ with support $\{M_{PB}M_{EH}, M_{PB}m_{EH}, M_{PB}M_{EH}, M_{PB}m_{EH}, 0\}$ and corresponding probability masses $\{q_{PBq_{EH}}, q_{PBq_{EH}}, q_{PBq_{EH}}, q_{PBq_{EH}}, q_0\}$, where $q_{PB} = \frac{\theta_{PB}}{2\pi}$, $q_{PB} = \frac{\theta_{PB}}{2\pi}$, $q_{EH} = \frac{\theta_{EH}}{2\pi}$, $q_{EH} = \frac{\theta_{EH}}{2\pi}$, and $q_0 = 2 - q_{PB} - q_{PB} - q_{EH} - q_{EH}$ [37]. Note that $q_0$ is the probability that an EH and a PB are completely misaligned.

B. Key Results: Wireless Energy Transfer in mmWave Tactical Networks

We now introduce the metrics used for characterizing the performance of the considered mmWave system. We leverage Slivnyak’s theorem [31] and conduct the analysis at a typical EH located at the origin. Let us denote the received signal power at the origin (in a given time-frequency slot) as $Y = \sum_{x_\ell \in \Phi(\lambda_{PB})} P_{PB}D_{\ell}H_{\ell}g_{\ell}(r_\ell)$, where $x_\ell$ is the $\ell$th point in $\Phi_{PB}$. We model the corresponding harvested power as $\gamma_{EH} = \eta_{EH}Y1_{\{Y > \psi_{EH}\}}$, where $\eta_{EH}$ is the conversion efficiency and $\psi_{EH}$ is the activation threshold of the harvester. When an EH is not being served by its tagged PB, the power harvested from the ambient received signals is negligibly small.
relative to the contribution from the serving PB. We, therefore, focus on the case when the typical EH is being served by its tagged PB. For a required power threshold $T$, we define $P_{ec} = \Pr [\gamma_{EH} > T]$ as the energy coverage probability for the typical PB-EH link. We note that the energy coverage probability does not incorporate the potential competition among multiple EHs vying for the same PB. In case of multiple EHs tagged to the same PB, each EH will harvest lesser energy as the (time/frequency) resources are split among all the EHs (e.g., due to TDMA). We also consider a network-level metric $P_{suc}$ called the success probability which gives the energy coverage probability while taking the EH load into account. We let $N_{suc} = \lambda_{EH} P_{suc}$ denote the average number of successful EHs per unit area.

**Energy Coverage Probability:** The following proposition characterizes the energy coverage probability in a mmWave tactical network with human-body blockages.

**Proposition 3.** The energy coverage probability in a mmWave network of density $\lambda$, PB fraction $\rho$, transmit power $P_{PB}$, and power threshold $T$ can be expressed as

$$P_{ec}(\lambda, P_{PB}, \rho, T) = \sum_{s \in \{L,N\}} P_{ec|s}(\lambda, P_{PB}, \rho, \hat{T}) A_s$$

where $\hat{T} = \max\left(\frac{T}{\eta_{EH}}, \psi_{EH}\right)$ is the effective threshold which accounts for the EH efficiency and the activation threshold. For $s \in \{L,N\}$, $P_{ec|s}(\lambda, P_{PB}, \rho, \hat{T})$ denotes the conditional energy coverage probability given the state $s$ of the serving link. It is given by

$$P_{ec|s}(\lambda, P_{PB}, \rho, \hat{T}) \approx K_s + \int_1^\infty Q\left( N_s, \frac{\hat{T}N_{s}r^{\alpha_s}}{P_{PB}GC_s}\right) \hat{f}_s(r)dr,$$

where $K_s = Q\left( N_s, \frac{\hat{T}N_{s}}{P_{PB}GC_s}\right) \int_0^1 \hat{f}_s(r)dr$, $Q(K, x) = \frac{\Gamma(K,x)}{\Gamma(K)}$, $\Gamma(K, x) = \int_x^\infty t^{K-1}e^{-t}dt$ is the upper incomplete Gamma function, and $\Gamma(K) = \Gamma(K, 0)$ is the Gamma function.

**Proof.** See [36].

We note that the term $K_s$ in (118) accounts for the case where the serving PB lies within a unit circle of the EH, whereas the integral term corresponds to the case where it is located outside. The impact of human-body blockages is captured by the terms $A_s$ and $\hat{f}_s(r)$. We note
that the energy coverage probability is dominated by the LOS serving PB because (i) $A_L$ is usually much greater than $A_N$ for practically relevant values of network density $\lambda$ and blockage diameter $D$, and (ii) the contribution from remaining PBs is much smaller than the serving PB due to random beam orientations. Moreover, Proposition 3 is expressed as an integral of a Gamma function, which can be readily computed using numerical tools. Despite its simplicity, the proposed approximation only causes a minor loss in accuracy thanks to directional transmission. Similar to [34], [37], it is possible to obtain a more accurate expression for the energy coverage probability by also considering the other PBs. This, however, comes at the expense of analytical tractability.

**Success Probability:** We now characterize the success probability which gives the energy coverage probability while incorporating the EH load at the serving PB. In a mmWave (or even UHF) network, the exact characterization of the success probability is challenging since the area distribution of the PB association region is not known. This, in turn, makes it challenging to find the distribution of the EH load (i.e., the number of EHs tagged to a typical PB). Under some simplifying assumptions, we use the following approximation for the EH load distribution at a typical PB.

**Lemma 5. (Modified from [63])** In the considered PPP network with PB fraction $\rho$, the probability that the PB serving a typical EH has $k$ (where $k \geq 1$) EHs tagged to it, can be approximated as

$$P_{\text{load}}[k; \rho] \approx \frac{3.5^{3.5}}{(k-1)!} \frac{\Gamma(k + 3.5)}{\Gamma(3.5)} \left( \frac{1 - \rho}{\rho} \right)^{k-1} \left( 3.5 + \frac{1 - \rho}{\rho} \right)^{-(k+3.5)}$$

(119)

We note from Lemma 5 that the load distribution in (119) is determined by the PB fraction $\rho$, rather than the absolute densities of the PB and EH nodes. Leveraging Lemma 5, we now provide an analytical approximation for the success probability.

**Proposition 4.** The success probability in a mmWave network of density $\lambda$, PB fraction $\rho$, transmit power $P_{PB}$, and power threshold $T$, is given by

$$P_{\text{suc}}(\lambda, P_{PB}, \rho, T) = \sum_{k=1}^{\infty} P_{\text{load}}[k; \rho] P_{\text{ec}}\left(\lambda, \frac{P_{PB}}{k}, \rho, T\right),$$

(120)

where $P_{\text{load}}[k; \rho]$ follows from Lemma 5 and $P_{\text{ec}}(\cdot)$ from Proposition 3.

**Proof.** See [36].

We note that truncating the infinite summation in (120) to a few terms (e.g., < 10) results in only a minor loss in accuracy. We also note that when $\rho$ is large, the success probability tends to approach the energy coverage probability. This is because the EHs are less likely to compete over the same PB, suggesting that the performance is mainly limited by the energy transfer link.

**Comment:** The analytical results in this subsection allow us to calculate the fraction of EH nodes in the network that can successfully harvest sufficient energy to power their operations. This quantity depends on the system parameters such the PB and EH node densities, PB transmit power, EH energy requirement, array size at the PB/EH, and channel parameters.

### C. Intuition Obtained

First, increasing the network density improves the energy coverage probability as well as the success probability, despite an increase in human-body blockages. This is because network
densification shortens the link distances, which compensates for the increased blockage density. Second, for a fixed overall node density, there is an optimal PB density that maximizes the average number of successful EHs per unit area. Finally, the results reveal that mmWave may potentially outperform UHF despite blockages due to highly directional transmission.

VII. WIRELESS COMMUNICATION WITH SHORT PACKETS

Because remotely-powered communications will feature short packets, the capacity analyses conducted in the asymptotic blocklength regime are not applicable. This has spurred research characterizing the performance of an energy harvesting communication system in the non-asymptotic or finite blocklength regime [23], [27], [45], [81]. Leveraging the finite-length information theoretic framework proposed in [48], [81] characterized the achievable rate for a noiseless binary communications channel with an energy harvesting transmitter. This work was extended to the case of additive white Gaussian noise (AWGN) channel and more general discrete memoryless channels in [23]. For an energy harvesting transmitter operating under a save-then-transmit protocol [47], the achievable rate at the receiver was characterized in the finite blocklength regime [23]. The authors in [27] investigated the mean delay of an energy harvesting channel in the finite blocklength regime. Unlike the work in [23], [27], [81] which assume an infinite battery at the energy harvester, [45] conducted a finite-blocklength analysis for the case of a battery-less energy harvesting channel. Our work differs from prior work on several accounts. The prior work [23], [27], [45], [81] treating short packets falls short of characterizing the performance for the case of wireless energy harvesting. Moreover, most prior work [23], [27], [45], [47], [81] implicitly assumes concurrent harvest and transmit operation, which may be infeasible in practice. While the previous work focuses on isolated setups, we leverage a stochastic geometry framework to study a wireless-powered communication network with short packets.

A. Model for Wireless-powered Communications with Short Packets

We consider a wireless-powered communication system where one or more wireless power beacons (PBs) use wireless energy transfer to charge an energy harvesting (EH) node, which then attempts to communicate with another receiver (RX) using the harvested energy (see Fig. 9). Previously, we presented an analytical treatment for a three-node setup where the energy harvesting node is powered by a single power beacon. We now extend the analysis to a large-scale network consisting of power beacons, wireless-powered transmitters, and their dedicated receivers. A potential application is tactical sensor networks where the communicating sensors are remotely-powered by power beacons. We assume that the power beacons are distributed on a two-dimensional plane according to a homogeneous PPP $\Phi_{PB} = \{x_k\}_{k=1}^{\infty}$ with density (intensity) $\lambda_{PB}$, where $x_k$ denotes the location of a node $k$ in $\Phi_{PB}$. The energy harvesting transmitters are drawn from another homogeneous PPP $\Phi_{EH} = \{y_k\}_{k=1}^{\infty}$ of density $\lambda_{EH}$ independently of the power beacons. Similar to the case of a single power beacon, each energy harvesting transmitter is assumed to have a dedicated receiver located a fixed distance away. Leveraging Slivnyak’s theorem [31], we consider a typical energy harvesting node located at the origin. It exploits the energy harvested from the transmissions of power beacons to communicate with its dedicated receiver amid interference and noise.

We assume that the energy harvester uses a save-then-transmit protocol [47] to enable wireless-powered communications. The considered protocol divides the communication frame consisting of $S$ channel uses (or slots) into an energy harvesting phase having $m$ channel uses, and an
information transmission phase having $n$ channel uses. The first $m$ channel uses are used for harvesting energy from the RF signals transmitted by the power beacons. This is followed by an information transmission phase consisting of $n$ channel uses, where the transmitter uses the harvested energy to transmit information to the receiver. We assume that any left-over energy at the end of the transmission is stored in a dedicated battery for system-level energy supply. For example, this dedicated battery may support other functions like sensing and computation, which an EH node often needs to perform. This implies that the energy accumulated in a harvesting phase is independent of the previous harvesting phases. We leave the case where left-over energy supports subsequent transmissions for future work. We call $m$ the harvest blocklength, $n$ the transmit blocklength, and $S = m + n$ the total blocklength or frame size. We will conduct the subsequent analysis for the non-asymptotic blocklength regime, i.e., for the practical case of short packets where the total blocklength is finite.

**Energy Harvesting Phase:** The signal transmitted by a power beacon experiences distance-dependent path loss and channel fading before reaching the energy harvesting node. The harvested energy is, therefore, a random quantity due to the underlying randomness of the wireless link. We let random variable $Z_i$ model the power (or energy) harvested in slot $i$ ($i = 1, \cdots, m$). We let $h_k$ model the small-scale fading coefficient for the PB-EH link originating from the PB located at $x_k$. We assume IID Rayleigh fading for the PB-EH links such that $H_k = |h_k|^2 \sim \text{Exp}(1)$. The energy harvested in an arbitrary channel use is given by $Z = P_{PB} \mu \bar{Z}$, where $\bar{Z} = \sum_{x_k \in \Phi_{PB}} \frac{H_k}{\ell(\|x_k\|, \eta)}$, where $\mu \in (0, 1]$ denotes the EH conversion efficiency, $P_{PB}$ is the PB transmit power (i.e., energy per PB symbol), $\ell(\|x_k\|, \eta)$ gives the distance-dependent path loss given a PB-EH link distance $\|x_k\|$ and a path loss exponent $\eta > 2$. We let $Z_{\text{tot}} = \sum_{i=1}^{m} Z_i$ denote the total harvested energy during a harvesting phase. Note that we have ignored the energy due to noise since it is negligibly small. We assume the PB-EH link undergoes quasi-static block flat fading where the channel remains constant over (the harvesting phase of) a frame, and randomly changes to a new value for the next frame. This means that the energy arrivals within a harvesting phase are fully correlated, i.e., $Z_i = Z_1 \overset{\Delta}{=} Z$, $\forall i = 1, 2, \cdots, m$ such that $Z_{\text{tot}} \sim \text{Ga}(1, mP_H)$. This is motivated by the observation that the harvest blocklength in a short-packet communication system may be smaller than the channel coherence time.

**Information Transmission Phase:** The energy harvesting phase is followed by an information transmission phase where the EH node attempts to communicate with a destination RX node over an unreliable AWGN channel. The AWGN channel abstracts a scenario where the EH-RX channel remains fairly static, for example, due to a small link distance. Contrary to the harvesting operation, here noise plays a significant role. We assume that the EH node uses a Gaussian codebook for signal transmission. We let $X_\ell$ be the signal intended for transmission in slot $\ell$ with an average power $P_{EH}$, where $\ell = 1, \cdots, n$, and $n$ is fixed. In the ensuing analysis, we assume $P_{EH}$ to be fixed before evaluating the considered metrics. The resulting (intended) sequence $X^n = (X_1, \cdots, X_n)$ consists of independent and identically distributed (IID) Gaussian random variables such that $X_\ell \sim \mathcal{N}(0, P_{EH})$. To transmit the intended sequence $X^n$ over the transmit block, the EH node needs to satisfy the energy constraints in (80). The following lemma simplifies the multiple energy constraints into a single constraint.

**Lemma 6.** For a random sequence $\{X_\ell\}_{\ell=1}^n$ for the transmit phase, and a random energy sequence $\{Z_i\}_{i=1}^m$ for the harvest phase, the probability of violating the energy constraints in (80) is given
by
\[
\Pr \left[ \bigcup_{k=1}^{n} \left\{ \sum_{\ell=1}^{k} X_{\ell}^2 > \sum_{i=1}^{m} Z_i \right\} \right] = 1 - \Pr \left[ \sum_{\ell=1}^{n} X_{\ell}^2 \leq \sum_{i=1}^{m} Z_i \right].
\] (121)

**Proof.** See [39].

The constraints in (80), which need to be satisfied to transmit the intended codeword, simplify to \( \sum_{\ell=1}^{n} X_{\ell}^2 \leq Z_{\text{tot}} \) due to Lemma 6. We let \( \tilde{X}^n = (\tilde{X}_1, \ldots, \tilde{X}_n) \) be the transmitted sequence. Note that \( \tilde{X}^n \neq X^n \) when the energy constraints are violated as the EH node lacks sufficient energy to put the intended symbols on the channel. The signal received at the destination node in slot \( \ell \) is given by \( Y_\ell = \tilde{X}_\ell + V_\ell \), where \( V^n = (V_1, \ldots, V_n) \) is an IID sequence modeling the receiver noise such that \( V_\ell \sim \mathcal{N}(0, \sigma^2) \) is a zero-mean Gaussian random variable with variance \( \sigma^2 \). We note that any deterministic channel gain (attenuation) \( \zeta \in (0, 1] \) for the EH-RX link can be equivalently tackled by scaling the noise variance by a factor \( \zeta \) (as the equivalent channel is still AWGN). Similarly, we define \( Y^n = (Y_1, \ldots, Y_n) \) as the received sequence.

### B. Key Results: Wireless-powered Communications with Short Packets

We now introduce the metrics used for characterizing the performance of the considered short-packet wireless-powered communications system. The overall performance of the considered system is marred by two error events. First, due to lack of sufficient energy, the EH node may not be able to transmit the intended codewords during the information transmission phase, possibly causing a decoding error at the receiver. Second, due to a noisy EH-RX channel, the received signal may not be correctly decoded. For the former, we define a metric called the energy supply probability, namely, the probability that an EH node can support the intended transmission. For the latter, we define and characterize the \( \epsilon \)-achievable rate in the finite blocklength regime.

**Energy Supply Probability:** We first characterize the energy supply probability in a general form. We then specialize it to the scenario considered in the system model.

**Proposition 5.** For the case of multiple power beacons with PB density \( \lambda_{\text{PB}} \), the energy supply probability at a typical EH node is given by

\[
P_{\text{es}}^{\text{MP}}(m, n, a, \lambda_{\text{PB}}, \eta) = 1 - \sum_{i=0}^{m-1} \frac{(-1)^i}{(2a)^i i!} \int ds^i \mathcal{L}_{\tilde{Z}}(s) \big|_{s = \frac{m}{2a}}
\] (122)

where the power ratio \( a = \frac{P_{\text{EH}}}{\mu P_{\text{PB}}} \), \( \eta \) is the path loss exponent, while \( \mathcal{L}_{\tilde{Z}}(s) = \mathbb{E}[e^{-s\tilde{Z}}] \) is the Laplace transform of \( \tilde{Z} \), which is a function of \( \lambda_{\text{PB}} \) and \( \eta \).

**Proof.** See [39].

Note that the power ratio \( a \) is defined as the ratio of the transmit power at an energy harvester to that at a power beacon (scaled by the rectifier efficiency). For generality, we have expressed Proposition 5 in terms of the Laplace transform of the harvested energy. Depending on the propagation and network model, this could be evaluated in closed form. For example, the following lemma analytically characterizes the Laplace transform for the scenario considered.

**Lemma 7.** Let us assume the PBs are drawn from a homogeneous PPP of density \( \lambda_{\text{PB}} \), the PB-EH links are IID Rayleigh fading, and follow a bounded path loss model \( \ell(r, \eta) = \max(1, r^\eta) \)
where $\eta > 2$ is the path loss exponent while $r$ is the PB-EH link distance. The Laplace transform $L_Z(s)$ of the per-slot harvested energy $Z$ is analytically characterized by

$$L_Z(s) = \exp \left( -\pi \lambda_{PB} \frac{P_{PB}\mu s}{1 + P_{PB}\mu s} \right) \exp \left( -\pi \lambda_{PB} F(P_{PB}\mu s, \eta) \right),$$

(123)

where the function $F(x_1, x_2)$ for $x_1 \geq 0, x_2 > 2$ is defined as

$$F(x_1, x_2) = \frac{2x_1}{x_2 - 2} \binom{2}{x_2} - \frac{2}{x_2 - 2} \binom{2}{x_2} - x_1$$

(124)
in terms of the Gauss's hypergeometric function $\text{}_{2}F_{1}(c_1, c_2; c_3; z)$. The Laplace transform $L_{\tilde{Z}}(s)$ is a special case of (123), which is obtained by plugging $P_{PB}\mu = 1$.

**Proof.** See [39].

We note that the Laplace transform is expressed in terms of tractable mathematical functions, which can be evaluated using most numerical toolboxes. We now characterize the mean harvested energy in terms of the network density and the path loss exponent.

**Lemma 8.** The average per-slot harvested energy for the case of multiple power beacons is given by

$$E[Z] = \lambda_{PB} \pi \eta - \frac{2P_{PB}}{\eta - 2}.$$

This shows that the $\lambda_{PB}$ and $P_{PB}$ have the same effect on the mean harvested energy.

**Proof.** See [39].

In the following proposition, we propose an approximate expression to simplify the computation of the energy supply probability.

**Proposition 6.** The energy supply probability for the case of multiple power beacons can be approximated as

$$P_{es}^{MP}(m, n, \lambda_{PB}, \eta) \approx 1 - F_{\tilde{Z}} \left( \frac{an}{m} \right),$$

(125)

where $F_{\tilde{Z}}(\cdot)$ can be evaluated using the numerical inversion technique of Lemma 9 aided by the Laplace transform characterization of Lemma 7.

**Proof.** See [39].

We now present an analytical expression to evaluate $F_{\tilde{Z}}(\cdot)$ using numerical inversion.

**Lemma 9.** Let us define positive constants $A$, $B$ and $C$. We can evaluate $F_{\tilde{Z}}(x)$ using

$$F_{\tilde{Z}}(x) = \frac{2^{-B}e^{\frac{A}{x}}}{x} \sum_{b=0}^{B} \binom{B}{b} \sum_{c=0}^{C+b} (-1)^c \frac{D_c}{D_{c}^{x}} \text{Re} \left[ \frac{L_{\tilde{Z}}(s)}{s} \right],$$

(126)

where $s = \frac{A + j2\pi c}{2x}, D_c = 2$ when $c = 0$ and $D_c = 1$ when $c \in \{1, 2, \cdots, C + b\}$, $\text{Re}[\cdot]$ denotes the real part, and $L_{\tilde{Z}}(s)$ follows from Lemma 7.

**Proof.** See [5], [40].

With parameters $A$, $B$ and $C$ chosen carefully, the finite summation in (126) yields stable numerical inversion with a bounded estimation error. To obtain a solution correct to $\rho - 1$ decimal places, these parameters should satisfy $A \geq \rho \log(10)$, $B \geq 1.243\rho - 1$ and $C \geq 1.467\rho$ [5], [28], [40].
Achievable Rate: We now characterize the ergodic achievable rate for the case of multiple power beacons. We also account for the network interference due to other EH transmitters. Let us consider a typical receiver at the origin, which receives useful signal from its dedicated EH transmitter over an AWGN channel, and interference from the other EH nodes over possibly fading links. This is a potential scenario as the dedicated EH-RX link distance could be much smaller than that from an interferer. For analytical simplicity, we assume that the interfering links undergo quasi-static fading such that the channels remain static over the entire codeword. We define \( g_k \) as the small-scale fading coefficient for the link originating from the EH transmitter at \( y_k \). We assume IID Rayleigh fading for the interfering links such that \( G_k = |g_k|^2 \sim \text{Exp}(1) \). Similar to the serving EH, an interfering EH transmits independent symbols from a Gaussian codebook with an average transmit power \( P_{EH} \) during the transmit phase. We define \( I = \sum_{y_k \in \Phi_{EH}, k \neq 0} P_{EH} G_k \) \( \ell(\|y_k\|) \) as the aggregate interference power and \( \gamma_I = \frac{\zeta P_{EH}}{\sigma^2 + I} \) as the signal-to-interference-plus-noise ratio (SINR) at the typical receiver, where the constant \( \zeta \in (0, 1] \) models any (deterministic) attenuation for the serving link, known to the transmitter and receiver. We further assume that interference is treated as noise for the purpose of decoding. We first characterize the Laplace transform of \( I \), which is then used for evaluating the CDF \( F_I(\cdot) \) using numerical inversion.

Lemma 10. The Laplace transform \( L_I(s) \) of the interference \( I \) is analytically characterized by
\[
L_I(s) = \exp\left(-\pi \lambda_{EH} \frac{P_{EH}}{1 + P_{EH}s}\right) \exp\left(-\pi \lambda_{EH} F(P_{EH}s, \eta)\right),
\]
where \( F(\cdot, \cdot) \) follows from (124).

Proof. See [39].

Theorem 8. In a large-scale network with PB density \( \lambda_{PB} \), EH density \( \lambda_{EH} \), PB transmit power \( P_{PB} \), EH transmit power \( P_{EH} \), the ergodic non-asymptotic \( \epsilon \)-achievable rate at a typical receiver is characterized by
\[
R_{EH}^{MP}(\epsilon, a, P_{PB}, P_{EH}, m, n, \lambda_{PB}, \lambda_{EH}) = \frac{n}{2} E_I \left[ \log(1 + \gamma_I) \right] - \sqrt{\frac{2 + \epsilon}{\epsilon}} n E_I \left[ \sqrt{\frac{\gamma_I}{\gamma_I + 1}} - (n - \frac{1}{2} - 1) \right], \tag{128}
\]
where
\[
E_I \left[ \log(1 + \gamma_I) \right] = \int_0^\tau F_I \left( \frac{P_{EH}}{\gamma_I} - 1 - \sigma^2 \right) dt \tag{129}
\]
for \( \tau = \log(1 + \zeta \gamma) \),
\[
E_I \left[ \sqrt{\frac{\gamma_I}{\gamma_I + 1}} \right] = \int_0^{\frac{\gamma_I}{\gamma_I + 1}} F_I \left( \frac{P_{EH}}{\gamma_I} - 1 - \sigma^2 \right) dt \tag{130}
\]
for \( \hat{\tau} = \sqrt{\frac{1}{1 + \zeta \gamma}} \), and \( F_I(\cdot) \) can be evaluated using Lemma 9. The expression in (128) holds for all tuples \((m, n)\) satisfying the constraints in (131) and (132), i.e.,
\[
n \geq \left[ \log \left( \frac{2 + \epsilon}{\epsilon^2} \right) \right]^4 \tag{131}
\]
and

\[
\sum_{i=0}^{n-1} (-1)^i \left( \frac{m^i}{(2a)^i} i! \right) \frac{d^i}{d s^i} \mathcal{L}_Z(s) \bigg|_{s = \frac{m}{2a}} \leq \frac{\epsilon}{2 + \epsilon} \tag{132}
\]

where \( \mathcal{L}_Z(s) \) follows from Lemma [7].

**Proof.** See [39].

Here, (131) specifies the minimum transmit blocklength required for the target \( \epsilon \). Similarly, given \( n \) and \( a \), (132) ensures that the harvest blocklength is large enough such that the energy outage probability is bounded by \( \frac{\epsilon}{2 + \epsilon} \) (and the target error probability by \( \epsilon \)). The impact of other parameters such as the PB density and the path loss exponent is captured by \( \mathcal{L}_Z(s) \). Eq. (132) can be evaluated using the expression derived for the Laplace transform. We note that the Poisson network of PBs impacts the energy outage probability, which is captured in (132). The Poisson network of EHs generates interference hurting the communication link, which is accounted for in (128). Further, the ergodic achievable rate in (128) is obtained by averaging over the aggregate interference, i.e., interferer locations and small-scale fading.

**Comment:** The analytical results presented in this subsection allow us to calculate the achievable rate in a wireless-powered large-scale communication network with short packets. The rate depends on various system parameters such as the PB/EH node densities, duration of the energy harvesting/data transmission phases, and the reliability requirement of the communication system.

**C. Intuition Obtained**

The results provide additional insights on the performance of remotely-powered communication systems with short packets. They show that increasing the PB node density is more beneficial for the system performance than increasing the PB transmit power. Furthermore, the data rate is sensitive to the transmit/harvest blocklengths, confirming that the insights obtained from an asymptotic blocklength analysis are not applicable to a wireless-powered network with short packets.

**VIII. ITEMIZED SUMMARY OF ALL RESULTS**

- Derivation of the SINR CCDF of a mmWave ad hoc network in LOS and NLOS communication incorporating building blockage and directional antennas [66], [67]. This revealed the importance of LOS communication in ad hoc networks.
- Computation of the transmission capacity and area spectral efficiency of the network [66], [67]. This work shows how different transmission parameters like beamwidth, user density, and building density impact network wide performance.
- Derivation of a general expression for the INR of a mmWave ad hoc network [66], [66]. This has several implications on network design [66], [66], for example if a user density causes interference-limited operation, the network initiates interference mitigation schemes.
- Development of the two-way transmission capacity which adds a requirement of a reverse link to support low-rate acknowledgment messages [66]. This allows optimal resource allocation based on rate requirements and transmission success rate.
- Formulation of the average sum rate, ergodic capacity, of the users in a mmWave ad hoc network [70] which captures the trade-off between per user rate and overall network efficiency.
• Establishing the loss in ergodic capacity due to antenna array direction misalignment assuming Gaussian error [70]. This gives a metric to measure the overall network value of a training scheme based to the error of the algorithm.
• Derivation of the ergodic capacity of uniform ad hoc networks [72]. This revealed further verification that mmWave ad hoc networks are interference limited.
• Computation of the ergodic capacity for clustered mmWave ad hoc networks [71], [72]. This work shows how mmWave networks effectively deal with intra-cluster interference because of the reduced interference at mmWave frequencies.
• Derivation of a scaling law for mmWave ad hoc networks [69], [72]. This shows the sub-linear relationship between antenna array size and transmitter density with regards to ergodic capacity.
• Analysis of the energy supply probability for mmWave ad hoc networks [38]. This shows how often and probable the energy needed for transmission will be available.
• Computation of the achievable rate in energy harvesting networks [38]. This gives intuition on the optimal transmit power given energy harvesting parameters.
• Derived and defined a framework, the intra-\( \epsilon \) inter-cluster coverage, that balances between the data rate within a user cluster while maintaining communication between user clusters. The results indicate that, for small cluster radii, communication between user clusters can occur if the required data rate is not too large.
• Computed the average overhead of three beamforming methods and their affect on ergodic rate. The results show that for ad hoc networks, contrary to cellular networks, simultaneous exhaustive search may be necessary to overcome interference and path-loss of mmWave communication.
• Developed a framework to characterize the performance of wireless power transfer in a tactical mmWave ad hoc network while taking blockage due to soldier bodies into account [35], [36]. Derived energy coverage probability which measures the fraction of successful power transfer links in the ad hoc network. Results show that mmWave gives better energy coverage compared to lower-frequency solutions.
• Discovered a tradeoff between the number of remotely powered nodes and the number of power beacon nodes in a tactical network. The analysis reveals a key design insight that deploying roughly half of the network nodes as power beacons maximizes the number of successful energy harvesting nodes.
• Extended the analytical framework developed in the earlier phases for modeling remotely-powered communication with short packets. Derived the energy supply probability and the achievable rate in a network setting where multiple power transmitters charge energy harvesting sensors to enable them to communicate information to their intended receivers. The derived expressions relate the energy supply probability and the achievable rate for reliable communication with system parameters such as the transmitter density, transmit power, energy harvesting duration and data transmission duration.
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