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Major Goals:  GaSb-based Type-II superlattices (T2SLs) offer advantages for MWIR and LWIR detector 
applications due to their broad bandgap tunability, material uniformity, and predicted superior performance 
compared to traditional MCT (HgCdTe) IR photodetectors, which is mainly due to the suppressed Auger 
recombination in T2SLs through band-structure engineering.  However, this predicted high performance has yet to 
be realized as T2SL IR detectors are still limited by defects and interface-related traps.  A thorough understanding 
of detector theory, materials growth processes, and defect physics is crucial for suppression of defect formation 
and their adverse effects.  Our team will develop a more accurate theory for the fundamental limits of T2SL 
detectors and study the physical origin of the defects as well as their structural, electrical, and optical properties.  
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Novel growth methods and new materials and T2SL designs will be tested and utilized to drastically reduce the 
defect density and to improve IR detector performance.  Our main objectives are:

1. Identify and understand the origin of various defects in superlattice materials through experimental studies 
coupled to theoretical calculations.  Correlate defect properties with minority carrier lifetime and device 
performance as a function of operating temperature.

2. Examine novel MBE and MOCVD growth methods and passivation that eliminate or mitigate defects in 
InAs/GaSb, InAs/InGaSb, and InAs/InAsSb T2SLs.

3. Fabricate and characterize T2SL structures and devices, and develop models for understanding the device 
physics.
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Accomplishments:  See report in Upload Section

Training Opportunities:  The University of Illinois led Army MURI project on “Fundamental Study of Defects and 
Their Reduction in Type-II Superlattice Materials” ran from Oct., 2010, through Oct. 2017. The program supported a 
group of ten prominent university researchers along with 20 PhD students, 3 Masters, 2 undergraduate students, 
and 2 postdoctoral fellows across five participating universities.



Specifically:



- Two PhD graduate students and one Post Doc worked on this program at Georgia Tech during the course of this 
program.  The research at Georgia Tech was focused on the MOCVD growth of GaSb-InAsSb Type II 
superlattices.  X-ray and atomic force microscopy (AFM) characterization of grown layers was also performed at 
Georgia Tech.  Other characterization measurements were performed by out collaborators.

- Eleven PhD graduate students, two Masters graduate students and one BS degree student were trained and 
contributed to this program at Arizona State University (ASU). The research at ASU focused on MBE growth, 
device characterization and transmission electron microscopy.

- Four PhD graduate students worked on this program at University of North Carolina at Charlotte (UNCC). The 
research at UNCC focused on theory and Raman Spectroscopy.

- One PhD graduate student, one BS undergraduate student and one Professional Staff were trained and 
contributed to this program at Texas A&M University (TAMU). Research at TAMU focused on scanning tunneling 
microscopy.

-  Three PhD graduate students, one Masters graduate student and one Post Doc worked on this program at 
University of Illinois, Urbana-Champaign (UIUC). Research at UIUC focused on device characterization, theory and 
transmission electron microscopy.

Results Dissemination:  See Uploaded List of publications and presentations in Final Report

Honors and Awards:  Over the course of the project period, our team members were recognized by a number of 
highly prestigious honors and awards, including

• Russell Dean Dupuis, Alexander von Humboldt Research Award, Alexander von Humboldt Foundation, 
Germany, 2013

• Yong-Hang Zhang: Elected Fellow, OSA, 2013

• David J. Smith: Elected Fellow, Microscopy Society of America, 2013

• Russell Dean Dupuis, Elected Fellow of the National Academy of Inventors, 2014

• David J. Smith, 2014 Distinguished Physical Scientist Award, Microscopy Society of America

• David J. Smith, 2014 Helmholtz International Fellow Award, Helmholtz Association

• Jian-Min Zuo, Elected Fellow of American Physical Society, 2014

• Russell Dean Dupuis, The Institute of Electrical and Electronics Engineers IEEE Life Fellow Award, 2015

• Russell Dean Dupuis, National Academy of Engineering Charles Stark Draper Engineering Award, 2015. With 
I. Akasaki, M. G. Craford, N. Holonyak, Jr., and S. Nakamura

• Yong-Hang Zhang: Elected Fellow IEEE, 2015

• Jian-Min Zuo, Ernst Ruska Prize of the German Society for Electron Microscopy, 2015

• Russell Dean Dupuis, International SSL Alliance Award of Outstanding Achievement for Global Solid State 
Lighting Development, 2016

• Jian-Min Zuo, Racheff Professorship, Engineering College, UIUC, 2016-present

• Jian-Min Zuo, Lars Onsager Professorship, Norwegian University of Science and Technology, 2017

• Yong Zhang, Elected Fellow of American Physical Society, 2017
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semiconductor growth, semiconductor superlattices, transmission electron microscopy, X-ray diffraction
Abstract:  Strain-balanced type-II InAs/InAs1–xSbx superlattices with various compositions (x?=?0.22, 0.23, 
0.37) and different layer thicknesses (t_InAs?=?7 nm, t_InAsSb?=?3.3, 2.3, 2.0 nm, respectively) have been 
grown by metalorganic chemical vapor deposition on GaSb substrates. X-ray diffraction revealed narrow satellite 
peaks (full-width-half-maximum of <100 arc sec), indicative of uniform superlattice periodicity and excellent 
crystallinity, which was also corroborated by cross-sectional transmission electron microscopy observations. 
Despite relaxation, low-temperature photoluminescence measurements showed peaks at 6.7 ?m and 5.8 ?m, 
while photoconductance results showed strong spectral response up to 200 K, when the photoresponse onset 
was 8.6 ?m.
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MOCVD, p-i-n photodiodes, semiconductor epitaxial layers, semiconductor growth, semiconductor superlattices
Abstract:  We report on the characterization and performance of epitaxial structures and photodiodes based on 
InAs/GaSb type-II superlattices grown by metalorganic chemical vapor deposition. Interfacial layers were 
introduced at the superlattice interfaces to compensate the tensile strain and hence to improve the overall material 
quality of the superlattice structures. The optimal morphology and low strain was achieved via a combined 
interfacial layer scheme with InAsSb+InGaSb layers. Using this scheme, a p-i-n photodiode structure with a 360-
period InAs/GaSb superlattice was grown on a GaSb substrate, which operates at 78 K with a cut-off wavelength 
of ? 8??m and a peak responsivity of 0.6 A/W at ? 6??m.
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Abstract:  We report on the epitaxial growth and characterization of InAs/GaSb and InAs/InAsSb type-?? 
superlattices (T2SLs) on GaSb substrates by metalorganic chemical vapor deposition. For InAs/GaSb strained 
T2SLs, interfacial layers were introduced at the superlattice interfaces to compensate the tensile strain and hence 
to improve the overall material quality of the superlattice structures. The optimal morphology and low strain was 
achieved via a combined interfacial layer scheme with 1 monolayer (ML) InAsSb+1 ML InGaSb layers. In contrast, 
the InAs/InAsSb strain-balanced T2SLs allow for a relatively easy strain management and simple precursor flow 
switching scheme while maintaining device-quality materials. Surface root mean square roughness of 0.108 nm 
and a nearly zero net strain were obtained, with effective bandgaps of 147 and 94 meV determined for two sets of 
InAs/InAsSb strain-balanced T2SLs.
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Abstract:  We propose and demonstrate strain-balanced InAs/GaSb type-II superlattices (T2SLs) grown on InAs 
substrates employing GaAs-like interfacial (IF) layers by metalorganic chemical vapor deposition (MOCVD) for 
effective strain management, simplified growth scheme, improved materials crystalline quality, and reduced 
substrate absorption. The in-plane compressive strain from the GaSb layers in the T2SLs on the InAs was 
completely balanced by the GaAs-like IF layers formed by controlled precursor carry-over and anion exchange 
effects, avoiding the use of complicated IF layers and precursor switching schemes that were used for the 
MOCVD growth of T2SLs on GaSb. An infrared (IR) p-i-n photodiode structure with 320-period InAs/GaSb T2SLs 
on InAs was grown and the fabricated devices show improved performance characteristics with a peak 
responsivity of ?1.9 A/W and a detectivity of ?6.78?×?10^9 Jones at 8 ?m at 78 K. In addition, the InAs buffer 
layer and substrate show a lower IR absorption coeff
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Abstract:  Strain-balanced InAs/InAs1?xSbx type-II superlattices (SLs) on GaSb substrates with 0.27???x??0.33 
were grown by molecular beam epitaxy and demonstrated photoluminescence (PL) up to 11.1??m. The calculated 
SL bandgap energies agree with the PL peaks to within 5?meV for long-wavelength infrared samples (9.5, 9.9, 
and 11.1??m) and to within 9?meV for a mid-wavelength infrared sample (5.9??m). X-ray diffraction 
measurements reveal average SL mismatches of less than 0.2%, and the PL full-width-at-half-maximums 
increase with the mismatch, confirming the importance of strain-balancing for material quality.
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Abstract:  The electronic band structures and optical properties of type-II superlattice (T2SL) photodetectors in 
the mid-infrared (IR) range are investigated. We formulate a rigorous band structure model using the 8-band k · p 
method to include the conduction and valence band mixing. After solving the 8 × 8 Hamiltonian and deriving 
explicitly the new momentum matrix elements in terms of envelope functions, optical transition rates are obtained 
through the Fermi’s golden rule under various doping and injection conditions. Optical measurements on T2SL 
photodetectors are compared with our model and show good agreement. Our modeling results of quantum 
structures connect directly to the device-level design and simulation. The predicted doping effect is readily 
applicable to the optimization of photodetectors. We further include interfacial (IF) layers to study the significance 
of their effect. Optical properties of T2SLs are expected to have a large tunable range by controlling the thickness 
and mate
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segregation , semiconductor growth , semiconductor superlattices , surfactants , transmission electron microscopy
Abstract:  Strain-balanced InAs/InAs1?xSbx type-II superlattices (SLs) have been proposed for possible long-
wavelength infrared applications. This paper reports a detailed structural characterization study of InAs/InAs1?
xSbx SLs with varied Sb composition grown on GaSb (001) substrates by modulated and conventional molecular 
beam epitaxy (MBE). X-ray diffraction was used to determine the SL periods and the average composition of the 
InAs1?xSbx alloy layers. Cross-section transmission electron micrographs revealed the separate In(As)Sb/InAs
(Sb) ordered-alloy layers within individual InAs1?xSbx layers for SLs grown by modulated MBE. For the SLs 
grown by conventional MBE, examination by high-resolution electron microscopy revealed that interfaces for 
InAs1?xSbx deposited on InAs were more abrupt, relative to InAs deposited on InAs1?xSbx: this feature was 
attributed to Sb surfactant segregation occurring during the SL growth. Overall, these results establish that strain-
balanced SL structures with ex
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Abstract:  Time-resolved photoluminescence measurements reveal a minority carrier lifetime of >412?ns at 77?K 
under low excitation for a long-wavelength infrared InAs/InAs0.72Sb0.28 type-II superlattice (T2SL). This lifetime 
represents an order-of-magnitude increase in the minority carrier lifetime over previously reported lifetimes in 
long-wavelength infrared InAs/Ga1-xInxSb T2SLs. The considerably longer lifetime is attributed to a reduction of 
non-radiative recombination centers with the removal of Ga from the superlattice structure. This lifetime 
improvement may enable background limited T2SL long-wavelength infrared photodetectors at higher operating 
temperatures.
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Article Title:  Lattice and Strain Analysis of atomic resolution Z-contrast images based on template matching
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Abstract:  A real space approach is developed based on template matching for quantitative lattice analysis using 
atomic resolution Z-contrast images. The method, called TeMA, uses the template of an atomic column, or a 
group of atomic columns, to transform the image into a lattice of correlation peaks. This is helped by using a local 
intensity adjusted correlation and by the design of templates. Lattice analysis is performed on the correlation 
peaks. A reference lattice is used to correct for scan noise and scan distortions in the recorded images. Using 
these methods, we demonstrate that a precision of few picometers is achievable in lattice measurement using 
aberration corrected Z-contrast images. For application, we apply the methods to strain analysis of a molecular 
beam epitaxy (MBE) grown LaMnO3 and SrMnO3 superlattice. The results show alternating epitaxial strain inside 
the superlattice and its variations across interfaces at the spatial resolution of a single perovskite unit cell. Our met
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1. Introduction: 
The University of Illinois led Army MURI project on “Fundamental Study of Defects 

and Their Reduction in Type-II Superlattice Materials” ran from Oct., 2010, through Oct. 
2017. The program supported a group of ten prominent university researchers along with 
47 graduate students, 3 undergraduate students, and 16 postdoctoral fellows across five 
participating universities over the seven years period. 

Together, the group published 52 papers in the peer-reviewed literature, with direct 
acknowledgement of the support from this award, including publications in top archival 
science and engineering journals. 

Over the course of the project period, our team members were recognized by a number 
of highly prestigious honors and awards, including 

• Russell Dean Dupuis, Alexander von Humboldt Research Award, Alexander von 
Humboldt Foundation, Germany, 2013 

• Yong-Hang Zhang: Elected Fellow, OSA, 2013 
• David J. Smith: Elected Fellow, Microscopy Society of America, 2013 
• Russell Dean Dupuis, Elected Fellow of the National Academy of Inventors, 2014 
• David J. Smith, 2014 Distinguished Physical Scientist Award, Microscopy Society 

of America 
• David J. Smith, 2014 Helmholtz International Fellow Award, Helmholtz 

Association 
• Jian-Min Zuo, Elected Fellow of American Physical Society, 2014 
• Russell Dean Dupuis, The Institute of Electrical and Electronics Engineers IEEE 

Life Fellow Award, 2015 
• Russell Dean Dupuis, National Academy of Engineering Charles Stark Draper 

Engineering Award, 2015. With I. Akasaki, M. G. Craford, N. Holonyak, Jr., and 
S. Nakamura 

• Yong-Hang Zhang: Elected Fellow IEEE, 2015 
• Jian-Min Zuo, Ernst Ruska Prize of the German Society for Electron Microscopy, 

2015 
• Russell Dean Dupuis, International SSL Alliance Award of Outstanding 

Achievement for Global Solid State Lighting Development, 2016 
• Jian-Min Zuo, Racheff Professorship, Engineering College, UIUC, 2016-present 
• Jian-Min Zuo, Lars Onsager Professorship, Norwegian University of Science and 

Technology, 2017 
• Yong Zhang, Elected Fellow of American Physical Society, 2017 

 
The project was motivated by the advantages offered by antimony-based type-II 

superlattice (T2SLs) for MWIR (Midwave Infrared) and LWIR (Long-Wave Infrared) 
laser and detector applications due to their broad bandgap tunability and material 
uniformity.  The performance of T2SL IR detectors is predicted to be superior to that of 
MCT (HgCdTe) IR detectors.  Previous research on novel T2SL structures has 
demonstrated significant progress and interesting device physics, but the predicted high 
performance has yet to be realized as T2SL IR detectors are still limited by defects and 
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interface-related traps.  A thorough understanding of defect physics, growth processes, and 
detector theory is thus crucial for the suppression of defect formation and their adverse 
effects. To achieve this, the project brought together a team of experts in MBE and 
MOCVD growth, device theory device fabrication and characterization, Raman 
spectroscopy, X-ray diffraction, transmission electron microscopy.  

The main objectives of the project are to: 

1) Identify and understand the origin of point defects, line defects, interfacial traps, 
and surface states in T2SL structures through experimental studies closely coupled 
to theoretical modeling. 

2) Correlate defect properties with device performance as a function of operating 
temperature, including minority carrier lifetime, detector noise, dark current, 
breakdown voltage, shunt resistance, and surface recombination. 

3) Examine novel MBE and MOCVD growth methods and passivation techniques that 
eliminate and or mitigate defects in InAs/GaSb, InAs/InGaSb, and InAs/InAsSb 
T2SLs. 

4) Develop a comprehensive device physics model that includes extrinsic material 
properties to accurately predict device performance and provide vital device design 
rules. 

 

A broad range of research activities were carried out by the team in following 
three task areas. Major achievements in each area include the followings. 

Task 1: Theoretical and Experimental Study of Defects 

• Developed 8 band k.p model for type-II superlattice materials 
o Leveraged model to design GaSb/InAs, Ga-free, and interface controlled 

T2SL absorbers. 
• Identified Ga vacancy as the major point defect in InAs/GaSb T2SLs 

o Developed an atomic resolution strain mapping based method for the 
location and identification of vacancy defects. 

o Demonstrated the large strain from vacancy defects and obtained good 
agreement with the first principles calculations. 

• Developed a digital model for high resolution X-ray diffraction of T2SLs and the 
model fitting method. Applied the method successfully for characterization of 
superlattice period, period fluctuations, interfacial intermixing and strain in the 
InAs/GaSb and InAs/InAsSb T2SLs. 

• Determined interfacial intermixing in InAs/GaSb T2SLs using X-ray diffraction, 
atom probe tomography (APT) and scanning transmission electron microscopy 
(STEM). Compared results with kinetic growth model and identify the 
segregation of Sb and As as the mechanism for interfacial intermixing. 

• Demonstrated Sb induced strain fluctuations in an InAs/InAsSb T2SL. 
• Identified GaAs interfacial bonds as the major cause of large strain fluctuations in 

InAs/GaSb T2SLs, and demonstrated the effectiveness of InSb interfacial 
treatment for the reduction of GaAs interfacial bonds.  
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• Established the connection between period fluctuations and interface roughness in 
the InAs/InAsSb T2SLs using cross-sectional scanning tunnelling microscopy 
(STM). 

• Identified short-range, atomic-alloy, order in the InAs/InAsSb T2SLs. 
• Systematic examination of different DFT based methods for computing defect 

states in a semiconductor, using anti-site defect Ga on Sb as a prototype, allowing 
for correct comparison between experiment and theory. 

• Observation of new Raman modes in InAs/GaSb T2SLs. 
 

Task 2: Innovative Growth and Fabrication Processes for Defect Reduction 

• Demonstration of record long minority carrier lifetimes in Ga-free InAs/InAsSb 
type-II superlattice. 

• Demonstration of record low dark current in LWIR nBn photodetectors made of 
Ga-free InAs/InAsSb type-II superlattice. 

• Demonstrated high PL efficiency MOCVD-grown MWIR “Ga-free” InAs-
InAsSb. Type II superlattices (T2SLs) emitting at various wavelengths from 5-8 
um. 

• Good interface control established between MOCVD-grown InAs and InAsSb 
with accurate composition control. 

• Band structure investigation of nBn photodetectors, and development of state-of-
the-art nBn devices with InAs/InAsSb T2SLs. 

• Developed MOCVD growth conditions and strain management schemes that can 
minimize the strain accumulation in InAs/GaSb and InAs/InAsSb T2SLs on 
GaSb substrates. 

• Demonstrated the first MOCVD-grown InAs/GaSb and InAs/InAsSb T2SL 
structure and devices. 
 

Task 3: Evaluation of Defect Reduction Approaches and Device Applications 

• Design, growth, fabrication and characterization of interface-controlled T2SL 
absorbers demonstrating improved absorption coefficient, smaller effective 
bandgap, and longer diffusion lengths 

• Development of electron-beam induced current measurement for type-II 
superlattice materials 

o Demonstration of EBIC technique for p+-pi-n diode architecture T2SL 
detectors 

o Application of EBIC to Ga-free T2SL nBn detectors 
• Development of new approach to EBIC measurements with improved spatial 

resolution, increased parameter extraction accuracy, and the potential for 
integrating carrier concentration dependent effects into EBIC parameter 
extraction. 
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• Characterization of InAsSb/InGaAs T2SL materials using EBIC and 
TRPL.  Comparison of EQE and EBIC approaches for determination of vertical 
carrier mobility. 

Our final report is organized in five sections, according to the three research tasks, with 
Sections 2 and 3 on Task I of experimental and theoretical study of defects and Sections 4 
and 5 on Task II and III, respectively. During the course of project, to address the research 
challenges faced by the team, team members also undertook efforts to develop new 
characterization techniques and methodologies. These methods are described together with 
the resulted major findings.  
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2. Experimental Study of Defects 
2.1. Evaluation of minority carrier lifetimes in InAs/InAsSb superlattices (Zhang, 

ASU) 
The III-V type-II superlattice (T2SL) is predicted to have a number of advantages over 

bulk HgCdTe infrared (IR) photodetectors including a decreased dependence of the 
bandgap on compositional non-uniformity, the ability to wavelength tune by changing 
layer thicknesses and alloy composition, the lower cost of III-V semiconductor substrates, 
a higher electron effective mass leading to smaller tunneling currents and band-engineered 
lower Auger recombination rates and thus lower dark currents, as predicted theoretically.1, 

2 The widely studied InAs/GaInSb T2SLs have very short carrier lifetimes, on the order of 
30 ns3 because the energy levels of intrinsic point defects in bulk GaSb are near the valence 
band edge or in the middle of the energy gap,4, 5 leaving the trap states available for 
Shockley-Read-Hall (SRH) recombination.  The other alternative approach, i.e. “Ga-free” 
InAs/InSbAs T2SLs6 has demonstrated a broad wavelength coverage from 4 μm to 12 μm,7, 

8 and superior material performance, especially minority carrier lifetimes longer than 400 
ns9 in the long-wave IR range and 10 μs in the mid-wave IR range10 as recently 
demonstrated. Such a dramatic improvement in minority carrier lifetime is believed to be 
due to the fact that in bulk InAs and As-rich InAsSb alloys the “stabilized Fermi level” is 
above the conduction band edge,5 rendering any mid-gap defect states inactive for SRH 
processes as demonstrated by relatively high photoluminescence efficiencies even when 
grown on highly mismatched GaAs substrates.11 Furthermore, Eastman et al12  showed that 
empty surface states may exist within the bandgap of GaSb and above the conduction band 
edge of InAs. These observations have led us to investigate the intrinsic point defect energy 
levels in Ga-free T2SL structures to better understand why InAs/InAsSb T2SLs have 
significantly longer minority carrier lifetimes.  

In this program, we set out to find experimental evidence to confirm that the defect 
energy states are above the conduction band edge of Ga-free T2SLs. Applying hydrostatic 
pressure to III-V semiconductors causes a strong and reversible change in their electronic 
band-structure13 and is a perfect tool to investigate the fundamental properties of 
semiconductor systems and heterostructures as well as to probe recombination mechanisms 
in semiconductor devices.13 Of most relevance to this study, the conduction band edge 
moves upwards in energy at a typical rate of ≈100 meV·GPa-1 for III-V semiconductors. 
This manifests itself very clearly through an increase in bandgap and consequently, an 
increase in the optical transition energy with increasing pressure. In contrast, localized 
states such as defect energy states, are typically pressure insensitive owing to the fact that 
they are strongly localized and decoupled from the periodicity of the crystal.14 It is 
therefore possible to use high pressure to probe the interaction between the band edges and 
defect energy states, which for example, may be seen through the quenching of 
photoluminescence or in an abrupt increase in the dark current of a photodetector due to 
increased non-radiative recombination.  The experimental approach is similar to that used 
to find nitrogen complex levels above the conduction band edge of GaAs15 with high 
pressure, low temperature photoluminescence (PL).  Figure 2.1(a) shows a schematic 
representation of a Ga-free InAs/InAsSb T2SL band edge diagram and the suspected 
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localized defect states at ambient pressure.  The optical transition is shown as an arrow 
from the electron miniband above the conduction band edge of InAs to the hole miniband 
below the valence band edge of InAsSb.  In Figure 2.1(a) the bandgap of InAs is 0.417 
eV,16 for InAs0.86Sb0.14 a value of 0.311 eV is determined based on parameters from 
Vurgaftman et al15 and a bowing parameter of 0.65 eV17.  A fractional valence band offset, 
Qv = ΔEv/ΔEg, of 1.75 ± 0.03 is used17 giving electron and hole well depths of 80 and 186 
meV respectively.  The electron and hole minibands have confinement energies of 18 meV 
and 65 meV respectively.  The effect of applying pressure increases the effective bandgap 
of the T2SL, namely the separation of the electron and the hole minibands.  Most of the 
increase of the effective bandgap is due to the upward shift in energy of the conduction 
band edge and thus the electron miniband.  It is anticipated that the PL intensity will 
decrease dramatically when the electron miniband moves above the defect energy level as 
shown in Figure 2.1(b), due to increased nonradiative recombination through the trap states 
of the defects.   

  

Figure 2.1.  (a) A schematic band 
edge diagram for a Ga-free 
InAs/InAsSb T2SL showing a defect 
state above the conduction band 
edge; (b) Under hydrostatic pressure 
the effective bandgap energy 
increases, mainly due to an upward 
shift in the conduction band edge, 
while the defect states remain at the 
same energy.  Quenching of the 
photoluminescence happens when 
the electron miniband edge moves 
close to the defect energy level. 

The InAs/InAs0.86Sb0.14 T2SL sample studied in this work was grown by molecular 
beam epitaxy on an n-type GaSb (100) substrate and contained a nominally undoped T2SL 
layer consisting of 48 periods of 8.1 nm InAs and 2.5 nm InAs0.86Sb0.14 (see Figure 2.1(a)) 
with a lattice mismatch of 0.4%.  The background doping density in this sample is 
estimated to be in the order of 1.0 x 1016 cm-3 n-type.  The growth details (sample B1761) 
and full optical and structural properties are reported elsewhere.8, 18  PL experiments were 
performed at 10K under pressure in a backscattering geometry in a clamp style sapphire 
ball cell (SBC).19 Methanol-ethanol (4:1) was used as the pressure transmitting media with 
pressure changes being carried out at room temperature before cooling down.  PL was 
excited with a chopped 100 mW 1064nm ND:YVO4 laser with neutral density filters being 
placed in the beam to vary the pump power incident on the sample.  PL measurements were 
carried out in a closed-cycle helium cryostat using a Triax 320 spectrometer with a liquid 
nitrogen cooled InSb detector and CaF2 lenses.  The pressure calibrant was a InGaAsP 
quantum well structure with a known linear pressure coefficient (86meV·GPa-1)20 which 
gave strong PL with peaks at 0.8145 eV and 0.8651 eV at room and low temperature 
respectively, but without any possible overlap with the T2SLs emission (0.3147 eV at 
10K).  Both samples were thinned and loaded into the SBC after confirming that the 
thinning process resulted in no change to their PL.  The system spectral response (Triax 
grating, InSb detector, quartz cryostat window, two CaF2 lenses and a sapphire ball) was 
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determined before and after the experimental runs using a Bentham traceable broadband 
light source to correct the measured PL spectra.  

Four separate pressure runs were carried out with most of the data being taken with 
increasing pressure (several decreasing pressure cycle points were checked and gave good 
agreement).  Figure 2.2(a) shows corrected PL spectra from one pressure run up to 2.16 
GPa. Increased noise in the PL signal was seen over the range from 0.34 eV to 0.44 eV due 
to the absorption of the pressure medium over this wavelength range as shown in Figure 
2.2(b).  The interpolated transmission data21 from liquid methanol and ethanol based on 
the 4:1 mixture ratio at 300K (solid line) and the data from ethanol under pressure and 
frozen methanol spectra are used to estimate the shift and transmission behavior up to 2.16 
GPa (dashed line).  Based on this evidence it is clear that the transmission data changes 
with pressure, but whilst it was not possible for us to carry out a dynamic correction at each 
pressure and temperature we are able to show that the absorption should have little effect 
above 0.46 eV; this is confirmed by PL spectra from the InGaAsP pressure gauge. 

 

Figure 2.2 (a) Photoluminescence 
spectra acquired from one run at 
different hydrostatic pressures up 
to 2.16 GPa. (b) On the same 
energy axis the optical 
transmission “T” (from 0 to 100%) 
of the methanol-ethanol pressure 
transmitting media calculated from 
literature data at 0 GPa (solid 
line), the arrow indicates the shift 
to the estimated transmission at 
2.16 GPa (dashed line). 

The PL full width half maximum (FWHM) of the T2SL peak was 20 meV at an 
estimated excitation density of 13 W·cm-2 and decreased approximately linearly to around 
15 meV at 1.5 GPa, above this it increased approximately linearly reaching 40 meV at 2.16 
GPa.  Figure 3(a) shows the collected peak emission energy data against pressure, which 
when fitted gives a pressure coefficient of 93 ± 4 meV·GPa-1. This value is close to the 
quoted value of 96-108 meV·GPa-1 for InAs23 and 128-155 meV·GPa-1 for InSb.22  
Calculations based on this structure using Nextnano software and taking into account 
bandgap and effective mass changes, show that the confinement energy of the electron 
states changes by as little as 1 meV up to 2.16 GPa. The change in strain is negligible as 
the two constituent layers of the T2SL have similar elastic constants.  The initial electron 
confinement is calculated as 18 meV in the superlattice well of depths of 80 meV.  This 
well depth deepens slightly with pressure but importantly the electron miniband is expected 
to shift at the same rate as the InAs layer.  

Figure 2.3(b) shows all of the integrated PL intensity data corrected for the system 
response and optical collection efficiency from the four pressure runs as a function of 
pressure and peak energy shift.  An energy level crossover between a defect energy level 
(or another conduction band minima) and a conduction band edge state is normally 
accompanied by a strong decrease in the integrated PL intensity as seen in InAs/GaAs 
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quantum dots undergoing a Γ- X crossover23 and may also give rise to new radiative peaks 
moving with different or negative pressure coefficients.15, 23  Figure 2.3(b) shows such a 
decrease in PL intensity but we report no change in the pressure coefficient of the PL peak 
energy associated with this quenching nor any new radiative peaks above the crossover 
pressure.  All these characteristics are expected in the case of a crossover with a non-
radiative defect level. PL was not observed above the pressures shown in Figure 2.3(b) as 
the defect energy levels move below the conduction band edge and into the InAs bandgap 
becoming SRH recombination centers. 

  
Figure 2.3 (a) A linear fit of the photoluminescence peak energy data obtained for the 

T2SL sample from the four pressure runs indicated using four different symbols.  (b) The 
integrated photoluminescence intensity of the T2SL sample plotted as a function of 
pressure and also peak energy shift from ambient pressure on the top axis.  The dashed 
line is drawn as a guide to the eye. 

A careful comparison of the energy and intensity data shown in Figure 2.3(b) and those 
reported by Itskevich et al23 and elsewhere indicates a crossover at 2 GPa.  This 
corresponds to a PL energy shift of 0.186 eV (onset at 1.92 GPa with the true crossover 
close to 2 GPa, giving 1.96 ± 0.04 GPa or an energy shift of ~0.18 ± 0.01 eV).  According 
to Daunov et al24 the ratio of the pressure coefficients of the conduction and valence band 
edges for many III-V semiconductors (including InSb) are equal to ~7.  For our structure 
this would mean that 82 meV·GPa-1 of the determined pressure coefficient of our sample 
would go into the conduction band edge with the valence band edge moving down at a rate 
of -11 meV·GPa-1.  Assuming that the defect energy level does not move with pressure, as 
shown in Figure 2.1, using the above conduction band edge shift over 2 GPa and adding the 
17 meV confinement energy at 2 GPa leads to a determined defect level ~0.18 eV above 
the InAs conduction band edge at ambient pressure.  More details about this assignment 
will be discussed further below. 

The PL intensity data as a function of laser excitation power and temperature under 
pressure are plotted in Figure 2.4 and examined to confirm that the PL quenching at 2 GPa 
is indeed due to a change from a radiative dominant recombination process to a non-
radiative dominant recombination mechanism.  Figure 2.4(a) shows the excitation power 
dependence of the T2SL integrated PL intensity data at 0, 0.42, 1.87 and 2.16 GPa at 10K. 
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Figure 2.4  (a) Power dependent PL measurements taken at 0 GPa (intensity axis on 

left), and 0.42, 1.87 and 2.16 GPa (intensity axis on right).  Solid lines show linear fits of 
the PL intensity at 0 and 1.87 GPa. Dotted and broken lines are the same fits offset as a 
guide to the eye at 0.42 GPa and 2.16 GPa respectively.  (b) Arrhenius plots of data at 0 
GPa (left intensity axis) and 1.71 GPa (right intensity axis).  Dashed lines in the high 
temperature range are marked with the determined activation energy (Ea) in meV. 

The observed PL intensity as a function of excitation power density is easily described 
by a power law with a fitted power exponent at 0 GPa of 0.91, close to 1, which, for an 
undoped sample, such as that discussed here, clearly indicates a dominant radiative 
recombination process.25, 26  A similar gradient is seen at 0.42 GPa, confirming that the 
recombination is radiative in nature and that mid gap SRH recombination is negligible at 
low pressure.  At 1.87 GPa (the onset of the high pressure PL intensity decline) the 
measured gradient is 1.94. This value is close to 2, which indicates a dominant non-
radiative, defect-related recombination path is now involved.  Finally at 2.16 GPa a 
gradient close to 1.94 is seen but with possible evidence of saturation at the highest laser 
power.  All the data in Figure 2.4(a) confirm our expectation that the PL quenching at 2 
GPa is the result of a transition from dominant radiative recombination to dominant non-
radiative recombination. 

Assuming that the non-radiative recombination can also be thermally activated we 
studied the integrated PL intensity quenching from 10K to 150 K at 0 GPa and 1.71 GPa 
and the measured results are shown in Figure 2.4(b).  At high pressure and over this low 
temperature range it should be noted that the pressure medium remains solid and the 
pressure is constant within the SBC.  

From Figure 2.4(b) it can be seen that the higher temperature behavior of each data set 
follows an exponential dependence,27 from which activation energies have been calculated. 
The 0 GPa data gives an activation energy of 90 ± 30 meV, but at 1.71 GPa a much lower 
value of 25 ± 4 meV is obtained.  Our measured activation energy of 90 meV at 0 GPa may 
be related to the depth of the electron well (80 meV).  At 1.71 GPa it is 0.29 GPa from our 
determined crossover pressure (2 GPa) and using our conduction band edge pressure 
coefficient of 82 meV·GPa-1 we estimate that the energy level associated with the 
quenching is ~24 meV away.  This data confirms our assumptions of the pressure-
dependent energy shifts of the valence band and conduction band edges.  It also points to 
the fact that the defect level is indeed not moving with pressure, as if it were then the 
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activation energy obtained at 1.71 GPa would not be consistent with our results as the rate 
at which the confined electron state approached the defect would depend on both pressure 
coefficients. We note here that the nature and exact identification of these defect states is 
outside of the scope of this present work, but will be investigated in the future studies. 

In summary, we have performed pressure-dependent PL measurements on an 
InAs/InAs0.86Sb0.14 T2SL structure.  By fitting the measured peak energy shift and 
observing a quenching of the PL intensity we have determined a crossover pressure at 
which we believe the T2SL electron confined state reaches that of a defect level in the 
superlattice.  This change in nature from a radiative to non-radiative recombination 
mechanism with pressure is confirmed from power dependent PL measurements.  We also 
examine the thermal activation energies at ambient pressure and close to the crossover 
pressure which support and are consistent with the determined values for the pressure 
coefficients of the valence and conduction band edges of the structure and the defect level.  
As a result, these experiments provide strong evidence that the defect level is 
approximately 180 meV above the conduction band edge of InAs.  Consequently, these 
findings explain why Ga-free T2SL structures have much longer minority carrier lifetimes, 
a highly desirable advantage for both mid-wave and long-wave IR photodetector 
applications. 

2.2. Structural properties of InAs/GaSb superlattices determined by high resolution 
X-ray diffraction (Zuo, UIUC) 

 
Figure 2.5 The structure model of a perfect (ideal) superlattice of InAs/GaSb with a 14 

monolayers (ML) slab of InAs and 8 ML slab of GaSb with two atoms in each ML.  

An ideal InAs/GaSb superlattice (SL) consists of alternating layers of strained InAs 
and GaSb (Figure 2.5). However, real SLs are far from the ideal SL structure and 
characterization of their structure is important for the study of defects.  Here, we used high-
resolution X-ray diffraction (HRXRD) to measure the average structure of the MBE grown 
InAs/GaSb SLs.  

The HRXRD measurements were performed on a PANalytical MRD System with a 
radiation wavelength of 1.5406Å (CuKα1). The instrument is equipped with 2-bounce Ge 
(220) monochromator integrated with an X-ray mirror and a high speed line detector, 
PIXcel, with the scatter slit placed in front of the detector. The 2θ-ω high-angle scans are 
taken with a step size of 0.01 degree and the time per step is 3 seconds. 

To improve modelling of the superlattice diffraction peaks from high quality MBE 
grown samples, we developed the so-called “digital model”.28 The model is built with 
bilayers consisting of varying thickness of 𝐴𝐴 and 𝐵𝐵 layers and uniform interfacial distances 
between the layers. Sharp diffraction peaks with minimal width broadening are the 
characteristics of high quality superlattices. Thus, in the digital model, variations in 
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interfacial distance (interlayer continuous disorder) are not considered. For the discrete 
fluctuation of superlattice period 𝛬𝛬 , we follow the Hendricks-Teller29 approach. We 
assume different types of bilayers with different number of monolayers in 𝐴𝐴 or 𝐵𝐵. Each 
type of bilayer has a finite probability of occurrence, but their stacking sequence is assumed 
random. For each bilayer, we calculate its structure factor 𝐹𝐹𝑖𝑖 and the structure factor of the 
superlattice 𝐹𝐹𝑆𝑆𝑆𝑆  is a sum of the structure factors of all bilayers and their phases. The 
calculated peak intensities of different stacking configurations are similar, but fluctuate for 
each configuration. So the calculated spectra from a large number of configurations are 
averaged to achieve a converging result, which is used for fitting the experimental data.  

The parameters used to fit the experimental X-ray diffraction data are strain and 
composition. Chemical intermixing is modelled as an exponential decay from the interface 
for three monolayers and their structure factors are modified accordingly.30 We treat anion 
and cation separately since previous studies show that they have different levels of 
intermixing during the MBE growth.31 Two methods were used to construct the local strain 
in SLs. One is the composition-correlated strain model (CCSM) and the other is the free 
strain model (FSM). In the CCSM, the local strain inside the superlattice is directly 
correlated with the local composition. Two neighbouring atomic layers are considered as 
an alloy structure and the distance between them is calculated using Vegard’s law. In the 
FSM, however, the strain is not constrained with the composition. To limit the number of 
parameters, in the FSM, we consider strain deviations of all GaSb monolayers 3 InAs 
monolayers near each interface. The 8 mono-layers in the middle of the InAs layer are 
assumed to have zero deviation from their ideal positions. Our study shows that the CCSM 
is more suitable for extracting composition information and the FSM is better for extracting 
strain variations.  

Five InAs/GaSb T2SLs grown by MBE on GaSb (001) substrate were studied by 
HRXRD. The samples were kindly provided by Dr. Amy Liu of IQE. The T2SLs were 
designed with the thickness of InAs and GaSb in a single period at 44Å and 21Å 
respectively. There are a total of 80 periods for all five samples. A barrier layer of AlSb of 
10 nm thick was grown between the GaSb and T2SL. The InAs-on-GaSb interface has been 
treated in different ways as shown in Table 2.1.  

Table 2.1 InAs/GaSb T2SLs measured by HR-XRD. These samples contain different 
interfacial control as listed below.  

Sample No. Interface control 
ε Modulation 

wavelength 
Å 

Standard 
deviation Å 

A (2300534) Neutral -0.26% 63.29 0.30 

B (2300537) InSb-like (Sb soak) -0.18% 67.09 0.22 

C (2300536) Forced thin InSb on 
GaSb 

-0.13% 67.18 0.50 

D (2300538) Forced thick InSb on 
GaSb 

~0 
(<±0.015%) 66.09 0.45 
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E (2300540) Thin InSb-like (Sb 
soak) 

0.04% 65.38 0.28 

 

Table 2.1 lists the measured out of plane lattice strain and the Modulation wavelength for 
the five InAs/GaSb T2SLs grown by MBE. The out-of-plane average strain is calculated 
by ( )0 0/za a aε = − , where az represents the average out-of-plane lattice constant and a0 
represents the substrate lattice constant. The average out of plane strain is negative at -
0.26% for sample A without any interfacial control.  

The modulation wavelength is obtained directly from HRXRD data using the satellite 
peaks observed around the substrate (004) diffraction peak, the peak position of the nth SL 
satellite reflection is given by  

4 sin 2
n

n nq π θ π
λ

= =
Λ

. (1) 

Here, Λ is the SL modulation wavelength or SL period. We used a linear fit to the peak 
position as function of the order of satellite peaks to determine the SL period. Fluctuations 
in the thickness of the slabs contribute to the standard deviation in the modulation 
wavelength. They can be analysed using the FWHM of the satellite peaks according to [5]. 

1/2
0 (ln 2)nw w nσθ= + ⋅∆ ⋅ ⋅

Λ
 (2) 

where wn is FWHM of peak of order n, w0 is the intrinsic FWHM, Δθ is the space between 
satellite peaks in the 2θ scale, and σ represents the fluctuation in the modulation 
wavelength.  

  

Figure 2.6 Left) Comparison between HRXRD experimental data (black cross) and 
calculated spectrum (red line) using FSM. Right) FSM strain profile along the out-of-plane 
direction. Error bars represent the standard deviations of strain sampled from 10 parallel 
refinements. The growth direction goes from left to right. 

Figure 2.6 shows the strain profile acquired form the FSM for the IQE InAs/GaSb 
superlattice sample 2300534 (see Table 2.1). Two positive peaks in the nominal GaSb layer 
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(Label 1 and 2 in Figure 2.6, right) indicate InSb type bonding and two negative peaks 
(Label 3 and 4 in Figure 2.6, right) in the InAs layer indicate GaAs type bonding. These 
features can result from the Ga-In exchange process at interfaces. They were also identified 
in latest studies using strain mapping techniques.32, 33 The abrupt positive peak near the 
InAs-on-GaSb interface (Label 5 in Figure 2.6, right) is possibly caused by the substitution 
of Sb for In in the InAs layer. These results show that the GaSb layers experience 
compressive strain with In incorporation, and there are interfacial strain associated with 
InSb-like bonds in GaSb and GaAs-like bonds in InAs.   

2.3.Interfacial Intermixing and kinetic growth model (Zuo, UIUC) 

 
Figure 2.7 (a) 3D reconstruction of GaSb/InAs superlattice near the substrate region. 

Concentration profiles for (b) Ga, (c) Sb, (d) In, and (e) As across the interfaces, showing 
asymmetric interfacial sharpness. 

Interfacial intermixing is critical to device performance. To address this, we studied 
interfacial composition using three different techniques: 1) 3D atom probe (3DAP), 2) 
atomic resolution Z-contrast imaging and 3) X-ray diffraction. We demonstrated all three 
techniques for the IQE InAs/GaSb superlattice sample D (2300538).  

The 3DAP experiment was performed at Northwestern University on a Cameca LEAP 
4000X Si at a base temperature of 25K and under ultra-high vacuum (<8×10-9 Pa). The 
measurement was performed using laser assisted field evaporation under the conditions of 
1.4 pJ laser pulse energy, repetition rate of 250 kHz, specimen voltage at 6.5-8.0 kV and 
evaporation rates of 0.01 ions per pulse. The 3DAP data was reconstructed by using IVAS 
3.6.2 software of Cameca. Figure 2.79(a) shows a 3D reconstruction of the atomic 
distribution in InAs/GaSb SL near the AlSb barrier layer. The GaSb and InAs layers are 
labelled. They appear to have similar layer thickness in the reconstruction. The InAs layer 
appears thinner than they should be according to STEM results because InAs has a lower 
evaporation field than GaSb34. From the reconstruction, we created atomic concentration 
profiles using a small box (20×20×30nm) selected from the center of the 3D cylindrical tip 
where the spatial resolution of atom-probe appears the best. The profile was density-
corrected35 and the z-direction was rescaled based on the STEM results to compensate the 
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distortion caused by lower evaporation field of InAs layer36. The results for each element 
are shown in Figure 2.7(b) to (e). The largest concentrations measured are approximately 
40, 50, 60 and 35 in percentage for Ga, Sb, In and As respectively. The measured 
concentration deviates from the ideal concentration of 50/50 at%. Some of the difference 
can be attributed to the difference in evaporation rates of different atoms. Using the 
definition for interfacial width as the distance between 10% and 90% relative 
concentration, the average widths of cations (Ga, In) for InAs-on-GaSb and GaSb-on-InAs 
interface are 1.99nm (6.5 MLs) and 0.79nm (2.6 MLs), respectively. The average anion 
widths for Sb and As are 1.65nm (5.4 MLs) and 0.59nm (2.0 MLs) for InAs-on-GaSb and 
GaSb-on-InAs interface, respectively. Both cation and anion profiles show that the GaSb-
on-InAs interface is sharper than the InAs-on-GaSb one.     

 
Figure 2.8 Comparison of concentration profiles from XRD simulation (CCSM), APT 

data, and kinetic model (KM) prediction: (a) In; (b) As; (c) Ga; and (d) Sb. The growth 
direction goes from left to right. 

Figure 2.8 displays the composition profiles as determined by X-ray diffraction using 
the CCSM model discussed in Section 2.2. Using the same definition of the interfacial 
width as the distance between the 10% and 90% of the maximum plateau values, we 
obtained the cation widths for InAs-on-GaSb and GaSb-on-InAs interface as 1.69 nm and 
1.27 nm, respectively. The anion widths for InAs-on-GaSb and GaSb-on-InAs interface 
are 1.60 nm and 1.20 nm.  

Further, we simulated the segregation of elements during MBE growth using the kinetic 
model proposed by Dehaese et al.37 and data from Ref.38. The model simulates layer-by-
layer growth by taking into account of the effects of segregation, and diffusion during film 
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growth. Surface segregation is determined by atomic exchange rate at the surface. The 
model describes the anion and cation sub-lattice separately using 

 (3) 

With 

/exp /i
i i A B BP E k Tν  = −  ,  (4) 

where 𝑥𝑥𝐴𝐴𝑠𝑠,𝑏𝑏(𝑡𝑡), 𝑥𝑥𝐵𝐵𝑠𝑠,𝑏𝑏(𝑡𝑡) are time-dependent concentrations of A and B at the surface or 
bulk, 𝛷𝛷𝐴𝐴   is the deposition rate of A atoms. P1 is the rate of A atoms arriving from 
subsurface to the surface after exchanging with surface B atoms, and P2 is the rate of A 
atoms leaving the surface after exchanging with bulk B atoms. Figure 2.8 presents the 
composition profiles generated by this kinetic model and the comparison to CCSM results. 
The anion profiles are in relatively good agreement with each other, especially that the 
kinetic model successfully recreates the Sb incorporation into InAs near the InAs-on-GaSb 
interface. 

Overall, the GaSb-on-InAs interface is chemically sharper than the InAs-on-GaSb 
interface, and Sb substitutes a significant amount of As inside InAs layer near the InAs-on-
GaSb interface. The anion profiles are in good agreement with the kinetic Monte Carlo 
model predictions. 

2.4. Atomic vacancies in InAs/GaSb superlattices (Zuo, UIUC) 
Here, we identify atomic vacancies as the major point defect and the source of large 

strain fluctuations observed in the InAs/GaSb LSs. The strain analysis is performed on the 
anion and cation sublattices at a high spatial resolution using the method described by 39. 
The InAs/GaSb SLS studied here was grown by molecular beam epitaxy (MBE) (IQE, 
Bethlehem, PA, Sample A in Table 2.1) at 480 °C on a GaSb substrate with 80 periods on 
top of a 10 nm AlSb bottom barrier and a 500 nm GaSb buffer layer. Then, a 10 nm AlSb 
top barrier was deposited on top of SLS, followed by an InAs capping layer. The 
thicknesses of InAs and GaSb are 4.4 nm and 2.1 nm, respectively. This SLS is an undoped 
and grown for photoluminescence and absorption studies for the target cut-off wavelength 
of 11 µm at the temperature of 77 K.  

For HAADF imaging, cross-section samples were prepared by mechanical polishing, 
followed by Ar ion milling using liquid nitrogen to minimize the ion-induced structural 
damage. Atomic resolution HAADF images for strain mapping were recorded using a 
probe-corrected FEI Ultimate STEM, operating at 300 kV (MINATEC, Grenoble, France). 
The HAADF images were recorded at highest spatial resolution and image contrast. Such 
contrast is obtained when the electron probe is channeled by the atomic column at a 
distance below the sample entrance surface.  The electron beam was scanned parallel to the 
growth direction, so that the primary direction (out-of-plane direction) for strain 
measurements is not affected by the so-called scan fly-back error (which induces 
systematic errors in the measured strain normal to the scan direction)40, 41. For analysis, 
experimental images were carefully selected to avoid any change in contrast due to the 
electron beam knock-on damage. HAADF image simulation was performed with the Zmult 
simulation package based on the multislice algorithm with a pixel resolution of 13.25 
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pm/pixel42. This simulation utilizes the absorptive potential method for electron scattering 
into the HAADF detector. The thickness of the TEM sample, from which the HAADF 
images were recorded, was estimated to be 20.1 ± 4.2 nm using position averaged 
convergent beam electron diffraction (PACBED).  

 
Figure 2.9 Strain maps of (a) anion and (b) cation sublattices. (c) and (d) Strain 

profiles averaged over 52 unit cells for the anion and cation lattices respectively, showing 
the compressive strained GaSb and tensile strained InAs. (e) and (f) Standard deviations 
of the measured strain in each monolayer are drawn in blue solid circles. Lines in (e) and 
(f) indicate the averaged standard deviation of strain in each layer of the InAs/GaSb SLS. 
The red circles in (c) and (d) and white circles in (a) and (b) locate where large strain 
deviations from the mean are observed. The AlSb barrier is not shown in (b) because the 
intensity of Al (Z=13) columns is too weak to locate its position. 

The HAADF images of the InAs/GaSb SL were recorded along the [1�10] zone axis, 
including GaSb buffer, AlSb barrier and 5 periods of superlattices. In this projection, 
atomically resolved dumbbell-like features, which consists of a pair of cation and anion 
atomic columns, are observed for both InAs and GaSb layers. Since the distance between 
cation and anion atomic columns is close (~1.5 Å), the intensity of atomic columns 
overlaps, which makes the precise determination of atomic column positions difficult 43. 
To overcome this issue, we developed the peak separation method 39. The method uses 
Gaussian peak fitting to construct two fitted images of cations and anions, respectively. By 
subtracting one of the two fitted images from the recorded HAADF image, two sublattice 
images with the experimental noise intact are obtained, one for anions and another for 
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cations. From these separated images, atomic column positions can be measured and used 
to calculate strain using the template matching method 41. For the GaSb buffer layer, which 
was used as a measurement reference, we measured the standard deviations, 𝜎𝜎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎 =7 × 
10-3 and 𝜎𝜎𝑐𝑐𝑎𝑎𝑐𝑐𝑖𝑖𝑎𝑎𝑎𝑎 =1 × 10-2 for the anion and cation lattices respectively, corresponding to 
a change in distance at 2 and 3 pm of the atomic column, representing the measurement 
precision. The difference in the σ values here arises from the different signal-to-noise ratios 
in the anion and cation sublattice images.  

Figure 2.9(a) and (b) shows the εxx (out-of-plane direction) maps for the anion and 
cation sublattices over an area of 46 x 24 nm2,  The measured strain is defined by εxx = 
𝜀𝜀⏊ = (𝑎𝑎𝑓𝑓

⏊ − 𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 )/𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , which can be related to the material strain 𝜀𝜀𝑚𝑚= (𝑎𝑎𝑓𝑓
⏊ − 𝑎𝑎𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)/

𝑎𝑎𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  (𝑎𝑎𝑓𝑓
⏊ is the local lattice parameter of the film,𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 and 𝑎𝑎𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  are the bulk lattice 

constants of GaSb and the film, see the Supporting Information). The HAADF image of 
the GaSb buffer layer, which was recorded simultaneously with the film, was used as the 
reference lattice to calibrate the measured strain. The major features of two strain maps are 
similar; both strain maps show that the εxx inside the nominal GaSb layers in the SLS is 
positive with the maximum strain reaching >2 %, which are attributed to In incorporation 
into the GaSb layer 28. The averaged strain in the nominal InAs is -1.06 %. At interfaces, 
the strain ranges from -1.5 to -2.5 %. This is more negative than the stoichiometric InAs (-
1.29 %) but less negative than the stoichiometric GaAs (-13.99 %), showing intermixing 
present at the interface, which is in agreement with the reported composition 
characterization44. 

To detect point defects, we examined strain variations inside each monolayer of the 
T2SL. The strain distribution in each monolayer follows approximately the Gaussian 
distribution with the width σ, which are plotted in Figure 2.9(e) and (f). Next, we searched 
for strain values lying beyond 3σ from the mean. The locations of large strain deviations 
are determined and marked by white circles in Figure 2.9(a) and (b). Within the 46 x 24 
nm2 area of the T2SL examined, 12 are identified on the anion lattice and 8 on the cation 
lattice. Among these, 3 in the anion and cation lattices are located close to each other and 
can be attributed to the same defect. The majority (> 80 %) is located near the local maxima 
or minima in the strain profile, marked as red dots in Figure 2.9(c) and (d).  We selected 
four locations for further examination. They are marked as I, II, III, and IV in Figure 2.9(a) 
and (b). Here, the emphasis is placed on region I located inside the nominal InAs layer. 

Figure 2.10(a) shows the atomic resolution image and the atomic model drawn using 
the measured atomic column positions from region I in Figure 2.9(a). Among the three 
dumbbells labeled as A, B, and C, the anion atomic column in dumbbell B (marked by a 
yellow arrow) is located where large strain deviation (>3σ) is measured. The As atomic 
column is displaced toward the In atomic column, giving rise to a short As-In distance of 
1.35 Å in the dumbbell B, which is about 15 pm shorter than As-In distances of 
neighbouring dumbbells, A and C [Figure 2.10(b)], while both anion and cation atomic 
column intensities of dumbbell B are comparable to those of dumbbells A and C. Locations 
II and III were also found inside the nominal InAs layer, as is location I. Similar to location 
I, we observed local bond length changes close to 15 pm at those two locations. Locations 
with large displacements were also observed inside the nominal GaSb layer. Location IV 
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is an example where the Sb atomic column is displaced toward the neighboring Ga atomic 
column, resulting in distinctly shorter bond length compared to neighboring dumbbells. 

 
Figure 2.10 Defect atomic structure and strain distribution. (a) Magnified HAADF 

image and atomic model from location I in Fig.2. A single atomic column, marked by the 
yellow arrow, shows a large displacement with respect to the averaged position of the 
monolayer indicated by the dotted line. The atomic distances of dumbbells labeled in the 
model are gradually changed along the growth direction due to the chemical intermixing 
near the interface. (b) Gaussian peak fitting of three dumbbells (A, B and C) showing the 
measured atomic distances. (c) and (d) Strain profiles from the anion and cation lattices 
across dumbbell B compared to the average strain profile. The difference between the two 
shows characteristic positive and negative strain differences associated with the defect. 

On average, the observed displacements beyond 3σ give rise to 3 % deviations from 
the mean strain value in each monolayer, thus represent a change of >10 pm in the projected 
bond distances. The size of defects extends to 1 nm. Thus, both the amount of strain and 
size are much smaller than what is expected from large defects, such as a misfit dislocation. 
The defects observed here likely involve a few atoms along the atomic column since the 
depth of focus (DoF) for our observation is about 6 nm (DoF ≈ 1.772λ/𝛼𝛼2, where λ =1.97 
pm at 300 keV and α =23.5 mrad is the semi-convergence angle of the electron probe) 45, 

46. 
Local defects with small changes in bond distances have been predicted for point 

defects in compound semiconductors 47. Thus, to identify the defects, we modeled point 
defects in InAs, where several defects are detected, using density functional theory (DFT). 
The following types of point defects are considered: As vacancy (VAs); In vacancy (VIn); 
As antisite defect located on a In site (AsIn); In antisite defect on a As site (InAs); Ga 
substitutional atom on a In site (GaIn). DFT calculations show that vacancy-type point 
defects induce a large displacement of their nearest neighboring atoms by 48 and 50 pm 
for VAs and VIn, respectively. In addition, the nearest neighboring atoms move toward the 
vacancy position for both VAs and VIn. In case of antisite defects, the nearest neighboring 
atoms around AsIn and InAs are displaced by 3 and 12 pm, while a Ga substitutional atom 
displaces the nearest neighboring atoms by 13 pm. The observed change in dumbbell 
distance from above analysis is >10 pm. To induce such displacements by either antisite 
defects or compositional changes, most of atoms in a relevant atomic column would have 
to be replaced by those defects, which are energetically unfavorable. In addition, those 
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extended defects, i.e. a cluster of antisite defects or substitutional atoms, should be 
evidenced by image contrast changes, which is not observable in our experiment. 
Therefore, vacancy-type defects are most likely sources responsible for both large changes 
in dumbbell distance and inward displacements of neighboring atoms.  

To further investigate the image characteristic of atomic scale defects, we performed 
HAADF image simulations using the constructed models with different number of 
displaced atoms in an atomic column. The results show that an As atom displaced by 30 
pm along the [001] directionin a column leads to a 0.66 pm shift of the atomic column 
position in the simulated HAADF image. As the number of displaced As atoms increases, 
the measured atomic column displacement in the simulated HAADF image also increases, 
eventually exceeding 10 pm with four displaced As atoms. Overall, the image simulation 
study supports that the observed displacement (>10 pm) of atomic column could result 
from a number of vacancy-type point defects within the depth of focus. 

 
Figure 2.11 Image simulation for different type of point defects. Top row shows the 

structure models for (a) vacancy, (b) anti-site, and (c) substitutional defects as marked by 
red arrows. Middle displays the simulated Z-contrast images where the atomic distances 
are compared to the original structure without defects. The bottom row shows the 
difference images between the ones with and without defects. The numbers in the middle 
row indicate the change in bond lengths due to point defects. 

Figure 2.11 shows the simulated HAADF images using the relaxed structure obtained 
from DFT calculations for following models: (a) two In vacancies; (b) two AsIn anti-site 
defects; (c) two GaIn substitution, which are all located in the In column. The two In 
vacancies are separated by an In atom. Four As atoms in the neighboring column of A are 
displayed along [001], while two As atoms each in columns of C and E are displaced 
toward the In column of B. The HAADF simulation results show that the displacement of 
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four As atoms in column A leads to a 9.9 pm displacement in the simulated HAADF image 
for a sample of 20 nm thick, which is estimated by PACBED, while the In column (B) is 
displaced by 4.7 pm. Thus, the atomic dumbbell distance in the image is shorten by 14.6 
pm in a good agreement with the experiment. Other atomic columns show much smaller 
displacements in the simulated image as indicated in Figure 2.11. The atomic model in 
Figure 2.11(b) represents the structure with two AsIn anti-site defects in which the 
measured atomic column position changes very little, less than 1 pm. In case of two GaIn 
substitutional atoms in Figure 2.11(c), the measured distance of the dumbbell with GaIn 
atoms changes by 4.3 pm. All in all, the match between the DFT models and image 
simulation results suggests that the origin of short bond lengths is vacancy-type defects, 
and we can also rule out anti-site defects.  

Lastly, we examined local strain variations near defect locations. Figure 2.10(c) and 
(d) plot the strain profiles of the anion and cation lattices across the defect at location I 
(open dots), before (top) and after (bottom) subtracting the average strain (solid dots, 
averaged over 52 unit cells along the in-plane direction). Both profiles show characteristic 
negative and positive differences in strain that appear as a pair as seen in the strain map 
[See the cutout strain map in Figure 2.10 (c)]. The extent of strain modification is over 3~4 
monolayers (1 nm). Compared to the simulation results obtained from the DFT models, the 
amount of deviation from the averaged strain measured in the cation lattice [Figure 2.10 
(d)] is smaller than that in the anion lattice [Figure 2.10 (c)], while the two vacancies model 
predicts similar strain for both cations and anions. The cation strain cannot be attributed to 
Ga substitution alone since the theory predicts almost no change in this case. 
Experimentally, at the location of the defect, there is 10 % of Ga substitutions in the In 
atomic column 28, which amounts to 2 Ga atoms within the DoF. Thus, our results can be 
explained by the presence of 1~2 vacancies in the Ga substituted In atomic column.  

Among the observed locations (20 in total) having large atomic displacements, three 
occurs in the Ga-rich columns inside the nominal GaSb layer. Among those, location IV 
shows similar strain characteristic as that of location I, which can be attributed to Ga 
vacancy. Cation vacancies introduce deep defect levels in InAs or GaSb as they create T2-
derived discrete energy levels just below the valence band of bulk crystals, which act as 
electron acceptors 48. However, in an InAs/GaSb superlattice, the valence band edge of the 
effective bandgap is lower in energy than the valence band edge of the bulk GaSb due to 
the quantum confinement effects. Defect levels created by Ga vacancies are thus in the 
proximity of the effective bandgap, while In vacancies only create acceptor levels. We 
emphasize that our results here infer that Ga plays an important role in defects in the 
InAs/GaSb superlattice depending on whether it is vacancy formed in the Ga substituted 
In atomic columns or the Ga vacancy formed in the nominal Ga atomic columns.  

2.5. Evaluation of Sb segregation in the MBE grown InAs/InAsSb superlattices 
(Smith, ASU) 
Compositional profiles across the interfaces of InAs/InAs1-xSbx T2SL caused by Sb 

segregation would likely induce undesirable effects on band-gap engineering, such as blue-
shift or broadening of the optical response, as well as weakened absorption.  Our previous 
reciprocal-space image analysis used the geometric phase method to reveal asymmetric 
interfacial misfit strain profiles at the InAs-on-InAsSb interface.  Moreover, measurement 
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of local Sb concentrations across the superlattices using electron energy-loss spectroscopy 
(EELS) and (002) dark-field imaging confirmed asymmetric Sb distribution, with the InAs-
on-InAsSb interface being chemically graded.  Thus, our recent attention has been 
primarily directed towards obtaining a more quantitative evaluation of the interface 
chemical diffusion, including interface width and segregation probability. More detailed 
information can be found elsewhere.49 

The major challenge for EELS investigations of the InAs/InAs1-xSbx T2SL samples lies 
in the fact that the core-loss edges of interest, namely Sb and In M4, 5 edges (edge onsets at 
528 eV and 443 eV, respectively), are two closely-positioned delayed edges with 
significant overlap.  As a result, regular EELS quantification routines using background 
subtraction and peak integrals would likely fail due to unreliable extraction of individual 
signals.  In this study, multiple-linear-least-squares (MLLS) fitting was implemented to 
achieve reliable separation of the Sb M4, 5 edge from the In M4, 5 edge.  The Sb and In 
reference spectra were taken from the AlSb barrier layer and from the InAs capping layer, 
respectively.  Thus, the reference and target spectra were acquired from the same TEM 
specimen with identical acquisition parameters under similar chemical environment (same 
valence state).  Zero-loss spectra were also recorded to calculate the relative sample 
thickness (in unit of λ, the mean free path for inelastic scattering) in order to select suitably 
thin regions of the TEM specimens, so that both two-dimensional spectrum images and 
reference spectra could be acquired from relatively thin regions with similar thicknesses, 
eliminating the need for deconvolution of plural scattering. 

A representative STEM-EELS analysis is summarized in Figure 2.12. The EELS 
spectrum image was recorded from the region indicated by the solid blue rectangle in 
Figure 2.12 (a), and a closely adjacent region, indicated by the dashed yellow square, was 
used for drift correction.  The core-loss spectrum image was acquired with both In and Sb 
M4, 5 edges included to enable MLLS fitting.  The relative thickness map shown in Figure 
2.12 (d) indicates that the thickness in this region was relatively uniform and considerably 
less than one inelastic mean free path (average thickness of 0.7 λ), implying that plural 
scattering was negligible.  This was also true for the reference spectra (not shown here).  
Under this single inelastic-scattering condition, the ratio of MLLS fitting coefficients for 
the corresponding Sb/In 2D map in Figure 2.12 (b) and the extracted averaged line profile 
in Figure 2.12 (c) (averaged over two pixels) give the projected areal density of Sb 
compared with In in the scanned region.  Thus, since the In composition is presumed to be 
constant and 100 % throughout growth of the InAs/InAs1-xSbx SL stack, the Sb composition 
can be extracted directly from the ratio of MLLS fitting coefficients of Sb versus In. Note 
that the Sb composition is the average for the examined region projected along the electron 
beam direction. 

Closer examination of Figure 2.12(c), which is the averaged projected line profile of 
Sb composition, confirmed the asymmetric interfaces in the superlattices, as previously 
indicated by the geometrical phase analysis (GPA)50.  The InAsSb-on-InAs interface was 
relatively sharp, while the graded InAs-on-InAsSb interface demonstrated a typical 
segregational feature of an exponential-like tail with Sb atoms migrating from the InAsSb 
layer into the following InAs layer.  The maximum Sb composition in the InAsSb layers 
here is about 35 %.  
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Figure 2.12 (a) Survey image for spectrum image acquisition, defining region of 

interest with solid blue rectangle, and area for spatial drift correction with dashed yellow 
square; (b) ratio map of MLLS fitting coefficients of Sb versus In; (c) Sb composition 
profile extracted from dashed blue rectangle in (b) averaged over two pixels; (d) relative 
thickness map of region of interest calculated from zero-loss spectrum image. 

A typical {002} dark-field (DF) image of the superlattices is shown in Figure 2.13(a), 
while Figure 2.13(b) shows the averaged Sb composition profile extracted from the region 
marked by the white dashed rectangle (averaged over 30 pixels, which corresponds to about 
4 nm).  The averaged intensity line profile was initially calibrated using a characteristic 
dark-line feature (minimum-intensity line) at the AlSb/InAsSb interface. Quantitative 
chemical determination was then carried out by analyzing the (002) diffracted intensity 
assuming the kinematical scattering approximation (with atomic-scattering factors adapted 
from Doyle and Turner51).  The influence of electron redistribution due to the bonding of 
atoms, local structural distortions and thin-foil surface relaxation is not considered here.  
Note that the layer contrast in the {002} DF images is not the same as for the HAADF 
images used in GPA analysis, i.e., the InAsSb layers appear darker than the InAs layers 
because of different contrast mechanisms for the two techniques.  The maximum Sb 
content of about 35 % estimated by {002} DF analysis is in remarkable agreement with the 
value obtained from EELS.  Furthermore, the presence of asymmetric Sb profiles on either 
side of the InAsSb layers is confirmed; in agreement with the information revealed 
previously by GPA and EELS analysis.  The {002} DF imaging results corroborate that 
the InAsSb-on-InAs interface is relatively sharp while the InAs-on-InAsSb interface is 
graded and resembles a typical segregation profile with a decreasing exponential-like tail 
penetrating into the next InAs layer.  

The main challenge associated with implementation of {002} DF imaging is to tilt the 
specimen with the 002 beam at or close to the Bragg diffraction condition while imaging 
the interface closely edge-on.  We estimate a small tilting offset of the interface from the 
exact edge-on condition, which would broaden the projected interface by 0.5 ~ 1 monolayer 
(ML) for a specimen thickness of 50 ~ 100 nm.  Such broadening is negligible provided 
that careful choices of specimen/beam tilting and specimen thickness are made, and is 
much smaller than the interface width measured here and for other MBE-grown III-V 
heterostructures (typical interface width (10% ~ 90% criterion) ranges between 4.4 and 7.5 
ML).  In addition, although this imaging method is aperture-limited, it was already shown 
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that detailed analysis of the composition profiles, supported by structural modeling, allows 
information retrieval beyond the experimental spatial resolution: i.e., it is possible to 
extract quantitative fine-scale information such as interface widths and layer thicknesses, 
and to detect subtle variations as small as 0.1 ML.  

 
Figure 2.13 (a) Representative chemically-sensitive (002) DF image, with white dashed 

rectangle defining region of interest; (b) Experimental Sb composition profile obtained 
through analysis of diffracted intensity. 

The graded/broadened InAs-on-InAsSb interface demonstrated an exponential-like 
descending tail characteristic of surface segregation.  Thus, the Sb composition profiles 
across this interface obtained from {002} DF and EELS measurements were evaluated 
using Muraki’s phenomenological segregation model, which initially assumes a step-like 
interface.52 

The segregation probability R defines the fraction of Sb atoms in the topmost layer that 
segregate into the next layer, N is the thickness of the InAsSb layer, and x0 is the Sb 
composition within the InAsSb layer.  The analysis was performed by evaluating the profile 
fitting in the vicinity of the InAs-on-InAsSb interface by adjusting the parameters R, N and 
x0.  It was found that regardless of the technique used to obtain the Sb composition profiles 
or their particular location within the 58-period stack, the decay at the graded InAs-on-
InAsSb interface was well reproduced by the segregation model with the same parameters. 
Figure 2.14(a) and (c) list representative experimental Sb composition profiles and 
corresponding segregation fitting curves for the {002} DF imaging and STEM EELS study. 
The segregation probability R obtained from multiple fittings of data with both techniques 
agree well within experimental error and yield 0.81 + 0.01, which represents strong 
segregation when compared to values reported in the literature.  In particular, R = 0.81 
indicates that 81 % of the Sb atoms in the topmost layer on average have segregated into 
the next monolayer during growth.  The interface width due to segregation broadening, 
defined as the length over which the Sb composition changes from 90 % to 10 % of the 
plateau value, can also be obtained.  The interface width was found to be about 10 ML, 
which corresponds to a broadened width of about 3 nm (using a lattice constant of 0.62 nm 
for InAs0.66Sb0.34 following Vegard’s law).  This unexpectedly strong segregation 
significantly altered the composition profile and the consequent strain evolution across the 
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InAs-on-InAsSb interface and beyond, from the ideal, step-like interface usually assumed 
during T2SL structure design to one that is a rather broadened.  

 
Figure 2.14 Experimental Sb composition profiles and corresponding segregation and 

sigmoidal fitting curves obtained from: (a) & (b) (002) DF imaging; and (c) & (d) STEM 
EELS. 

The InAsSb-on-InAs interface, although relatively abrupt, also deviated from the ideal, 
step-like shape assumed in the segregation model, as evident from the slight discrepancy 
between the Sb composition profiles and the segregation fitting at this interface.  This is 
unlikely to be due to Sb segregation; rather, this non-ideal interface is due to an intrinsic 
minimum interface width that is dictated by the molecules-surface interaction potential 
during growth, and can be approximated with a set of sigmoidal functions.  This sigmoidal-
type interface exists naturally at both interfaces in this T2SL system.  However, the 
segregation effect across the InAs-on-InAsSb interface is so strong that it dominates over 
the intrinsic sigmoidal profile (Figure 2.14 (b) and (d)), and the Sb composition evolution 
can be reasonably reproduced using only the segregation model (Figure 2.14 (a) and (c)).  
Hence, the Sb composition profile across a three-layer structure of InAs/InAsSb/InAs was 
better described using a piecewise function, using the sigmoidal model for the InAsSb-on-
InAs interface, and Muraki’s segregation model for the InAs-on-InAsSb interface.  The 
connecting point of the two models is marked with an arrow, as indicated in Figure 2.15 
for profiles obtained from {002} DF imaging and EELS analysis.  Experimental Sb 
composition profiles obtained from these two independent microscopy techniques were 
very well reproduced using the combined models with the same fitting parameters.  In 
addition to the segregation probability of 81 %, an intrinsic interface width of 1.2 ML was 
obtained for the InAsSb-on-InAs interfaces, which is relatively small compared to the 
broad InAs-on-InAsSb interface, confirming segregation as the dominant mechanism. 
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Figure 2.15 Experimental Sb composition profiles and corresponding fitting curves 

using combination of sigmoidal function for InAsSb-on-InAs interface and Muraki’s 
segregation model for InAs-on-InAsSb interface, as obtained from: (a) {002} DF imaging; 
and (b) STEM EELS. Arrows indicate connection points of the fitting curves.  

Thus, quantitative evaluation of the Sb composition profiles that has been obtained 
from these two independent microscopy techniques, with the aid of segregation and 
sigmoidal models, demonstrates remarkable agreement: both yield Sb segregation 
probability of 81% and a segregation broadening length of about 3 nm.  This Sb segregation 
will result in: a) interfaces that are graded rather than abrupt, as assumed during structure 
design; b) lower maximum Sb incorporation in the InAsSb layers, which would induce 
blue shift of the optical response; c) effectively thicker InAsSb layers due to segregated 
Sb, which would reduce the overlap of electron and hole wavefunctions and thus lead to 
weakened absorption; d) smaller maximum compressive strain in the InAsSb layers and 
reduced tensile strain in the first half of each InAs layer, which would mean reduced effect 
of strain on band-gap engineering.  All of these effects must be taken into account during 
structure design to avoid any undesirable or even detrimental impact on device 
performance.   

2.6. Sb-induced strain fluctuations in a MBE grown strained layer superlattice of 
InAs/InAsSb (Zuo, UIUC) 
We demonstrated that Sb substitution for As in an MBE grown InAs/InAsSb strained 

layer superlattice (SLS) is accompanied by significant strain fluctuations. The Ga-free SL 
was observed using STEM along the [100] zone axis, where the cation and anion atomic 
columns are separately resolved. Strain analysis based on atomic column positions revealed 
asymmetrical strain profile across the InAs and InAsSb interfaces. The averaged strain 
profile is quantitatively fitted to the Sb segregation model, which yielded a distribution of 
Sb in agreement with the scanning tunnelling microscopy (STM) result. The subtraction of 
the calculated strain reveals an increase in strain fluctuations with the Sb concentration, as 
well as isolated regions with large strain deviations extending over ~ 1 nm, which suggest 
the presence of point defects. 
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In the InAs/InAsSb SL, the strain is directly related to the Sb composition. During MBE 
growth, the Sb distribution is determined by surface segregation and exchange reaction 
between anions at high growth temperatures.38 In case of the InAs/InAsSb SLs, it has been 
shown that a small variation in Sb content significantly affects the photoluminescence (PL) 
transition energies that are related to the cut-off wavelength of the device.53 Thus, the 
determination of strain and composition is essential for understanding their electronic 
properties. 

The InAs/InAsSb T2SL studied here was grown on a GaSb substrate by solid-source 
molecular beam epitaxy (MBE) at Sandia National Laboratories. The constituent layers 
were deposited on a (001)–oriented GaSb substrate under an anion overpressure of ~1.5:1 
and growth rate of 0.9 monolayers/s (ML/s). The substrate was held at approximately 420 
°C and rotated continuously throughout deposition. The T2SL consists of 100 periods of 
4.6 nm thick InAs and 1.7 nm thick InAs1-xSbx with the targeted composition of x = 33.3 
%. A separate layer of GaSb (buffer layer) was grown between the T2SL and the GaSb 
substrate. The same sample was previously measured by STM on a monolayer-by-
monolayer basis following wafer cleavage in ultra-high vacuum (UHV).54  

The cross-sectional TEM sample used for HAADF imaging was prepared by 
mechanical wedge polishing, which was followed by ion milling using 3.0 kV and 1.0 kV 
Ar ions at the glancing angle of 6º. During ion milling, the sample was kept at the liquid 
nitrogen temperature to minimize the ion-induced surface damage.55 Atomic resolution 
HAADF imaging was performed using a Nion UltraSTEM (Kirkland, WA), which is 
equipped with a cold field emission gun and a probe aberration corrector. The microscope 
was operated at the accelerating voltage of 100 kV to minimize structural damage caused 
by the high-energy electron knock-on effect (under the imaging conditions used in this 
work, no visible structural damage was observed). The convergence semi-angle for the 
incident electron probe and a HAADF detector range were set to be 31 mrad and 86-200 
mrad, respectively. The depth of focus (DoF ≈ 1.772λ/𝛼𝛼2)46 for our STEM observation is 
about 6.8 nm. During HAADF imaging, the electron probe was scanned parallel to the film 
growth direction, thus the out-of-plane direction for strain measurement is not affected by 
the so-called “fly-back” error, which involves a systematic error along the perpendicular 
direction to the scan direction.40, 42, 56 Using the recorded HAADF images, strain was 
measured by TeMA at atomic resolution.56 High-resolution XRD (HRXRD) spectra were 
acquired using a PANalytical Materials Research Diffractometer system with a radiation 
wavelength of 1.5406 Å (Cu Kα1). The averaged out-of-lattice constant (d) and the 
modulation period (Λ) were measured at 6.0966 Å and 6.28 nm, respectively, which are 
close to the original design of d = 6.0959 Å and Λ = 6.30 nm. Details of the fitting 
procedure are presented elsewhere.28 

For HAADF imaging, TEM samples were prepared along the crystallographic direction 
of [100]. Figure 2 (a) and (b) show a schematic and the HAADF image of GaSb viewed 
along the [100] zone axis, respectively. Most (S)TEM observations of III-V 
semiconductors have been performed along the <110> zone axes, which gives the well 
separated dumbbells made of two atomic columns.57 When observed along [100], on the 
other hand, the projected unit cell consists of one atomic column (Ga or In) at the center 
and another atomic column (Sb or As) at the corner; those atomic columns are equally 
spaced from each other.   
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Figure 2.16 (a) Schematic and (b) HAADF image of GaSb along the [100] zone axis. 

The yellow and red circles in (b) represent Ga and Sb atomic columns respectively. (c) 
Atomic resolution HAADF image of an MBE-grown InAs/InAsSb T2SL imaged along the 
[100] zone axis. The growth direction is from left to right.  

Figure 2.16 (c) displays an atomic resolution HAADF image of the InAs/InAsSb T2SL 
from a sample region near the GaSb buffer layer. The image shows the excellent 
crystallinity of the T2SL with no visible structural defects. Since the atomic number of Sb 
(Z=51) is larger than that of As (Z=33), the InAsSb layers appear brighter than the InAs 
layers, resulting in alternating bright and dark contrast. Each atomic column provides a 
sampling point for strain mapping. The unit distance for strain calculation is a/4 as denoted 
in Figure 2.16(a).  

Figure 2.17(a) shows the strain map along the growth direction (out-of-plane) obtained 
from the HAADF image by using a template image containing a single atomic column and 
TeMA.56 The strain value measured here is based on the out-of-plane lattice constant 
difference between the GaSb buffer layer and the film ( with fa⊥  the 
local film out-of-plane lattice constant). This is different from the mismatch strain (

( ) /m f GaSb GaSba a aε = −  with fa the lattice constant of the film material) arising from the 
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lattice constant difference in bulk materials, which is typically used in the field of material 
mechanics.58 The GaSb buffer layer, where the lattice mismatch with the GaSb substrate is 
minimal, is used to measure GaSba .  

 

Figure 2.17 (a) Strain map and 
(b) line profile along the growth 
direction obtained using the 
HAADF image in Fig. 2 (c). The 
white and gray arrows on top of 
strain map indicate InAsSb-on-
InAs and InAs-on-InAsSb 
interfaces, respectively. 

 

 

Figure 2.18 Average Sb 
composition profiles obtained 
using STEM (gray color) and 
STM (orange color). 
Muraki’s segregation model 
is fitted to the STEM result. 
The blue and red dashed lines 
indicate the InAsSb-on-InAs 
and InAs-InAsSb interfaces, 
respectively. 

The InAs and InAsSb layers in the T2SL are clearly distinguished in the strain map due 
to their lattice constant difference. The nominal composition of Sb in InAsSb is 33.3 % and 
0 % in InAs, which leads to aInAsSb =6.199 Å and aInAs =6.0583, respectively, according to 
the Vegard’s law, while the lattice constant of stoichiometric GaSb is 6.0959 Å.59 In the 
T2SL, the InAs layer is under tensile in-plane strain and thus the out-of-plane strain has a 
negative value, while the InAsSb layer is under compressive in-plane strain and the out-of-
plane strain has a positive value in the strain map. Using the Poisson’s ratios of 0.35 and 
0.31 for InAs and GaSb, respectively59, the epitaxially grown InAs on GaSb should have 
an ε ⊥  of -1.28% and mε  of -0.62%. Similarly, the ε ⊥

 of InAs0.67Sb0.33 on GaSb is 

calculated at 3.52%. Figure 2.17(b) plots the measured ε ⊥  in the InAs/InAsSb T2SL along 
the growth direction. The positive and negative strain modulation is clearly seen in the 
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profile across the four periods of alternating InAs and InAsSb layers. The measured ε ⊥  
ranges from -1% in the nominal InAs to +3% in the nominal InAsSb layer.  

 

Figure 2.19 The squared strain deviation 
(SDD), which is calculated by (StrainSTEM-
StrainMuraki)2, as function of Sb concentration. 

 

Figure 2.18 displays the averaged ε ⊥  across a single superlattice period of 20 
monolayers and the calculated Sb contents. The average was performed over 7 periods 
from a sample area of 98.47 nm2. The strain profile at the InAs-on-InAsSb interface is more 
extended than that at the InAsSb-on-InAs interface. This finding is consistent with the 
previously reported STM and TEM studies.54, 60 The asymmetric anion segregation at 
interfaces was previously attributed to the surfactant nature of Sb, which has a tendency to 
segregate to the growth front.61, 62 Segregation of atomic species during film growth is a 
common feature in the synthesis of heterojunctions.62 To further evaluate chemical 
intermixing at interfaces between the InAs and InAsSb layers, we utilized the 
phenomenological segregation model first suggested by Muraki et al.52 We also compared 
the Sb composition profile obtained from the STM measurement.54 Good agreement was 
observed for the anion intermixing at both InAs-on-InAsSb and InAsSb-on-InAs 
interfaces, while the measured Sb concentration in the nominal InAs is somewhat higher 
than the STM result. 

The strain map in Figure 2.17(a) shows significant strain fluctuations. To further 
investigate the fluctuations, we compared the experimentally measured strain with the 
strain calculated using the Muraki’s model and Vegard’s law. Figure 2.19 plots the squared 
strain deviation (SDD), which is calculated by (StrainSTEM-StrainMuraki)2. The SDD is 
averaged over each monolayer and plotted as a function of the monolayer-averaged Sb 
content measured from the strain map. The increase in the SDD with Sb content indicates 
that the substitution of As with Sb in the InAsSb induces larger strain fluctuations in the 
InAsSb layers.  

Figure 2.20 identifies the two-dimensional (2D) distribution of the strain fluctuations. 
Figure 2.20(a) and (b) show the strain map of two superlattice periods taken from the white 
dotted box region in  Figure 2.17(a) and the calculated strain map based on the Muraki’s 
model and Vegard’s law. The difference between the two, i.e. StrainSTEM-StrainMuraki, 
serves as a measure of strain fluctuation (Figure 2.20(c)). Local strain fluctuations with a 
spatial extent on the order of ~1 nm are seen in the difference map. For example, in Figure 
2.20(c), a large positive difference value of 3.7 % is found at location I, while a large 
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negative SD value of -3.9 % is found at location II. The large difference values in the 
nominal InAsSb layer can be attributed to the local high and low concentrations of Sb in 
the anion atomic columns, i.e. Sb and As segregations.  

 

Figure 2.20 Strain 
maps obtained from (a) 
STEM and (b) Muraki’s 
segregation model, 
respectively. Using these 
maps, (c) a strain 
difference map is obtained, 
revealing locations with a 
large deviation (see white 
arrows) from the ideal 
composition profile. (d) 
Magnified HAADF image 
near location III (dotted 
box in Fig. 2 (c)) with red 
and blue dots representing 
cation and anion atomic 
columns. The anion column 
marked by the yellow arrow 
is associated with large 
strain deviation values at 
location III. The yellow 
dashed line in (d) 
represents the average 
position of the cation layer. 

 

Figure 2.20 (c) also identifies several locations (as indicated by the white arrows) with 
the unexpectedly small or large strain values. The strain values at these locations deviate 
from the Muraki model by an amount of equal to, or greater than, 3σ. Here, the σ represents 
the standard deviation of strain values in the monolayer. The measured σ in the GaSb 
substrate is 0.86 %, corresponding to a change in distance of 1.3 pm. The location III in 
Figure 2.20(c) is an example where a difference of -4.2 % is observed in the strain value, 
while the Muraki model predicts a strain value of  -0.71 %. The σ of for the monolayer is 
1.39 %. The anion atomic column marked by the yellow arrow in the magnified image in 
Figure 2.20(d) is associated with a large difference value at location III. The marked atomic 
column shows a distinct displacement with respect to the average atomic plane position 
(yellow dashed line). The spatial extent of strain fluctuation (~ 1 nm) rules out extended 
defects and suggests a point defect at this location. According to reported theoretical 
studies, vacancy-type defects in III-V semiconductors induce an inward relaxation of the 
nearest atoms by 10-20%, depending on the chemical species and charge states, which is 
largest among point defects.63, 64 Previously, the measurement of atomic column positions 
in the HAADF images of oxides was successfully used to detect point defects in these 
materials.65, 66 The atomic relaxation around a vacancy defect could explain the large local 
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strain fluctuation observed here; it would be of further interest to verify this hypothesis 
with modeling. Especially, point defects such as vacancies and antisite defects are 
important in the T2SLs since the minority carrier lifetime is mainly limited by SRH 
recombination.67 68  

With the above method, we identified 8 locations in the 15 x 15 nm2 area of the T2SL 
where the strain values deviate beyond 3σ, leading to the defect density of ~5 × 1018 cm-3 
by taking the depth of focus into account. The smaller strain fluctuations are correlated 
with the Sb contents. The significance of local strain can be estimated based on the impact 
on the deformation potentials. The deformation potentials for InAs and InSb are 𝑎𝑎𝑐𝑐= -5.08 
eV, -6.94 eV, 𝑎𝑎𝑣𝑣= 1 eV, 0.36 eV and 𝑏𝑏 = -1.8 eV and -2 eV, corresponding to the shift in 
conduction and valence band energies and the split of hole energy, respectively.59 On 
average, the amount of strain variations inside the InAsSb layer is about 1.35%, which 
amounts to the change in the deformation potentials from ~5 to 94 meV with the largest 
impact on the conduction band energy shift. Additionally, the variation in local 
compositions also introduces a change in the energy gap, which can be estimated using 

( ) ( ) ( )(1 ) (1 )g InAsSb g InAs g InSbE x E xE x x C= − + − −  with C = 0.67 eV.69 The 1.35 % change in strain 
amounts to 9.46 % change in anion compositions (𝑥𝑥) and 50 meV change in the energy 
gap.  

In summary, strain measurement on atomic column basis of the Ga-free T2SL has been 
performed using the [100] projected HAADF image, where intensity overlap effects 
between the nearest cation and anion atomic columns are mitigated. Thus, this approach 
enables precise determination of individual atomic columns and removes artifacts in strain 
maps. Atomic resolution strain mapping revealed asymmetric interface anion segregation. 
The averaged strain profile can be quantitatively fitted to the Muraki’s segregation model 
and Vegard’s law, and the results are in quantitative agreement with the scanning tunneling 
microscopy measurements. Further, we have shown that correlation with the segregation 
model can be used to examine strain fluctuations in T2SLs for the study of local anion 
segregation and point defects. A comprehensive analysis on strain and composition 
quantifications at atomic scale would provide new opportunities for studying the kinetics 
of chemical intermixing in heterostructures and allow for further optimization of process 
and material properties. 

2.7. Quantitative Characterization of Order and Disorder in MBE grown InAs / 
InAsSb Strained–layer Superlattices with Cross–sectional STM (Weimer Group, 
TAMU) 
Innovative methods for the characterization of order and disorder in strained–layer 

superlattices have been brought to maturity and applied to the previously overlooked 
problems of (i) period fluctuations, and their relationship with correlated interface 
roughness, in InAs / InAsSb superlattices; and (ii) short–range, atomic–alloy order in these 
same structures.  The results so obtained illustrate the remarkable power of cross–sectional 
Scanning Tunneling Microscopy (STM) to provide new insights relevant to an informed 
understanding of carrier transport, and the kinetics of antimony incorporation, in device 
structures built from these materials.   

2.7.1. Period fluctuations and long–range structural disorder 
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Period fluctuations are a frequently overlooked source of disorder in strained–layer 
superlattices.  High resolution x-ray diffraction (HRXRD)70, 71 and transmission electron 
microscopy (TEM)72, 73 are the long–established standards for assessing the period fidelity 
in these, and similar, structures.  We have developed, and applied, a new STM–based 
technique that enables accurate mapping of the period fluctuations throughout epitaxial 
structures comprised of alternating layers of InAs and InAsSb, or other, similar, 
materials74.   The method relies on an analysis of [001]–convolved reciprocal–space 
satellite peaks obtained from discrete Fourier transforms of individual STM images, and, 
as such, represents an analagous implementation of Bragg's law as routinely used in x–ray 
diffraction.  While not as accurate as x–ray, the inherent, single–image measurement error 
associated with this approach may be made as small as 0.1%, allowing both vertical and 
lateral period fluctuations contributing to carrier localization75 and inhomogeneous energy 
broadening76 in these, and related, structures to be pinpointed and quantified. 

Previous advances have made the acquisition of micron–long, atomic–resolution STM 
surveys over deliberately–targeted subsets of superlattice repeats anywhere within a multi–
layer stack routine77.  Figure 2.21 presents one such example, Figure 2.22 illustrates the 
standard crop window adopted for computing a discrete Fourier transform (DFT) from each 
image of the survey, and Figure 2.23 demonstrates the reciprocal–space maps so generated 
exhibit reproducibly–situated superlattice satellites, and reciprocal lattice spots, in both (–
1–10) and (1–10) cross section. 

Referencing the image–by–image satellite–peak spacing to the image–by–image [001] 
reciprocal–lattice vector yields the dimensionless, survey–averaged Bragg plot shown in 
Figure 2.24, whose inverse slope (superlattice period in monolayers) is identical with that 
of the correspondingly–analyzed x–ray data from the same sample.     

Figure 2.25, where the laterally–averaged period measurements from STM surveys 
over six, disjoint, vertical subsets of superlattice repeats (early on, midway through, and 
late in the growth) are assembled, offers a more incisive comparison.  The small, but 
reproducible period drift noted for similar vertical repeats in orthogonal cross-sections on 
different dies is independently corroborated by least–squares fits to the spatially–
coincident, laterally–averaged, [001] antimony profiles78, whose reconstruction via atomic 
counting is facilitated by the robust impurity discrimination in Figure 2.22, as well as the 
subsequent discovery of multi–period, minority components buried within the dominant 
x–ray satellites78 identified in Figure 2.24. 

Analysis of the corresponding image–to–image period fluctuations along any subset of 
superlattice repeats in this system demonstrates the period variance so obtained exceeds 
expectations based on a naive assumption of uncorrelated interface roughness by a factor 
of 7074.  Such surprisingly large, lateral fluctuations, which have so far been observed only 
with STM, are nevertheless consistent with interface roughness that is correlated over 
nanometer length scales; reasonable estimates place that correlation length, here, at ~ 7 nm. 

2.7.2. Short–range alloy order 
The specific structure chosen to test the more general analysis techniques respecting 

alloy order we have brought to maturity under MURI support is a nominally 33% antimony 
InAs / InAsSb superlattice grown by molecular beam epitaxy (MBE) at Sandia National 
Laboratory.  The monolayer–by–monolayer antimony distribution in the growth direction 
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throughout this sample has been previously characterized with STM, so that its physical 
origins and accurate modeling are both well understood79.  As we shall see, that detailed 
understanding facilitates a ready partitioning of the population of antimony–for–arsenic 
replacement sites into statistical subpopulations representative of direct incorporation 
versus segregation, as well as compressive versus tensile strain or high versus low 
antimony fraction. 

 
Figure 2.21  Device–scale surveys across a (–1–10) cleavage plane through an InAs / 

InAsSb superlattice illustrating early and late superlattice repeats.  Bright regions are 
InAsSb and [001] growth direction is from top–left to bottom–right. 

The underlying data on which these analyses build is essentially that already shown in 
Figure 2.21 and Figure 2.22: device–scale atomic–resolution surveys in complementary (–
1–10) and (1–10) cross–sections, followed by identification of all antimony–for–arsenic 
replacement sites — together with their relative [001] lattice coordinates within a single, 
cleavage–exposed atomic plane — in non-overlapping counting windows encompassing 
fixed sets of superlattice repeats.  The bulk–density profiles reconstructed with these data 
(Figure 2.26) illustrate the signature compositional grading that results from antimony 
segregation during, as well as following, antimony exposure. 
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Figure 2.22 Individual atomic–resolution image, with top–layer, antimony–for–

arsenic substitution indicated with carets.  Solid outline identifies a standard DFT crop 
window, dashed outline a representative counting window used to compile the antimony 
fraction in successive [001] monolayers. 

  

Figure 2.23 Two–
dimensional reciprocal space 
maps from complementary 40 
nm x 40 nm crops in (–1–10) 
and (1–10) cross section (left 
and right respectively). 
Reciprocal lattice spots 
encircled in white, [001]–
convolved superlattice 
satellites encircled in red.  
Satellite peaks and reciprocal 
lattice vectors are similarly 
situated in both cross sections. 



36 

 

 
Figure 2.24 DFT reciprocal–space map (inset) together with dimensionless Bragg 

plots and linear fits for (–4, + 5) HRXRD (grey, right axis) and (–3, +  2) STM satellites 
(black, left axis, vertically offset for clarity).  Direct– and reciprocal–space lattice 
constants are for the superlattice. 

 
Figure 2.25  Discrete Fourier Transform periods (closed circles) over like repeats 

exhibit similar vertical period drifts in either cross section; DFT periods are independently 
validated by real–space fits to the antimony segregation profiles (open circles) 
reconstructed from spatially–coincident counts (Figure 2.22).  Minority Gaussian 
components embedded in the HRXRD satellite spectrum (dashed lines) agree with the STM 
measurements. 

This natural focus on the monolayer–by–monolayer dependence of the laterally–
averaged antimony fraction throughout the structure necessarily overlooks potentially 
interesting correlations in the way these antimony atoms are incorporated at the (001) 
growth surface itself.   The new course adopted here is to examine the < 110 > distribution 
of antimony–for–arsenic replacement sites in successive growth planes directly, employing 
the pair–correlation function80 
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as a quantitative metric for assessing the deviations (if any) from random incorporation.   

The mathematical structure of ( )2 2 1g −r r  is most easily surveyed by appealing, first, to 
a bulk alloy, where 2 1−r r  designates any member of the set of available lattice vectors that 
connect two anion–sublattice sites in a given {110} plane.  If antimony–for–arsenic 
replacement is truly random, the number of antimony pairs with given 2 1−r r  will be 
independent of the lattice–separation vector involved, and therefore the same for each and 
every 2 1−r r .  Normalization to the square of the mean antimony fraction then ensures a 
spatially–uniform, limiting value of one as the number of surveyed sites approaches 
infinity81. 

 
Figure 2.26 Monolayer–by–monolayer composition profile reconstructed from STM.  

Fits to a single–source segregation model facilitate a reliable partitioning of the growth 
sequence into source–on (antimony shutter open) and source–off (antimony shutter closed) 
components. 

The corresponding situation for a compositionally–graded superlattice is simpler, in 
one regard, but more complex in another.  Here, the spatially–modulated, bulk–density 
profile evident in Figure 2.26 suggests a natural specialization to one– versus two–
dimensional lattice vectors, each of which is parallel to the applicable <110> direction.  
This observation prompts the following definition82 for an analogous, monolayer–resolved, 
pair correlation function 
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−  
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where i  is now an [001] monolayer index, and ix  the equivalent local antimony fraction.  
An appropriate generalization for ( )2 2 1g −r r  then follows as the expectation value of this 
monolayer–resolved correlation function with respect to the actual population of squared 
antimony fractions82, viz. 
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a physically–sensible ansatz that explicitly reduces to the [001]–translation invariant bulk 
form, above, whenever i Sbx x=  for all i . 

 
Figure 2.27  Representative survey crops, in (–1–10) cross section (left), and (1–10) 

cross section (right).  Antimony–for–arsenic replacement preferentially occurs at next–
nearest–neighbor anion sites (encircled in blue) in (–1–10) cross section and nearest–
neighbor anion sites (encircled in red) in (1–10) cross section. 

 

 
Figure 2.28  Ensemble reciprocal–space maps generated from cropped (–1–10) and 

(1–10) images (left, right respectively), with growth– and in–plane reciprocal lattice 
vectors (encircled in white) indicating the surface atomic mesh.  Excess power (encircled 
in blue) at one–half the in–plane reciprocal lattice vector in (–1–10) cross section reflects 
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the every–other–atom separation observed in Figure 2.26 (left); this power is missing from 
the (1–10) reciprocal–space map, consistent with Figure 2.26 (right). 

 
Figure 2.30 All–inclusive, antimony pair correlation functions in (–1–10) and (1–10) 

cross section (left, right respectively).  Next–nearest–neighbor (blue) correlations are 
predominate in (–1–10) cross section, whereas the correlations in (1–10) cross section are 
(almost) exclusively nearest–neighbor (red).  Colors conventions are those of Figure 2.26. 

The phenomena to be so quantified and understood are best appreciated by referring to 

Figure 2.27 and Figure 2.28, respectively.  Figure 2.27 contrasts representative, small–area 
crops from the atomic–resolution STM surveys on orthogonal cleavage faces, thereby 
highlighting a key distinction in the short–range correlations between antimony atoms 
along one or the other <110> direction: preferential antimony–for–arsenic replacement at 
next–nearest–neighbor sites in (–1–10) cross section, versus a greater propensity for like 
replacement at nearest–neighbor sites in (1–10) cross section.  The global nature of this 
dissimilarity is confirmed by universally–noted, mirroring features in the accompanying 
(digitally–generated) survey–averaged, reciprocal–space maps (Figure 2.28). The 
associated ensemble–averaged pair correlation functions, ( )2 2 1g −r r , constructed from 
these (real–space) STM data (Figure 2.30) serve to underscore the quantitative significance 
of the qualitative differences just described.   

Figure 2.30 makes several important points.  First, the pair correlation function in (–1–
10) cross section exhibits damped oscillations about unity, at small pair separations, that 

 

 Figure 2.29 FIGURE 10. Antimony pair 
correlation function in (–1–10) cross section 
reproduced from Figure 2.28.  The first fifteen points 
in upper (more likely than random) and lower (less 
likely than random) branches are independently fit 
by exponential functions with a common decay 
length of 4 lattice constants. 
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ultimately converge on the anticipated asymptotic value (one) at larger separations, and 
exponential fits to this correlated behavior yield a decay length of the order of 4 lattice 
constants (Figure 2.29).  Conversely, the pair correlation function in (1–10) cross section 
is essentially unipolar with respect to its deviation from unity (i.e., random behavior), and 
these deviations are largely quenched at separations exceeding one lattice constant.   

Second, the smoothly–decaying oscillations about unity seen in (–1–10) cross section 
have the following physically transparent interpretation: since the pair–correlation function 
at odd–integer <110> lattice separations (nearest neighbor sites, and so on) falls short of 
one, these pairings occur less frequently than expected for a random alloy with the same 
mean–squared antimony fraction; likewise, because the pair correlation function at even–
integer <110> lattice separations (next–nearest neighbor sites, and so on) exceeds unity, 
these pairings occur more frequently than otherwise expected for a random distribution.   

 

Figure 2.31 Prevailing (001) surface 
reconstructions during antimonide growth; 
[001] direction is out of the page.  A single 
surface cell is shown for the (4x3) case, and 
two consecutive (in the [1–10] direction) 
surface cells shown for the (2x3) case, 
respectively. Top–layer antimony dimers 
preferentially align with the [110] direction 
in both reconstructions.  The dimers situated 
between [110] rows form a 2/3 ML “floating 
layer” of unincorporated antimony atoms. 
 

This logic formalizes and extends many of the conclusions already clear from Figure 
2.27, but the magnitude of the pair–correlation function also has direct physical meaning: 
the observed value of 3/2 at next–nearest–neighbor sites, for example, indicates such (–1–
10) antimony pairs are 50% more likely, here, than in the corresponding random alloy; the 
value of 2/3 that obtains at nearest–neighbor sites, on the other hand, signals those pairs 
are 50% more likely in a random alloy than they are here.  So weighing the prevalence of 
nearest–neighbor antimony–antimony pairs on one cross section against those on the other 
(Figure 2.30), we notice something quite extraordinary: the excess frequency of (1–10) 
pairs quantitatively compensates for the deficit in (–1–10) pairs in the sense that the product 
of the two correlation functions equals one — the expected result for a random distribution 
— within experimental error; put more simply, the nearest–neighbor antimony pairs 
missing from one cross section show up on the other, but the analogous effect clearly does 
not hold at next–nearest–neighbor separations (Figure 2.30). 

This initially surprising finding, that a (–1–10) nearest–neighbor pair deficit originates 
from a complementary (1–10) pair surplus, suggests antimony atoms are preferentially 
incorporated into the bulk from surface dimers oriented along a [110] direction.  That guess 
is both consistent with, and motivated by, our accepted understanding of the antimony–
rich surface reconstructions prevailing under common growth conditions (Figure 2.31); 
these reconstructions support a (maximum) two–thirds monolayer over–layer of antimony 
situated in [110]–aligned surface dimers [see 83, 84, and references therein].  
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Figure 2.32  Partition of the as–grown 
antimony profile into source–on and 
source–off components following the fit in 
Figure 2.25.  Monolayers deposited while 
the antimony vapor source is on are 
highlighted in blue, those deposited with 
the source off are highlighted in grey. 

 
Figure 2.33  The one–to–one 
correspondence between composition and 
coherent strain permits direct translation 
of the monolayer–by–monolayer 
composition profile (Figure 2.25) into a 
corresponding [001] strain profile, 
illustrated here.  This strain profile can 
then be partitioned into tensile (grey, strain 
< 0.0 %), weakly–compressive (magenta, 
0.0 % < strain < 1.5%), and strongly–
compressive (blue, 1.5% < strain) 
ensembles.  The division between weakly 
and strongly compressive ensembles is set, 
here, at one–half the maximum observed 
strain.  

In view of the long–established connection between antimony segregation and the 
overlayer stoichiometry52, 84 of these surfaceFigure 2.33 reconstructions, it seems natural 
to consider the following question: what difference, if any, is there in the pair correlations 
between antimony atoms nominally incorporated from an incoming vapor stream 
(antimony shutter open / source on) and those incorporated from a previously–established 
floating layer that seeds subsequent antimony segregation (antimony shutter closed / source 
off)52, 84. Our quantitative understanding of the relationship between the as–grown [001] 
antimony profile and the externally–imposed, antimony–shutter–sequencing cycle79 
fortunately facilitates just such a division (Figure 2.32).   

The pair correlations exhibited by source–on and source–off sub–ensembles, thus 
obtained, are so similar to one another, and to the all–inclusive ensemble in Figure 2.30, 
that one can come to no other conclusion but that the presence (or absence) of an incoming 
vapor stream has no significant bearing.  And although changes in the magnitude of the 
nearest–neighbor correlations within these subpopulations are, indeed, observed, those 
changes strictly adhere to the compensation rule already described.  Both facts directly 
support the hypothesis that short–range order originates with the floating layer of antimony 
dimers atop the surface reconstructions in Figure 2.31. 
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The one–to–one correspondence between alloy composition and [001] strain in 
coherently–strained structures permits an alternative, and potentially relevant, partitioning 
of the pair correlations in this system (Figure 2.33) motivated by the identification of long–
range order in epitaxial InAsSb alloy films85 together with evidence this order is sensitive 
to the overall [001] strain in the film86.  A natural dividing line for any strain–balanced 
sample, as is the case here, is the distinction between tensile (negative strain) and 
compressive (positive strain) regimes; pair statistics, in this instance, support a further 
subdivision (Figure 2.33) into weakly– and strongly–compressive ensembles. 

The correlation functions for these strain–resolved ensembles are, again, qualitatively 
similar to each other, as well as the all–inclusive ensemble (Figure 2.30) from which they 
were drawn, and evidence quantitatively similar decay lengths (Figure 2.29).  The 
quantitative variations between populations are most pronounced for nearest–neighbor 
pairs, but these variations, once again, strictly comply with the compensation rule.  

 
Figure 2.34 Logarithm of nearest–neighbor correlations versus mean ensemble strain 

in orthogonal cleavage directions; values in (1–10) and (–1–10) cross section sum to zero 
in all cases, reflecting an ensemble–invariant compensation rule where a nearest–
neighbor pair excess on one face is mirrored by a complementary deficit on the other.  
Simultaneous, straight–line fits to the populations on each face convincingly describe all 
six ensembles.  Solid, colored points are strain–resolved, open points source–resolved, and 
solid black points all–inclusive data, respectively. 

One may now survey the compensating behavior of nearest–neighbor correlations on 
orthogonal cross sections over the full set of experimental ensembles in either of two ways: 
if we consider, first, ensemble–mean strain, defined via 
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as the controlling variable, we arrive at the plot shown in Figure 2.34.  We note the near–
linear dependence of the logarithm of ( )2 2 1 1g − =r r  on ε , with unmistakable reflection 
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symmetry about ( )2 2 1 1 1g − = =r r .  The common horizontal intercept that signals random 
behavior for large compressive strain engenders skepticism, however, as does the corollary 
prediction of strong nearest–neighbor correlations at vanishing strain.   

If we consider, instead, ensemble–mean antimony fraction, analogously defined via 
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as the controlling variable, we obtain the qualitatively similar plot shown in Figure 2.34, 
where the common intercept of ( )2 2 1 1 1g − = =r r  now occurs at a bulk antimony fraction 
equal to the intended 33%.     

 
Figure 2.35  Logarithm of nearest–neighbor correlations in Figure 2.34 plotted versus 

mean antimony fraction for the corresponding ensemble.  Solid, colored points are strain–
resolved, open points source–resolved, and solid black points all–inclusive data, 
respectively. 

For a binary system evidencing segregation, surface and bulk impurity fractions will 
be related to each other through a segregation coefficient52, R, that is accurately determined 
by fits to the compositional grading observed with STM84.  The value of that parameter in 
InAs / InAsSb is very close to two–thirds78, implying a fixed, monolayer–by–monolayer 
ratio between surface– and bulk–incorporated antimony fractions of 2:1.  The common 
horizontal intercept in Figure 2.35 may thus be equivalently interpreted as a surface 
antimony fraction of 66%, the maximum that can be accommodated by either of the 
surface–dimer reconstructions in Figure 2.31.   

All experimental findings therefore point to the number of [110]–oriented antimony 
dimers on the growth surface as the starting point for short–range order in the bulk. 

2.8.Raman spectroscopy of Type-II Superlattices (Zhang, NCSU) 
Heterostructures like InAs/GaSb superlattices (SLs) are distinctly different from well-

studied ones like GaAs/AlAs SLs in terms of band alignment, common interface atom, and 
phonon spectrum overlapping of the constituents, which manifests as stark differences in 
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their electronic and vibrational properties. We performed the first comprehensive 
examination of all four types of phonon modes (confined, quasiconfined, extended, and 
interface) that have long been predicted for the InAs/GaSb SL. In the past besides the two 
interface modes (InSb and GaAs like) have been reported, only one LO like supplatice 
mode was observed from the (001) backscattering studies. It was unclear that this mode 
belongs to which of the three possible types of phonon modes: confined, quasiconfined, 
and extended. By performing polarized μ-Raman study on (110) cleaved edges, and using 
the superlattice samples grown on both GaSb and InAs substrate and bulk reference 
samples, we observed multiple new phonon modes and attributed them to different types 
of superlattice modes87. Achieved detailed understanding of the superlattice phonon 
spectrum makes it feasible to use Raman spectroscopy as a nondestructive tool for material 
quality analysis. 

 
The InAs/InAs1−xSbx superlattice system distinctly differs from two well-studied 

superlattice systems GaAs/AlAs and InAs/GaSb in terms of electronic band alignment, 
common elements at the interface, and phonon spectrum overlapping of the constituents. 
This fact leads to the unique electronic and vibrational properties of the InAs/InAs1−xSbx 
system when compared to the other two systems. InAs/InAs1−xSbx superlattices have rarely 
been studied. We preformed a polarized Raman study of the vibrational properties of the 
InAs/InAs1−xSbx superlattices as well as selected InAs1−xSbx alloys, all grown on GaSb 
substrates by either MBE or MOCVD, from both the growth surface and cleaved edge. In 
the SL, from the (001) backscattering geometry, an InAs-like longitudinal optical (LO) 
mode is observed as the primary feature, and its intensity is found to increase with 
increasing Sb composition. From the (110) cleaved-edge backscattering geometry, an 
InAs-like transverse optical (TO) mode is observed as the main feature in two cross-
polarization configurations, but an additional InAs-like “forbidden” LO mode is observed 
in two parallel-polarization configurations. The InAs1−xSbx alloys lattice matched to the 
substrate (xSb ∼ 0.09) grown by MBE are also found to exhibit the forbidden LO mode, 
implying the existence of some unexpected [001] modulation. However, the strained 
samples (xSb ∼ 0.35) grown by MOCVD are found to behave like a disordered alloy. The 
primary conclusions are (1) the InAs-like LO or TO mode can be either a confined or quasi-
confined mode in the InAs layers of the SL or extended mode of the whole structure 
depending on the Sb composition. (2) InAs/InAs1−xSbx and InAs/GaSb SLs exhibit 
significantly different behaviours in the cleaved-edge geometry but qualitatively similar in 
the (001) geometry. (3) The appearance of the forbidden LO-like mode is a universal 
signature for SLs and bulk systems resulting from the mixing of phonon modes due to 
structural modulation or symmetry reduction. The results of MBE and MOCVD samples 
with nominally identical structures are considerable different in details. This study provides 
the ground work for further careful examination of the structural difference between the 
two growth techniques88. 
 

3. Theoretical study of defects 
3.1. First-principles density functional theory (DFT) based modeling (Zhang, 

UNCC) 
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 On the theoretical modeling part, we intended to carry out the modeling using first-
principles density functional theory (DFT) based techniques. The defects of interest include 
point defects, line defects, and interfacial imperfection. Although other techniques, such as 
k.p method, empirical pseudopotential method (EPM), have been used in the past, the 
accuracy of those methods were uncertain. The DFT method would have its own 
challenges: Firstly, the well-known bandgap error in the commonly adopted local density 
approximation (LDA), which leads to error in the defect state energy level, because a 
localized defect state does not follow the band edge, therefore, we cannot simply shift the 
DFT band edge to expect the defect state does the same. Secondly, to obtain the accurate 
defect energy level with respect to the band edge a fairly large supercell is required 
(typically at least a few thousand atoms). The conventional DFT method cannot easily 
handle the required supercell size. We are able to overcome these two challenges by 
applying a new LDA correction scheme89 to address the first challenge, and a charge 
patching method to address the second challenge90. Specifically, our modeling work 
focused on these areas: 

1) We calculated the band structure of InAs/GaSb T2SLs using DFT, achieving better 
agreement with experimental results than previous EPM results 91. 

2) We performed a systematic investigation, using Ga on Sb (GaSb) anti-site defect in 
GaSb as a prototype system, to examine the defect calculation results with different 
DFT approaches, because this defect was considered as an acceptor like defect that 
has significant impact on the device performance. A paper is under preparation for 
publication. 

3) We calculated four point defects in InAs: In vacancy (VIn), As vacancy (VAs), and 
antisite of In on As (InAs) and antisite of As on In (AsIn), attempting to explain why 
InAs tends to have higher mobility than other low bandgap materials, and confirm 
the suggestion that the InAs defect states are above the conduction band edge 
according to a pressure study by co-PI Y.-H. Zhang’s group92. A paper is under 
preparation for publication. 

4) We proposed a new understanding of the acceptor electronic states, a bound exciton 
model93, which can be generalized to donors as well. This model is distinctly 
different from the conventional model initially proposed by Mott et al. in 1940’s94 
and used thereafter with some modifications 95. A review paper [arXiv:1709.04058 
(2017)] has been written to offer more detailed discussions between different 
theoretical models. 

5) We performed preliminary calculation of the Gasb  defect in InAs/GaSb SLs with 
mid-wave IR and long-wave IR wavelengths, assuming the defect the center of the 
GaSb layer and at the interface of InAs/GaSb.  
 

3.2.Type II Superlattice Modeling, Effects of Interface Layers (Chuang, UIUC) 
Early in the program, the 8-band k.p model96 is re-developed with updated material 

parameters on a more user-friendly platform. The convergence of the model is examined 
by using two different boundary conditions and by changing the numerical parameters such 
as the finite-difference grid size, the number of periods, and the summation interval and 
range. The accuracy of the model is verified by the experimental data. 
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Figure 3.1 and Figure 3.2 show good agreement between our theoretical model and the 
experimental data. Small variations in material parameters and layer structure become 
critical when modeling optical properties at long wavelengths. Slight fluctuations in the 
input parameters, such as the layer thicknesses and the valence band offset (VBO), can 
cause a large percentage change with respect to the small transition energy. One major 
difficulty of modeling semiconductor nanostructures with hetero-junctions is the 
determination of the band alignment and the VBO. One commonly used method is the 
model-solid theory, where the unstrained valence bandedges for all materials are measured 
from an absolute reference. However, large variation exists among reported experimental 
VBO values, obtained through different measuring techniques or by different researchers. 
Besides experimental error, one of the major reasons is the imperfectness of the hetero-
junction formed in practice. Interfacial layers are formed unintentionally at the hetero-
junction and will affect the measurement of VBO and other optical properties. 

 

 

Figure 3.1 Comparison between 
theoretical model and experimental data97 
for an InAs/GaSb 18 Å/22 Å superlattice 
on GaSb substrate. Both the periodic 
boundary condition (PBC) and Dirichlet 
boundary condition (DBC) (inset) are 
used, along with different linewidths, γ. 
 

 
 

Figure 3.2 Comparison between 
theoretical model and experimental 
data97 for an InAs/GaSb 48 Å/22 Å 
superlattice on GaSb substrate. Both the 
periodic boundary condition (PBC) and 
Dirichlet boundary condition (DBC) are 
used and different valence band offset 
values take into account the interfacial 
effect if actual interfacial layers are not 
included. 

 

3.3.Modeling Ga-Free T2SLs (Chuang, UIUC) 
The UIUC team applied the developed k.p method to model the absorption spectrum 

of Ga-free T2SLs grown by the ASU team.   The absorption spectrum for the T2SL sample 
was extracted from spectroscopic ellipsometry (SE), by fitting the measured curve with 
optical model shown in Fig. 3. Excellent matching between experimental SE parameters, 
Δ and Ψ, and the fitting, produced the refractive index (n) and extinction coefficient (κ) of 
the T2SL sample from around 0.05 eV to 0.7 eV. The extracted absorption spectrum 
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(Figure 3.4b) was fitted by our 8 band k‧p model, with the degree of freedom to adjust 
alloy and material parameters. An unusual singularity was seen around 3.8 μm, and thus 
we basically focused on wavelengths above 4 μm.  

 
Figure 3.3 (a) Sample structure and optical model used for ellipsometry measurement. 

Measured ellipsometry parameters (b) Δ and (c) Ψ and fitting. 

 
Figure 3.4 (a) T2SL Bandstructure. The cut-off wavelength is defined by Eg. (b) The 

best fitting of the absorption spectra from our theoretical calculation 
By changing the material parameters of each constituent material, such as VBO, 

deformation potential, Luttinger parameter potential, and bandgap, as functions of alloy 
composition, the cutoff wavelength could be matched. In addition to the material aspect, 
the cutoff wavelength is also determined by the superlattice period. Instead of modeling 
with the nominal 1.86 nm / 7.53 nm growth period, our work suggested an “effective InAs 
well width” of 7.83 nm. This could be explained as due to either the fluctuation in alloy 
composition across the interface or to the extension of hole wavefunctions in the InAs 
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quantum wells. Although the fitting agreed well with the experimental data in the onset 
behavior and the overall profile, the sharp slope could not be simultaneously matched by 
varying material parameters within reasonable range.  

4. Innovative Growth and Fabrication Processes for Defect Reduction 
4.1. Study of Ga-free InAs/InAs1-xSbx T2SLs (Y.-H. Zhang, Johnson, Smith ASU) 

The InAs/Ga1-xInxSb type-II superlattice (T2SL) is the most investigated III-V T2SL 
material for mid- and long-wavelength infrared (MWIR and LWIR) photodetectors.  
T2SLs are predicted to have a number of advantages over the currently used bulk HgCdTe, 
including a decreased dependence of the bandgap on compositional non-uniformity, the 
ability to leverage III-V manufacturing capabilities, the lower cost of substrates, a higher 
electron effective mass leading to smaller tunneling currents, and band-engineered lower 
Auger recombination rates and thus lower dark currents.98  However, reported minority 
carrier lifetimes at 77 K are 50 – 80 ns for MWIR InAs/Ga1-xInxSb T2SLs99, 100 and 10 – 40 
ns for LWIR InAs/Ga1-xInxSb T2SLs3, 99, 101 as compared to 1 μs for Hg0.78Cd0.22Te (~ 10 
μm bandgap).99  The short minority carrier lifetime has been attributed to Shockley-Read-
Hall (SRH) recombination and is detrimental to the device dark current and quantum 
efficiency.102  Calculations show that a 350-ns lifetime must be reached for a LWIR T2SL 
pn homojunction photodiode to achieve background limited operation (BLIP) at 80 K with 
F/6.5 optics in a 300 K background.4, 5 

Campaigns to improve the minority carrier lifetime have led to investigations of the 
InAs/Ga1-xInxSb T2SL interface type103 and density,104, 105 as well as doping 
concentration,99, 106 but have thus far resulted in minor or no improvements to the carrier 
lifetime.  It is hypothesized that a native defect associated with InAs or GaSb limits the 
carrier lifetime.105 The measured lifetimes of bulk InAs (~ 325 ns)105 and bulk 
InAs0.80Sb0.20 (250 ns)99 are longer than that of bulk GaSb (~ 100 ns),105 suggesting that 
defects associated with GaSb and other Ga-related bonds limit the lifetime of InAs/Ga1-

xInxSb T2SLs and that InAs/InAs1-xSbx T2SLs should have a longer minority carrier 
lifetime than InAs/Ga1-xInxSb T2SLs.  Furthermore, InAs/InAs1-xSbx T2SLs have been 
successfully demonstrated for MWIR lasers and proposed for LWIR photodetectors.42  A 
theoretical comparison between LWIR InAs/InAs1-xSbx and InAs/Ga1-xInxSb T2SLs, 
which excludes SRH recombination, found that the ideal detectivities of the two types of 
T2SL devices are comparable and are both greater than that of HgCdTe devices.2  This 
letter reports an order-of-magnitude improvement of the minority carrier lifetime for a 
LWIR InAs/InAs1-xSbx T2SL over that of a LWIR InAs/Ga1-xInxSb T2SL.  We observe a 
carrier lifetime of > 412 ns at 77 K under low-excitation for an InAs/InAs0.72Sb0.28 T2SL 
as determined by time-resolved photoluminescence (TRPL) measurements.  This 
improvement in minority carrier lifetime could now enable LWIR T2SL BLIPs at higher 
operating temperatures. 

The InAs/InAs1-xSbx T2SL was designed with AlSb barriers for TRPL measurements.  
The AlSb barriers ensure that the measured PL decay time is due to carrier recombination 
in the T2SL and the influence of carrier transport, surface recombination, or any junction 
fields within the sample is minimized. Studies of a T2SL homojunction have shown that 
the restoring current in a narrow-bandgap junction results in an ostensibly long PL 
lifetime.103  The sample was grown by molecular beam epitaxy on an undoped 2-inch GaSb 
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substrate with a 500-nm GaSb buffer layer.  The T2SL consists of 20 periods of InAs (173 
Å) and InAs0.72Sb0.28 (72 Å), with a total thickness of 500 nm.  The T2SL is unintentionally 
doped n-type (~ 3x1016 cm-3 at 10 K) as determined by Hall measurements.  AlSb barrier 
layers (100 Å), above and below the T2SL, are used to confine the electrons to the 
superlattice as well as to provide an adequate heavy hole barrier of over 100 meV.  The 
entire structure is capped with 100 Å of p+ InAs. Photoluminescence (PL) measurements 
show peak emission at 8.2 μm (150 meV) at 77 K.  

TRPL measurements were performed on the InAs/InAs0.72Sb0.28 T2SL sample at 11, 
40, 77, 110, 150, 200, and 250 K. An ultrafast laser with ~ 100 fs pulses at a 250 kHz 
repetition rate with 2 μm (0.62 eV) emission was used to excite carriers in only the T2SL 
region to excess carrier densities between 1015 and 1017 cm-3.  The carrier concentrations 
were calculated using an absorption coefficient of 104 cm-1 from published n-type InAs 
room-temperature absorption data at 0.62 eV.107  This is a reasonable absorption coefficient 
value given that the laser pump energy is well above the SL band edge energy.  The PL 
was detected with an HgCdTe detector operating at 200 K with a 3 ns temporal resolution 
and a 1 x 1 mm2 detector area.  A 3.6 μm longpass filter isolated the PL signal from the 
pump laser scattering.  Further details of the experimental technique can be found in Ref. 
3. 

The TRPL signal at 77 K is shown in for a sampling of initial excess carrier densities, 
δpt=0, between 4.0x1015 and 1.0x1017 cm-3. For the highest δpt=0, 1.0x1017 cm-3, a fast initial 
decay is observed in the PL signal, and the instantaneous PL lifetime increases significantly 
as the signal decays.  At the lowest initial excess carrier density of 4.0x1015 cm-3, the PL 
signal approaches a single exponential decay, indicating excitation levels are much lower 
than the background doping density (at least an order of magnitude lower) and we are 
approaching the low-excitation regime.  As described in Ref. 3, at a given temperature the 
PL intensity is only a function of the excess carrier density, δp.  Therefore, the PL data 
taken at lower δpt=0 can be shifted in time to overlap with the data taken at higher δpt=0.  
This shifting process provides a combined PL decay signal with an improved signal-to-
noise ratio.  At each temperature, the decay rate of the PL signal shows a strong dependence 
on δp, evolving from a faster decay in the first 100 ns, which corresponds to excess carrier 
densities > 5x1016 cm-3, to a slower, almost single exponential decay at the tail end of the 
decay, which corresponds to excess carrier densities < 5x1015 cm-3.  This strong 
dependence of the carrier lifetime on the excess carrier density cannot be explained by SRH 
recombination alone.  Contributions from radiative or Auger recombination, which vary 
strongly with excess carrier density, must also be considered. 

Under typical detector operating conditions, only very small excess carrier densities on 
the order of 1012 cm-3 are expected,108 so it is important to determine the carrier lifetime in 
the low-excitation regime where the lifetime is independent of the excess carrier density to 
predict device performance.  We therefore fit the tail of the TRPL data, where the excitation 
level is low (~ 1015 cm-3) compared to the background doping density (~ 1016 cm-3), with a 
single exponential decay to obtain the lifetime, τ, at each temperature.  When the PL decay 
rate reaches a single exponential decay in the low-excitation regime, the PL lifetime is 
equivalent to the minority carrier lifetime.  At higher excitation levels, however, the PL 
lifetime is shorter than the minority carrier lifetime.  Since the lowest excitation levels used 
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in this study are just approaching the low-excitation regime, the measured PL lifetime 
represents a lower limit of the minority carrier lifetime. 

The PL lifetime is observed to increase from low temperature (11 K) to a maximum of 
412 ns at 77 K.  This lifetime is an order-of-magnitude longer than the SRH-limited 
lifetime of ~30 ns that was previously observed in LWIR InAs/Ga1-xInxSb T2SL absorber 
layers at 77 K.3, 99, 101  The temperature dependence of the lifetime can be attributed to a 
combination of both SRH and radiative recombination.  At temperatures below 77 K, the 
PL lifetime increases with increasing temperature, indicating that the lifetime is dominated 
by radiative recombination and that the radiative lifetime is shorter than the non-radiative 
(SRH) lifetime.  At temperatures above 77 K, the PL lifetime decreases with increasing 
temperature, signifying that the PL lifetime is dominated by SRH recombination and the 
radiative lifetime is longer than the SRH lifetime.  Around 77 K, both radiative and SRH 
recombination contribute significantly to the lifetime. 

The improved lifetime observed in this InAs/InAs0.72Sb0.28 T2SL sample offers 
evidence that the constituent InAs and InAsSb layers have excellent crystalline properties 
and the sample possesses a low density of non-radiative recombination centers at the 
interfaces and in the layers.  It is important to note that this sample gives a strong PL signal 
and has excellent structural properties with an x-ray diffraction zero-order satellite peak 
FWHM of 40 arcsec, ruling out the possibility of a long carrier lifetime due to strong 
localization of photogenerated carriers by interface roughness or layer thickness 
fluctuations.  The InAs/InAs0.72Sb0.28 T2SL has a longer lifetime than even bulk InAs at 77 
K due to the decreased radiative transition probability compared to that of a direct bandgap 
bulk material resulting from a decrease in the wave function overlap in the type-II structure.  
These results also shine some light on the origin of the relatively short carrier lifetime 
(~30 ns) in LWIR InAs/Ga1-xInxSb T2SLs, which could be due to the non-radiative 
recombination centers associated with Ga atoms.  Furthermore, the “stabilized Fermi level” 
due to intrinsic point defects in bulk GaSb and GaAs are near the valence band edge or the 
midgap, respectively,4 leaving mid-gap trap states available for SRH recombination.  In 
comparison, in bulk InAs, the stabilized Fermi level is above the conduction band edge,4 
rendering any mid-gap defect states inactive for SRH processes, as demonstrated by 
relatively high photoluminescence efficiencies in As-rich InAs/InAsSb T2SLs.109 

We observe an order-of-magnitude longer minority carrier lifetime (> 412 ns at 77 K) 
in the LWIR InAs/InAs0.72Sb0.28 T2SL sample studied compared to that observed in LWIR 
InAs/Ga1-xInxSb T2SLs.  In addition, the observed carrier lifetime in InAs/InAs0.72Sb0.28 is 
longer across all temperatures than that previously reported in InAs/Ga1-xInxSb T2SLs.  
Measurements on several other InAs/InAsSb T2SLs similar to the sample presented here 
also show substantially longer minority carrier lifetimes (100’s of ns).  We attribute the 
recombination mechanism to both SRH and radiative recombination, with comparable 
contributions from both near 77 K.  This minority carrier lifetime improvement may now 
enable background limited T2SL LWIR pn photodetectors at higher operating 
temperatures.  It should be noted that the InAs/InAs0.72Sb0.28 T2SL sample growth and 
material properties have not been optimized yet, suggesting that there is still room for 
improvement in the InAs/InAs1-xSbx T2SL minority carrier lifetime.  Since the non-
radiative recombination rate has now been significantly reduced, future studies can 
examine the tradeoff between radiative and non-radiative recombination, and sample 
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designs can be optimized to balance lowering the wave function overlap to decrease the 
radiative recombination rate with increasing the wave function overlap to increase the 
absorption coefficient. 

 
Figure 4.1  Dielectric constants obtained from modelling of ellipsometric data on (a) 

sample MBE 0218-1 (b) sample MBE 0218-2. 

Ellipsometry measurements are performed utilizing a UV-visible ellipsometer with a 
range or an IR ellipsometer which, when used in conjunction, can measure from below 1 
micron to above 40 microns.  The modelling of ellipsometric data on for samples MBE 
0218-1 and MBE 0218-2 are done as a three-layer system consisting of a GaSb substrate, 
a superlattice film, and a GaSb cap layer to obtain the complex dielectric function, ε(E)= 
ε1(E)+i ε2(E), of the superlattice.  The thicknesses of the substrate, superlattice layers and 
cap layer utilized in the ellipsometry modelling are the same as the thicknesses determined 
from XRD measurements.  The complex dielectric function is obtained both with a point-
by-point non-parametric fitting as well as a complete spectrum fitting algorithm.  In the 
point-by-point fitting, the values of the dielectric constant are adjusted to fit the 
ellipsometric angles on a wavelength by wavelength basis while the complete spectrum 
technique uses an iterative Marquardt-Levenberg fitting algorithm to work with all 
ellipsometric data simultaneously.  The results of ellipsometric modelling of the dielectric 
function for samples MBE 0218-1 and MBE 0218-2 are shown in Figure 4.1(a) and (b) 
respectively.  Comparison of the dielectric constants of the superlattice samples to bulk 
InAs shows additional absorption features below the bandgap of InAs as indicated by a 
nonzero value of ε2 from 0.1 to 0.35 eV.  

4.2.Optical Properties and Band Offsets of InAs/InAsSb SLs (Johnson, Zhang, ASU) 
Precise estimates of the conduction and valence band edge positions as a function of 

mole fraction for a given material typically rely on accurate knowledge of the materials 
bandgap bowing parameter.  The bandgap bowing parameter of InAsSb varies considerably 
in the literature, so it is measured in this work using a 500 nm thick layer of lattice-matched 
InAs0.911Sb0.089 on GaSb. The bandgap of InAs0.911Sb0.089 is measured using 
photoluminescence spectroscopy at low temperature and spectroscopic ellipsometry at 
room temperature, and the bandgap bowing parameters that are inferred are used to deduce 
the conduction and valence band bowing parameters from photoluminescence and 
ellipsometry measurements of InAs/InAsSb superlattices. 
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Photoluminescence from the lattice-matched InAsSb sample is measured as a function 
of temperature (15 to 295 K) and pump power density (0.133 to 265 W·cm-2).  The bandgap 
energy is determined at each temperature using two methods, both of which are 
demonstrated using the 30 K photoluminescence spectra plotted in Figure 4.2.  In the peak 
method, the bandgap energy (Ep) is identified as the photoluminescence peak energy minus 
kT/2 110.  This method assumes an idealized parabolic band cutoff in the density of states 
of bulk material, ignoring the impact of localized states found near the continuum band 
edges in real material 111, 112.  In the photoluminescence first derivative method, the 
bandgap energy (Eg) is identified as the maximum of the first derivative of the 
photoluminescence spectra (shown in the Figure 4.2 inset), which identifies the maximum 
change in the optical joint density of states and hence the energy at which the onset of optical 
transitions involving the continuum band edges occurs.  Note that both methods identify the 
bandgap energy described by the perfectly sharp cutoff specified by the ideal parabolic band 
model. 

 

Figure 4.2  Photoluminescence 
spectra from lattice-matched 
InAs0.911Sb0.089 on GaSb at 
30 K, measured using pump 
power densities ranging from 
0.265 to 265 W·cm-2.  The 
photoluminescence peak 
position is independent pump 
power under low injection 
(0.265 to 2.65 W·cm-2) and blue 
shifts under high injection (2.65 
to 265 W·cm-2).  The position of 
the maximum of the first 
derivative spectra shown in the 
inset is independent of pump 
power for all injection levels. 

Two injection level regimes are indicated in Figure 4.2; at high injection the 
photoluminescence peak blue shifts with increasing excitation density and at low injection 
the photoluminescence peak energy is independent of excitation density.  When identifying 
the bandgap energy using the peak minus kT/2 method, the photoluminescence peak 
position is measured at low injection.  For the 30 K measurements the bandgap energy (Ep 

= 327.2 meV) is given as the peak energy (328.5 meV) less kT/2 (1.3 meV).  When 
identifying the bandgap energy using the first derivative maximum method, the analysis is 
insensitive to the injection level as it is associated with the underlying band structure 
instead of carrier occupation.  For the 30 K measurements the bandgap energy (Eg = 324.5 
meV) of the material is identified as the peak energy in the first derivative spectra of the 
photoluminescence.  The significance of the first derivative maximum method is that it 
indicates the energy at which the product of the optical joint density of states and photon 
occupation number increases most rapidly.  Since the optical joint density of states rapidly 
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increases at the onset of optical transitions involving the electron and hole continuum band 
edges (i.e. at the bandgap energy) and the occupation number decreases at a much lower 
rate, the first derivative peak position is at or very near the bandgap energy and is 
insensitive to excitation density as can be seen in the inset of Figure 4.2. 

 

Figure 4.3 Bandgap energy of lattice-
matched InAs0.911Sb0.089 on GaSb 
determined from the photoluminescence peak 
energy minus kT/2 (Ep, circles) and the first 
derivative maximum of the 
photoluminescence spectra (Eg, squares).  
An Einstein single oscillator model (solid 
line) is fit to the bandgap as a function of 
temperature. The absorption cutoff measured 
by spectroscopic ellipsometry at room 
temperature is also shown (diamond). 

The InAs0.911Sb0.089 bandgap energies determined using the photoluminescence peak 
position minus kT/2 (Ep, shown by solid and open circles) and the first derivative maximum 
(Eg, shown by solid and open squares) are plotted as a function of temperature in Figure 
4.3.  Room temperature photoluminescence is observed, however the bandgap energy 
cannot be accurately identified as the photoluminescence peak occurs near 290 meV where 
there is a strong CO2 absorption feature in the spectra.  The Einstein single oscillator model 
[51] is fit to temperature dependence of the bandgaps identified using each method (Ep and 
Eg).  The best fit 0 K bandgap energies, E0, are 327.6 and 324.7 meV from which 0.903 
and 0.939 eV low temperature bandgap bowing parameters are inferred.  For both methods, 
the open circles and squares at 15 and 22 K are omitted from the fit as it is likely that the 
decrease in bandgap energy with decreasing temperature is only a result of a small degree 
of compositional inhomogeneity in the alloy.   

The optical constants of the InAs0.911Sb0.089 layer are measured at room temperature 
over the 30 to 800 meV (40 to 1.55 μm wavelength) photon energy range using 
spectroscopic ellipsometry.  The absorption coefficient of InAs0.911Sb0.089 presented in 
Figure 4.4 alongside its first derivative shows two distinct absorption features occurring at 
225 and 277 meV. The 225 meV feature is the cutoff in the below bandgap absorption, 
which is the point at which absorption in the 500 nm thick layer is no longer observable.  
The 277 meV feature is onset of optical transitions involving the continuum band edges of 
the fundamental bandgap.  The room temperature bandgap bowing parameter inferred from 
the bandgap absorption onset is 0.766 eV. 

The advantage of the first derivative method is that it systematically identifies the 
bandgap energy for both emission and absorption measurements as it is sensitive to the 
underlying material band structure; note the agreement of photoluminescence and 
ellipsometry experiments shown in Figure 4.3.  Therefore the InAs/InAsSb superlattice 
photoluminescence and ellipsometry results that follow are analyzed using the first 
derivative maximum method for determining ground state transition energies.  
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The InAsSb conduction and valence band edge positions are determined using a set of 
ten InAs/InAsSb superlattice samples.  The room temperature ground state transition 
energies were determined from spectroscopic ellipsometry measurements previously 
published in reference113.  The low temperature ground state transition energies are 
determined using photoluminescence measured at 12 K using a pump power density of 90 
W·cm-2.  The normalized photoluminescence spectra of samples A, B, E, and F are plotted 
in Figure 4.5 as a function of photon energy (lower horizontal axis) and photon wavelength 
(upper horizontal axis), which shows that the InAs/InAsSb superlattice miniband structure 
can emit and absorb photon wavelengths as long as 12 μm at low temperature.  The peaks 
in the first derivative spectra of the photoluminescence are indicated in the figure with 
vertical dashed lines.  The first derivative transition energy of sample D is not accurately 
distinguishable due to weak, noisy photoluminescence intensity. 

 

Figure 4.4 Absorption coefficient (black curve) of InAs0.911Sb0.089 and its first derivative 
(grey curve).  Two absorption onsets are identified from two peaks in the first derivative, 
one at the onset of sample absorption (225 meV) and one at the bandgap energy (277 meV). 
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Figure 4.5 Normalized photoluminescence spectra of selected InAs/InAsSb 
superlattices (samples A, B, E, and F).  The superlattice ground state transition energies 
indicated in the figure with vertical dashed lines are identified from the peaks in the first 
derivative spectra of the photoluminescence. 

For the calculation of the superlattice miniband structure, the strained band offset 
between the InAs1-xSbx heavy hole valence band edge, 𝐸𝐸𝑣𝑣(𝑥𝑥), and the InAs heavy hole band 
edge, 𝐸𝐸𝑣𝑣(0), is fit in a Kronig-Penney model114, 115 to align each superlattice ground state 
transition to the transition energies determined at low and room temperature.  The relative 
band offsets in the valence band, ∆𝐸𝐸𝑣𝑣(𝑥𝑥) = 𝐸𝐸𝑣𝑣(𝑥𝑥) − 𝐸𝐸𝑣𝑣(0), determined at low and room 
temperature are plotted as a function of Sb mole fraction in Figure 4.6, where the unstrained 
data presented is determined by accounting for the effect of strain to the GaSb substrate 116.  
The valence band edges of InAs and InSb, 𝐸𝐸𝑣𝑣(0) and 𝐸𝐸𝑣𝑣(1), are known 16, 116, and thus the 
valence band bowing parameter, 𝑏𝑏𝑣𝑣, is the only variable fit in the valence band bowing 
model in ∆𝐸𝐸𝑣𝑣(𝑥𝑥) = 𝑥𝑥∆𝐸𝐸𝑣𝑣(1) − 𝑥𝑥(1 − 𝑥𝑥)𝑏𝑏𝑣𝑣.   

 

Figure 4.6 Heavy hole valence 
band offset of InAs1-xSbx relative 
to InAs, ∆𝐸𝐸𝑣𝑣(𝑥𝑥), plotted as a 
function of Sb mole fraction at 295 
K (circles) and 12 K (squares).  
Solid and dotted lines represent 
bowing model fits to the unstrained 
(grey) and strained (black) band 
offset data. 
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Figure 4.7 Ground state transition energy plotted as a function of the InAsSb layer 
mole fractions (layer strain upper horizontal axis) of the strain-balanced InAs/InAsSb type-
II superlattices at 0 K (left) and 295 K (right).  The solid lines are contours of constant 
superlattice period thickness that provide the ground state transition energy of the 
superlattice as a function of the alloy layer composition, and the largest period thickness 
that can be grown before the onset of relaxation of either of the individual InAs or InAsSb 
layers is labeled as the critical thickness limit.  The dotted lines are contours of constant 
electron-hole wavefunction overlap squared expressed as a percentage.  The minima in the 
wavefunction overlap contours provide the design with the optimal transition strength for 
a given transition energy shown by the open circles.   

The valence band bowing parameters, 𝑏𝑏𝑣𝑣 , are determined in Figure 4.6, as well as the 
corresponding bandgap bowing parameters, 𝑏𝑏𝑔𝑔, and conduction band bowing parameters, 
𝑏𝑏𝑐𝑐 =𝑏𝑏𝑣𝑣 + 𝑏𝑏𝑔𝑔.  The 0.766 eV room temperature bandgap bowing parameter of InAsSb 
increases to 0.799 eV when the material is coherently strained on GaSb.  The ellipsometry 
and photoluminescence measurements examine the strained band alignment of the 
InAs/InAsSb superlattice, and the bowing model fit to the room temperature band offset 
data results in the determination of the strained InAsSb valence band bowing parameter of 
-0.185 eV (solid black line).  The effect of strain is removed from the data 116 to obtain the 
unstrained InAsSb valence band bowing parameter of -0.237 eV (solid gray line).  Similar 
results are obtained at 12 K (dotted black and gray lines); the 0.939 eV low temperature 
bandgap bowing parameter of InAsSb increases to 0.972 eV when the material is coherently 
strained on GaSb, and valence band bowing parameters of -0.220 and -0.272 eV are 
ascertained for strained and unstrained material respectively. 

These measurements of the InAsSb conduction and valence band edge positions are 
used in the Kronig-Penney model of the superlattice miniband structure to map the ground 
state transition energies and corresponding wavefunction overlaps of all conceivable strain-
balanced InAs/InAsSb superlattice designs.  The low and room temperature design spaces 
of the strain- balanced InAs/InAsSb superlattice are shown in the left- and right-side plots 
in Figure 4.7.  For each plot, the ground state transition energy is plotted on the left-hand 
vertical axis (wavelength on the right-hand vertical axis), InAsSb layer composition is 
plotted on the lower horizontal axis (layer strain on the upper horizontal axis), and contours 
of constant period thickness are provided (solid lines). The designs of the ten InAs/InAsSb 
superlattice samples presented are shown with purple diamonds.  The optimal design in 
terms of maximizing absorption strength of the superlattice will be the one which provides 
maximum wavefunction overlap 1 1 3 ; by overlaying contours of constant wavefunction 
overlap square onto the figure (dotted lines), optimal superlattice designs are readily 
identified as a function of ground state transition energy appearing as minima in the 
wavefunction overlap square contours (circles). 

As it would be highly desirable to compare the optimal design parameters of the strain- 
balanced InAs/InAsSb superlattice to those of other infrared superlattice systems, the 
design software is further utilized to determine the optimal designs of lattice-matched 
GaSb/InAsSb and strain-balanced InAs/GaInSb superlattices.  Figure 16 shows the 
wavefunction overlap square as a function of ground state transition energy of optimally 
designed InAs/InAsSb (green lines), InAs/GaInSb (blue lines), and GaSb/InAsSb (red 
lines) superlattices.  However, another important aspect of the design is the practicality of 
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strained layer growth as photoluminescence efficiency (optical quality) begins to degrade 
when the material is strained in excess of ±2% even if the layer is pseudomorphic.  
Therefore also plotted in Figure 16 are a set of practical optimal designs for the 
InAs/InAsSb and InAs/GaInSb superlattices which enforce the added constraint that the 
GaInSb layer strain is limited to -2.0% corresponding to an In mole fraction limit of 0.324 
(blue dotted line), and that the InAsSb layer strain is limited to -2.0, -2.5, and -3.0% 
corresponding to Sb mole fraction limits of 0.385 (green dotted line), 0.460 (green dash-
dot line), 0.537 (green dash-dash- dot line) respectively.  No practical optimal design line 
is present for the lattice-matched GaSb/InAsSb superlattice as the structure is entirely 
unstrained. 

 

Figure 4.8 Optimal wavefunction overlap square plotted as a function of ground state 
transition energy for lattice- matched GaSb/InAsSb (red) and strain-balanced InAs/InAsSb 
(green) and InAs/GaInSb (blue) superlattice systems at 0 K. Solid lines represent the true 
optimal designs whereas dotted, dash-dot, and dash-dash-dot lines represent the practical 
optimal designs in which the In mole fraction in the GaInSb layers is limited to 0.324 and 
the Sb mole fraction in the InAsSb layers is limited to 0.385, 0.460, and 0.537.  The 
absorption coefficient of the InAs/InAsSb superlattice is presented on the right-hand 
vertical axis. 

The practical optimal designs for InAs/InAsSb follow the true optimal design 
throughout the 3-5 μm wavelength range and then begin to deviate once the optimal Sb 
mole fraction reaches the corresponding strain limited values. The InAs/InAsSb superlattice 
can be grown along the true optimal design curve over the full 3-5 μm wavelength window 
and outperforms both InAs/GaInSb and GaSb/InAsSb in this range.  At longer wavelengths 
the wavefunction overlap of the optimal InAs/GaInSb and InAs/InAsSb superlattices are 
almost identical, though larger InAsSb layer strains are necessary for the InAs/InAsSb 
superlattice to maintain this level of wavefunction overlap.  The practical optimal design 
criteria for the InAs/InAsSb superlattice are outlined. 

4.3. Optical Properties of Type-II InAs/InAsSb superlattices (Johnson, Zhang, ASU) 
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The transition energies and design parameters of the strain-balanced InAs/InAsSb 
superlattice system are presented in Figure 4.7a (0 K) and 17b (295 K), which plot the 
ground state transition energy of the superlattice as a function of the InAsSb layer 
composition for 0 (infinitesimal), 4, 7, 9, 12, and 20 nm period thicknesses (solid blue 
curves).  Also shown with a solid blue curve is a critical thickness limit 117, which provides 
a suggested maximum period thickness that can be utilized before the individual InAs or 
InAsSb layers themselves could begin to relax.  Wavefunction overlap square contours are 
represented with dotted green curves which show that a digital alloy regime is formed 
between the bandgap energies of tensilely strained InAs on GaSb and lattice-matched 
InAsSb, within which the optimal design follows the infinitesimal (0 nm) period thickness 
design contour.  Additionally, an extended wavelength regime is formed below the 
bandgap energy of lattice-matched InAsSb within which the optimal design follows the 
minima of the wavefunction overlap square contours (open circles).   

The low and room temperature optimal designs in Figure 4.7 are compared so as to 
determine whether or not it is necessary to calculate the optimal design parameters as a 
function of temperature.  In Figure 4.9, wavefunction overlap square is plotted as a function 
of ground state transition energy in the extended wavelength regime of the optimal 
InAs/InAsSb superlattice.  The solid blue curve represents the low temperature optimal 
design from Figure 4.7a and the solid red curve represents the room temperature optimal 
design from Figure 4.7b.  Next, the transition energies and wavefunction overlap square of 
the low temperature optimal design are calculated at an operating temperature 295 K, 
resulting in the dashed blue curve which closely follows the room temperature optimal 
design (red curve) with virtually no loss in wavefunction overlap.   

 
Figure 4.9  Wavefunction overlap square plotted as a function of the ground state 

transition energy of the strain-balanced InAs/InAsSb superlattice.  Solid curves represent 
designs optimized at low temperature (blue) and at room temperature (red).  The dashed 
blue curve represents the low temperature optimal design operating at 295 K.   

These results indicate that the optimized InAs/InAsSb superlattice design parameters 
are not a strong function of temperature.  This characteristic of the superlattice can be 
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understood by considering how temperature modifies the bulk band structure of the 
superlattice constituents.  When the temperature is changed, the conduction bands of the 
two superlattice constituents generally shift in the same direction and often by roughly the 
same amount.  As a result, the repeating potential in the conduction band is virtually 
unchanged; the electron minibands shift with the bulk band structure while the 
wavefunctions are essentially unaltered.  The same is true of the hole minibands formed in 
the valence band, and thus what is ultimately observed is that the ground state transition 
energy primarily shifts with the bulk band structure while wavefunction overlap is 
unchanged.  Therefore, it is only necessary to calculate the design space map of a 
superlattice at a single temperature in order to determine the optimal layer thicknesses and 
mole fractions as a function of wavefunction overlap.  The ground state transition energy 
of the optimal design is the only parameter that is a strong function of temperature.  The 
optimal design parameters of the InAs/InAsSb superlattice are given at key transition 
wavelengths in Table 4.1.  In instances where the optimal design calls for very thick or thin 
layers or InAsSb strain in excess of -2%, practical design parameters which abide by 
practical growth constraints are also provided.   

The optimal design criteria in Table 4.1 are utilized in the design and growth of one 
optimized mid-wave infrared strain-balanced InAs/InAsSb superlattice.  The sample is 
composed of alternating InAs (2.16 nm) and InAs0.802Sb0.198 (1.51 nm) layers with a total 
thickness of 1 μm sandwiched between 10 nm thick AlSb confinement layers with a 10 nm 
thick GaSb cap. The sample is grown at 425 °C on a (100)-oriented GaSb substrate by 
molecular beam epitaxy using a 0.5 monolayer per second InAs growth rate and a constant 
1.20 As/In flux ratio.  The structural properties of the superlattice are measured using X-ray 
diffraction.  The unintentional Sb in the InAs layers of the superlattice was not quantifiable 
due to the short period thickness of this sample, therefore an unintentional Sb mole fraction 
of 0.024 is assumed based on the unintentional Sb measured in other InAs/InAsSb 
superlattices grown under the similar conditions.  The sample cross section is shown in the 
inset of Figure 19.   

Table 4.1 Table 1.  Optimal and practical design parameters for strain-balanced 
InAs/InAsSb, superlattices.  Electron-hole wavefunction overlap square, absorption 
coefficient 𝛼𝛼𝑆𝑆𝑆𝑆 , and the superlattice constituent layer thicknesses and mole fractions are 
provided for several key detector wavelengths at low temperature (0 K) and at room 
temperature (295 K).  When the optimal design calls for thicknesses less than 0.500 nm or 
strain exceeding -2%, an alternate set of practical design parameters are also provided 
which limit the minimum layer thickness to 0.500 nm and the maximum strain to -2%.   

Transition 
wavelength (μm) Optimal 

or 
practical 

Wavefunction 
overlap 
square 

2*
eh ΨΨ  (%) 

Absorption 
coefficient 
αSL (cm-1) 

InAs 
thickness 

(nm) 

InAsSb 
thickness 

(nm) 

Sb mole 
fraction 

at 0 K at 295 K 

4.0 4.8 Optimal 94.6 4721 1.884 1.396 0.211 

5.0 6.3 Optimal 66.3 3308 3.749 1.121 0.395 

5.0 6.3 Practical 66.3 3308 3.748 1.162 0.384 
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8.0 12.3 Optimal 37.5 1871 5.780 1.160 0.550 

8.0 12.1 Practical 34.8 1737 6.694 2.076 0.384 

10.0 18.0 Optimal 31.3 1562 6.484 1.196 0.592 

10.0 17.5 Practical 26.6 1327 8.465 2.625 0.384 

12.0 26.2 Optimal 27.7 1382 6.970 1.220 0.620 

12.0 25.1 Practical 21.2 1058 10.168 3.152 0.384 

15.0 47.3 Optimal 24.5 1223 7.472 1.248 0.646 

15.0 44.8 Practical 15.5 774 12.595 3.905 0.384 

The superlattice design software is used to calculate the ground state transition energy of 
the superlattice at 305.9 meV (4.1 μm wavelength) at low temperature and 258.1 meV 
(4.8 μm wavelength) at room temperature, and the square of the electron-hole 
wavefunction overlap at the ground state is 94.3%.  Spectroscopic ellipsometry is used to 
measure the room temperature absorption coefficient of the superlattice shown in Figure 
4.10.  The ground state transition energy (effective bandgap) of the superlattice is identified 
at the absorption coefficient first derivative maximum at 257 meV (within 0.5% of the 
calculated value of 258.1 meV), at which point the absorption coefficient increases rapidly 
to αSL = 4750 cm-1.   

 
Figure 4.10 Absorption coefficient of strain-balanced InAs/InAsSb superlattice 

optimized for maximum absorption at ground state transition energy of 257 meV (4.8 μm 
wavelength).  Inset shows ample cross section.   

Figure 4.11 shows the absorption coefficient of strain-balanced InAs/InAsSb 
superlattices as a function of the wavefunction overlap squared.  The data represented by 
open black circles and the power law fit given by the solid line is the same data in Ref. 118.  
The solid blue circle shows the absorption coefficient of the optimized practical design in 
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Figure 19 at 94.3% wavefunction overlap square which agrees with the fitted line to within 
1%.   

 

Figure 4.11 Ground state 
absorption coefficient as a 
function of the square of the 
electron-hole wavefunction 
overlap integral in strain-
balanced InAs/InAsSb 
superlattices.  The solid line 
shows the unity power law fit to 
the data from Ref. 58 (open black 
circles).  The solid blue circle 
shows the optimized 4.8 μm 
wavelength optimized design with 
94.3% wavefunction overlap 
square. 

A Nicolet Instrument Corporation Magna-IR 760 Fourier transform infrared 
spectrometer is used to measure room temperature photoluminescence from the 1.0 μm 
thick optimal superlattice grown at 425 °C as well as a 0.5 μm thick bulk lattice-matched 
InAs0.911Sb0.089 sample grown at 430 °C113.  The samples are excited using an 808 nm pump 
laser and 200 mW of laser power.  The pump power density reaching the active region of 
each sample is 265 W·cm-2 which corresponds to an excitation density of 1×1025 cm-3·s-1 
in the superlattice and 2×1025 cm-3·s-1 in the bulk InAs0.911Sb0.089 sample.  The raw 
photoluminescence from the superlattice (dotted blue curve) and the bulk InAs0.911Sb0.089 
layer (dotted green curve) are plotted as a function of photon energy (lower horizontal axis) 
and photon wavelength (upper horizontal axis) in Figure 4.12.  The raw photoluminescence 
spectra exhibit an absorption feature near 290 meV due to the presence of CO2 in the air 
which is removed in the solid blue and green curves by correcting the spectra for the optical 
throughput of the system.   

The photoluminescence first derivative maximum is used to identify the room 
temperature bandgap energy of the bulk InAs0.911Sb0.089 sample at 275 meV, which closely 
agrees with the room temperature bandgap energy of 277 meV measured using 
spectroscopic ellipsometry113.  Using the same analysis on the superlattice, the 
photoluminescence first derivative maximum identifies an effective bandgap of 249 meV, 
which likewise agrees with the 257 meV bandgap measured using spectroscopic 
ellipsometry in Figure 4.10.  By integrating the photoluminescence spectra as a function of 
photon energy, a relative measure of the total optical output and general optical quality is 
obtained.  The total integrated intensity of 1664 from the optimized superlattice is more 
than a factor of three greater than the integrated intensity of 507 from the bulk 
InAs0.911Sb0.089 sample which emits at a shorter wavelength.  The superior optical quality 
of the superlattice is attributed to the high wavefunction overlap of the optimized design 
and the long minority carrier lifetimes inherent to this material system9. 
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Figure 4.12 Room temperature photoluminescence from bulk lattice-matched 

InAs0.911Sb0.089 (green curves) and an InAs/InAsSb superlattice designed to provide optimal 
wavefunction overlap square at 4.8 μm wavelength (blue curves).  Dotted curves show the 
raw photoluminescence spectra while solid curves show the spectra after correcting for 
the optical throughput of the system.   

4.4.MOCVD-grown InAs-GaSb and InAs-InAsSb T2SL structures and devices 
(Dupuis, GT) 
Previously in the earlier years of this program, the GT team developed growth 

conditions and strain management schemes that can minimize the strain accumulation in 
the epitaxial structures of InAs-GaSb and InAs-InAsSb type-II superlattices (T2SLs) on 
GaSb substrates grown by metalorganic chemical vapor deposition (MOCVD).  Also, 
strain management approaches for T2SLs grown on InAs substrates were also studied and 

 

 
Figure 4.13: General structure of 
all the InAs/ InAsSb T2SL 
samples grown. 

Figure 4.14:  (004) XRD scan of 30-period InAs-
InAsSb SL sample 3-2287 (blue) and simulation of 
the intended structure (red). 
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developed.  We then demonstrated the first MOCVD-grown InAs-GaSb and InAs-InAsSb 
T2SL structures and devices. 

The InAs-InAsSb T2SLs were grown at 100 Torr with a wafer rotation of 100 rpm.  
The carrier gas used is H2 with the group III precursors being trimethylindium (TMIn) and 
triethylgallium (TEGa) and the group V precursors being trimethylantimony (TMSb) and 
arsine (AsH3).  A typical SL test structure is shown in Figure 4.13 with a 210 nm GaSb 
buffer layer on a GaSb (100) ± 0.04o 

 substrate.  Layer compositions and thicknesses were 
verified with (004) (Figure 4.17) and (113) X-ray diffraction (XRD) scans and the 
corresponding simulation.  Additionally, atomic force microscopy (AFM) images were 
taken to measure surface roughness.  Finally, transmission electron microscopy (TEM) 
images were taken to analyze the interfaces between layers.  

  

Figure 4.17: Bright Field TEM of cross-
section of 33% AlGaSb with GaSb cap for 
wafer 3-2355. 

Figure 4.18: Dark Field TEM of cross-
section of 36% AlGaSb without GaSb cap 
for wafer 3-2356. 

 

 

 

Figure 4.15 Optical microsopce image 
of 33% AlGaSb on GaSb wafer 3-2355. 

Figure 4.16 (004) XRD scan of 33% AlGaSb 
on GaSb wafer 3-2355 (blue) and simulation of 
the intended structure (red). 



64 

 

As reported in Y4 activity, due to unstable growth process window of AlSb in 
MOCVD, we took an approach of growing AlGaSb and gradually increasing Al contents 
until the layer quality severely degraded. The maximum Al composition reached was about 
38% per sample 3-2326. As shown in Figure 4.15, there were number of pits developed on 
this AlGaSb layer. A number of pits increased with Al composition. For instance, (004) 
XRD pattern as shown in Figure 4.16, verified the Al composition of AlGaSb layer was 
33% with layer thickness of 640nm for sample 3-2355. The secondary Pendellösung 
fringes were pointing to a thin layer with thickness equivalent to that of GaSb buffer and, 
hence, suggested possibility of contamination of this buffer layer. For further analysis, 
SIMS measurement was performed for wafer 3-2319 having similar epi structure with that 
of 3-2355. From the SIMS data, it indicated high quantity of As and Al at the interface 
between GaSb buffer and GaSb wafer, while high concentration of C was observed within 
AlGaSb layer. So for any future run, it is important to recondition the MOCVD growth 
chamber to avoid these contaminations which are believed to initiate the crystallographic 
defects seen in Figure 4.15. Dr. Zuo at UIUC had performed transmission electron 
microscopy (TEM) analysis of two AlGaSb samples, i.e., 3-2355 and 3-2356 as shown in 
Figure 4.17 and Figure 4.18. Though the macroscopic defects observed via optical 
Nomarski microscope were not detected, there was no extended defect generated neither 
at the interface of AlGaSb and the rest of the layer nor in any epitaxially grown layers 
within the observation region. This implied that this AlGaSb could be employed as both 
top and bottom window layers sandwiching the T2SL. 

 Number of runs were carried out to grow the T2SL structure with AlGaSb windows; 
however, all samples turned hazy with degraded surface morphology regardless of several 
optimization tries aiming to improve the surface morphology including varying growth 
parameters such as source supply rate, V/III, temperature, and pressure. We had decided to 
installed EpiTT monitoring system to help justifying surface morphology evolution, and 
sample surface temperature control. From the reflectance signal, we observed the poor 
surface degradation during the high temperature ramping in preparation for growing 
AlGaSb bottom layer and later introduced optimum supply of TMSb to prevent such 

 

 

Figure 4.19 Reflectance (green, blue and red curves) and temperature profile 
(orange) of MOCVD grown InAs/InAsSb T2SL with 10 nm AlGaSb windows on 
GaSb wafer 3-2456 (left) including schematic drawing of target structure (right) 
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surface degradation. An example of EpiTT signal for the full MOCVD process for the 
attempt structure is shown in Figure 4.19. Due to narrow bandgap of grown materials, all 
3 probing lights were strongly absorbed by the material and there was no optical 
interference to be observed except for that of 951nm which was visible up to total epitaxial 
layer thickness of approximately 600nm. Saw-teeth like scan during T2SL growth reflected 
the change of refractive index between InAs and InAsSb layers. There was a drop of 
reflectance during both AlGaSb windows due to surface degradation. The reflectance was 
recovered within the first 10 pairs of SL after the AlGaSb bottom window; however, it was 
not the case after the top window layer was grown. Compromised surface morphology and 
(004) XRD scan were observed for this sample. TEM analysis shown in Figure 4.20, 
indicated complete SL structure with number of treading dislocations and stacking faults. 
There were also number of voids formed in the GaSb layer. Since full SL structure was 
visible above the voids, it suggested that these voids were formed after SL growth and 
likely to be caused by thermal degradation during the top AlGaSb growth. However, the 
details of its mechanism are still unknown and required further investigation. 

In addition, we had investigated defect formation at the interface of GaSb buffer and 
GaSb wafer. As mentioned above, the contamination of As (~1%), and Al (~10%) 
including O (mid 1E18cm-3) was the major concern for any T2SL of interest. We 
implemented EpiTT as well as reconditioning chamber step to minimize such 
contamination issue. As shown in the upper row of Figure 4.21, there was a slight decrease 
in reflectance with high density surface bumps and XRD fringes for a GaSb buffer grown 
during a typical MOCVD operation without proper cleaning and conditioning. In this case 
the shoulder peak on the higher angle side and fringes shown in (004) XRD confirmed the 
contamination of As in the GaSb buffer. When we introduced chamber cleaning and GaSb 
coating, the surface morphology degraded significantly as shown in the middle row of this 
figure. However, after optimizing the V/III ratio, i.e., increasing from 1.19 to 1.4, the 
reflectance stayed constant over the course of the GaSb buffer growth while surface defect 
was removed as well as the XRD fringes. We are planning to adopt this procedure for the 
next T2SL growth. 

 
Figure 4.20 TEM of cross-section of InAs/InAsSb T2SL with 10 nm AlGaSb windows 
on GaSb wafer 3-2456. Red arrows indicate voids in the GaSb buffer layer. 
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Figure 4.21 Reflectance & temperature profile (left column), surface morphology 

(middle column), and (004) XRD (right column) of GaSb buffer on GaSb wafer for before 
optimization (upper row), after platter cleaning & Sb coating (middle row), after V/III ratio 
optimization (lower row). 

4.5. Structure of MOCVD-grown InAs/InAsSb T2SLs (Zuo, UIUC) 
One part of this MURI project focused on MOCVD grown InAs/GaSb and 

InAs/InAsSb T2SL structures and devices. While MBE has been used as the major growth 
technology for T2SLs, it is of great benefit if these structures can be produced by 
MOCVD, which could enable lower-cost and higher-yield production of IR 
photodetectors. However, growth of the III-Sb-based materials, alloys, and 
T2SL structures by MOCVD is more challenging than by MBE119, 120. Therefore, there 
have been very few reports on the growth and characterization of InAs/GaSb and 
InAs/InAsSb T2SLs121, 122. The GT team has investigated the MOCVD growth and strain 
balancing of InAs/GaSb and InAs/InAsSb T2SLs on GaSb and InAs substrates, and 
demonstrated the first MOCVD-grown InAs-GaSb and InAs-InAsSb T2SL devices 
(Section 4.4).  Here we report on the structure of MOCVD grown InAs/InAsSb T2SLs as 
determined by TEM and STEM.  

Three samples were received from GT, samples 3-2497, 3-2498 and 3-2499. These 
samples were grown under the same growth conditions with different structures as 
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illustrated in Figure 4.22. For TEM imaging, cross-section samples were prepared by 
focused ion beam (FIB) milling, finishing the milling using low currents to minimize the 
ion-induced structural damage. 

  
Figure 4.22 MOCVD grown InAs/InAsSb T2SLs for three samples received from GT. 

 
Figure 4.23 Bright-field images of three MOCVD grown InAs/InAsSb T2SLs. Samples 

3-2497 and 3-2498 are largely free of defects. The curved lines in 3-2498 are bent contours 
due to bending of the prepared thin cross-sectional sample. 

Figure 4.23 shows the bright-field images recorded under the systematic (002) 
diffraction condition for the three MOCVD samples. All three images show the periodic 
structure of the superlattice. While samples 3-2497 and 3-2498 are largely free of defects, 
large defects are observed throughout the thin-film, near the film-substrate interface as well 
as at the top of thin-film. 

The formation of defects in sample 3-2499 is correlated with the roughness at the 
InAs/InAsSb film and GaSb buffer layer interface. Figure 4.24 examines the interface for 
three MOCVD samples. Compared to samples 3-2497 and 3-2498, the HREM image of 
sample 3-2499 indicates a rough interface, which is correlated with the roughness at the 
buffer layer and GaSb substrate interface. Thus, the preparation and quality of GaSb 
substrate is the determining factor here. 
 

x60

3-2497 3-2498 3-2499
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Figure 4.24 High resolution electron microscopy images of InAs/InAsSb film, buffer 

and substrate interface. 

 
Figure 4.25 (002) dark-field (DF) imaging of InAs/InAsSb T2SL (sample 3-2498). a) 

as-recorded DF image, b) profile intensity taken from the boxed region in a). c) Normalized 
(002) intensity (1-I(002)/Imax), with the maximum of the normalized intensity taken as the 
nominal Sb concentration (0.29). 
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A typical (002) dark-field (DF) image of the MOCVD grown superlattices is shown in 
Figure 4.25(a). The structure factor of (002) is determined by the difference between 
atomic scattering at the cation and anion site, and thus gives rise a weak reflection whose 
intensity in this case is sensitive to the Sb concentration. Figure 4.25(b) shows the intensity 
profile extracted from the boxed region in Figure 4.25(a).  In Figure 4.25(c), the intensity 
is inverted and normalized to the nominal concentration of the designed InAsSb layer. This 
approach is similar to the method used in Section 2.5 for the evaluation of Sb concentration 
distribution in the MBE grown InAs/InAsSb T2SL.  The InAsSb layers appear darker than 
the InAs layers because of an increase in anion scattering due to Sb substitution. The 
presence of asymmetric Sb profiles on either side of the InAsSb layers is observed, which 
is different from that of MBE grown InAs/InAsSb T2SLs. In particular, we note a slow rise 
in Sb concentration in the InAs layer and relative abrupt drop of Sb in the InAsSb layer. 
The same profile is observed in all three MOCVD grown T2SLs.  

 
Figure 4.26 STEM analysis of strain in MOCVD grown InAs/InAsSb T2SL (Sample 3-

2498). a) As-recorded HAADF-STEM image, b) strain (εxx) obtained using the method of 
GPA, c) Strain profile from the boxed region in b). 

The strain in the MBE grown InAs/InAsSb T2SL is confirmed by HAADF-STEM and 
GPA analysis123. Figure 4.26 shows a typical example. The HAADF-STEM image was 
recorded using the probe aberration corrected JEOL 2200F installed at UIUC at 200 kV. 
The image was Fourier transformed and then analyzed by GPA. Distinctive positively and 
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negatively strained regions for InAsSb and InAS, respectively, are observed. The strain 
profile in Figure 4.26(c) shows the asymmetrical interface in agreement with the (002) DF 
image intensity analysis of Sb concentration.  

 
 

Figure 4.27 InSb and GaAs like buffer and film interfaces observed in Samples 3-2497 
and 3-2498, respectively. a),c) strain maps obtained from as-recorded HAADF-STEM 
image, b, d) strain (εxx) profiles. 

Two types of buffer and film interfaces are observed in the MOCVD grown T2SLs, 
one is InSb (in Sample 3-2497) and the other is GaAs like (in Sample 3-2498). One gives 
rise to positive interfacial strain, while the other gives negative strain. The amount of strain 
is less than pure InSb and GaAs, thus, certain amount of interfacial intermixing is present 
at the interface. The difference in the interfacial strain did not appear to lead to significant 
difference in structure, other than the strain. 

 
4.6. Passivation of T2SLs using ammonium sulfide 

One of the most important dark current mechanisms for fabricated photodiode mesas 
is the surface leakage current arising from both the abrupt termination of the T2SL at the 
sidewall of a device, as well as the native oxides, such as In2O3, and residual materials 
formed on the sidewall surfaces during processing. The termination of the lattice at the 
sidewall results in surface dangling bonds which pins the Fermi level above the conduction 
band at the surface. Native oxides formed during processing, and by-products of etching 
or mask materials, can also facilitate the this band bending and Fermi level pinning, if they 
are charged, or can act as trap states within the bandgap, increasing the trap-assisted 
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tunneling (TAT) current. The result is the formation of a depletion region under the surface, 
which must be eliminated to suppress the surface leakage current. Some of the methods 
used to remove the dangling bonds or reduce the band bending at the interface are: 

1) Soaking the sample in aqueous solutions of ammonium sulfide ((NH4)2S), which 
reduces the amount of surface oxides and produces passivating sulfide compounds. 

2) Low-temperature deposition of a thin layer of SiO2, which has also resulted in a 
decrease in dark current densities and increase in device resistances. 

3) Encapsulation by electrically neutral polyimide, which, in one case, resulted in an 
R0A product greater than 5300 Ω-cm2 when combined with an effective dry etching 
recipe and a wide bandgap barrier in the depletion region. 

 

 
Figure 4.28 Unpassivated (upper) and passivated (lower) curves for IFA and IFB 

devices of size 400 µm x 400 µm. The passivated dark current densities are reduced by 2 
orders of magnitude and the improvement of IFB over IFA in the reverse bias is clearly 
shown. 

 
Figure 4.29 Plots of the inverse R0A vs. the perimeter to area ratio (P/A) for both 

passivated (lower) and unpassivated (upper) IFA and IFB devices. Before passivation, a 
dependence of the R0A on device size can be seen, indicating surface leakage current. 
After, the slope of the best fit line is essentially zero, indicating little-to-no surface leakage 
current. 

In the previous section, the electrical differences between samples with different light 
p-doping in the absorber region were discussed and it was shown that samples with slightly 
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higher absorber region p-doping had lower dark current densities. However, since the 
samples were unpassivated it is difficult to extract the bulk properties of the different 
samples. In this case, the same IFA and IFB devices tested in the previous section were 
passivated using an ammonium sulfide solution neutralized with HCl to a pH of 7.0 in 
order to observe their bulk electrical properties. 

 
From Figure 4.22, it can be seen that there is a large difference between the 

unpassivated (upper) and passivated (lower) dark current densities at 78 K. In fact, at -0.3 
V there is a dark current density reduction of approximately 2 orders of magnitude, 
indicating that the previously tested devices suffered greatly due to surface leakage 
currents. Passivation effectively quenches the surface leakage current, and allows direct 
comparison of the bulk dark current densities of our samples, demonstrating a reduced dark 
current density for the IFB devices (higher p-doping) when compared to the IFA devices, 
in reverse bias. 

Passivation also allows for the extraction of the bulk R0A of the two different samples. 
Figure 4.23 plots the inverse of the R0A as a function of the perimeter to area ratio of tested 
devices. As mentioned previously, when unpassivated, the dark current density scales 
according to this ratio, with surface leakage current affecting smaller devices more 
dramatically than larger devices. This can be seen in the upper curves of Figure 4.23, where 
the best fit line has a large slope. The following equation shows that the slope of the best 
fit line corresponds to the inverse of the surface resistivity of the devices, while the y-
intercept corresponds to the inverse of the bulk R0A value: 

1
𝑅𝑅0𝐴𝐴

= 1
(𝑅𝑅0𝐴𝐴)𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

+ 1
𝜌𝜌𝑠𝑠𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑃𝑃
𝐴𝐴
 (10) 

 
The performance of the unpassivated devices is reduced drastically due to surface 

leakage currents, which results in a low surface resistivity (large slope). However, after 
passivation the slope is reduced to nearly zero (very high surface resistivity) due to the 
elimination of trap states and dangling bonds on the device surface, indicating that the 
performance of each device is affected only by the bulk properties of the sample. When 
looking at the passivated curves, the best fit for the IFB devices is the lower of the two, 
meaning it has a larger bulk R0A, which is to be expected given the larger absorber region 
p-doping. Thus, not only is it important to consider the effect of the interfacial layers on 
the device performance, but it is also important to optimize the light p-doping in the 
absorber region so as to maximize the electrical performance while sacrificing very little 
performance optically. However, in order to achieve the maximum electrical performance, 
an effective surface passivation scheme is necessary. Though ammonium sulfide works 
initially, it has a long-term degradation problem which will reduce the device performance 
to below its initial, unpassivated state if left untreated. The possible combination of 
ammonium sulfide and SiO2 or polyimide will be explored to determine if a physical 
encapsulation layer would preserve the surface passivation effects of the ammonium 
sulfide over time. 

 

5. Evaluation of Defect Reduction Approaches and Device Applications 
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5.1. Interfacial effect and large optical tunable range (Chuang and Wasserman, 
UIUC) 
Interfacial (IF) layers in InAs-GaSb T2SL structures, either unintentionally formed or 

intentionally grown, are present at each of the InAs-GaSb heterojunctions. Because InAs 
and GaSb do not share a common element, these IF layers are typically InSb-like or GaAs-
like, depending on the growth techniques and conditions, atomic segregation and diffusion, 
or by intentional control. IF layers are commonly used for strain balance, yet they also have 
a significant effect on T2SL optical properties. Our theoretical model, based on the 8-band 
k.p method, predicts a significant shift of the T2SL effective band gap due to the IF effect. 
Researchers have recently demonstrated a blue-shift of the band gap due to GaAs IF 
control. Here we show that detectors with InSb IF control have 10-times reduction of dark 
current and simultaneous improvement of quantum efficiency, despite having a 2 µm 
longer cutoff wavelength than non-IF control samples. We designed two samples with 
identical InAs/GaSb layer structure designed for 11 µm cutoff wavelength, one of which 
was grown with intentional sub-monolayer (ML) InSb interfaces and the other with no 
intentional IF control, in order to experimentally compare the effects of the IF layers on 
device performance. We include both InSb- and GaAs-type IF layers in our model to study 
their effect. Due to the large lattice mismatch to the GaSb substrate, InSb and GaAs IF 
layers have large biaxial compressive and tensile strain, respectively. The large strain 
causes the conduction and heavy-hole band edge to shift significantly, as shown in Figure 
5.1. Thus, the IF layers introduce a strong perturbation to the superlattice eigen-energies 
and the effective band gap. Figure 5.2 plots the superlattice absorption spectra with 
different types and thicknesses of interfaces, calculated based on the 8-band k.p band 
structure model developed in this MURI by the UIUC team. The InSb and GaAs IF layers 
cause a significant red-shift and blue-shift of the cutoff wavelength, respectively. Our 
modelling also predicts the simultaneous improvement of the cutoff wavelength and 
absorption strength with InSb interface control, effects which cannot be simultaneously 
achieved via conventional well-width engineering. 

 
Figure 5.1 Bandedge alignment of the InAs/GaSb heterojunction when including 

interfacial layers of: (a) InSb type and (b) GaAs type. Solid lines are conduction (black) 
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and valence (blue) bandedges for unstrained bulk. Dashed lines are conduction (green) 
and heavy-hole (red) bandedge for strained bulk. 

 
Figure 5.2 Absorption spectra for an InAs/GaSb 44 Å/21 Å superlattice with forced 

GaAs IF layer and InSb IF layer (inset). The black dashed lines in both cases represent 
zero IF layer thickness. 

 
Figure 5.3 Modeled photoluminescence (PL) spectra with different interfacial (IF) 

layer thicknesses in an InAs/GaSb 44 Å /21 Å T2SL. The PL peak has a red-shift with 
thicker InSb IF layer while a blue-shift with thicker GaAs IF layer. 

We include actual IF layers in our model to study their effect on optical properties. IF 
layers are forced at the heterojunction while the thickness of one superlattice period 
remains the same. Assuming pure InSb IF layers can be intentionally grown in between the 
InAs and GaSb layers, the VB states in the T2SL are shifted to higher energies since the 
VB edge in InSb is much higher than the VB edges in both InAs and GaSb, as shown in 
Figure 5.1. The change in the CB state energies is small compared to the change in the VB 
state energies because the CB edge in InSb is still in between the CB edges in InAs and 
GaSb. As a result, the InSb IF layer shrinks the effective bandgap and increases the 
transition wavelength. Such effects can be observed from the red-shift of the absorption 
cutoff and the PL peak, shown in Figure 5.2 and Figure 5.3, respectively. Due to the large 
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biaxial tensile strain in GaAs on GaSb substrate, optical properties are affected in the 
opposite way compared to InSb IF layers. 

 
Figure 5.4 Transition wavelength as a function of the interfacial (IF) layer mole 

composition. Ternary IF layers of 1Å (red), 2 Å (blue), and 3 Å (black), are forced in an 
InAs/GaSb 44 Å/21 Å superlattice 

There is normally a trade-off between the cutoff wavelength and the absorption strength 
when designing a T2SL, but the InSb IF layers are able to simultaneously increase both 
properties, as shown in Figure 5.3. The absorption coefficient increases with InSb IF layer 
thickness because it improves the wavefunction overlap between electrons and holes. It is 
easier for electrons to tunnel through the interface, and the hole-confining regions are 
effectively wider. 

As a result, the InSb IF layer becomes a preferable region for electrons and holes to 
recombine. In reality, GaAs or even ternary and quaternary compound IF layers can also 
unintentionally form or be forced to form during the crystal growth of the InAs/GaSb 
T2SL. We model the bandedge transition wavelength in InAs/GaSb T2SLs when forcing 
ternary IF layers of all four possible types (seen in Figure 5.4). The ternary compounds 
reduce the range the cutoff wavelength shifts when compared to pure InSb or GaAs IF 
layers, and the mole fraction serves as another degree of freedom for strain balancing and 
crystal quality optimization. A wide tunable range of optical properties can be achieved by 
controlling the both the composition and the thickness of the IF layers. 
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Figure 5.5 (a) Designed layer structure for type-II superlattice  etectors and a single 
period of T2SL structure (b) IFA (without interface control and (c) IFRA (with interface 
control). (d) Device schematic. 

 
Figure 5.6 Measured temperature-dependent dark current densities for IFA (left) and 

IFRA (right) devices. Below 110 K, IFRA dark current densities are lower than those of 
IFA, an indication of improved electrical performance due to defect reduction despite the 
longer cutoff wavelength. 

In the second year of the program, two devices were designed, modelled and grown 
(labelled as IFA and IFRA) with the same InAs/GaSb (15ML/8ML, 45Å/24Å) layer 
structure designed to operate up to 11 µm, with sample IFA grown without specific 
interfacial control, and sample IFRA grown with InSb interface control, as shown in Figure 
5.5. 

 
Figure 5.7 Measured responsivity spectra of IFA (blue) and IFRA (red) devices. IFRA, 

despite having a 2 µm longer cutoff wavelength, has larger responsivity values over all 
wavelengths, when compared to IFA, indicating the effectiveness of interface control as a 
method for not only strain compensation, but improved T2SL optical performance. 

The device structures consist of 300 periods of lightly p-doped superlattice absorber 
regions sandwiched between 80 periods of p-doped and 80 periods of n-doped 
superlattices, as shown in Figure 5.5(d). The device mesas are formed by inductively-
coupled plasma reactive-ion etching. The dark current densities of T2SL detectors 
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fabricated using samples IFA and IFRA are measured at a range of temperatures, from 
approximately 4 K to 165 K, as shown in Figure 5.6. We expect that for sample IFRA, the 
compressive strain in the forced InSb interfacial layers will compensate for the slight 
tensile strain in the InAs layers. Better strain balance is expected to produce a smaller defect 
density and a longer minority carrier lifetime, which can suppress both the diffusion and 
generation-recombination dark current. The results show an order of magnitude reduction 
of the dark current density in reverse bias for the IFRA devices when compared to the IFA 
devices, despite the 2 µm longer cutoff wavelength. 

The photoresponse spectra of the IFRA and IFA devices are obtained using a Bomem 
DA8 Fourier-Transform Infrared (FTIR) Spectrometer. The device photoresponse is 
calibrated using a Mikron M305 black-body source at 1000 °C and a lock-in technique, 
from which the device responsivity and quantum efficiency spectra are obtained, as shown 
in Figure 5.7. By forcing the IF layers (sample IFRA), the device cutoff wavelength 
increases by almost 2 µm. Simultaneously, the responsivity and quantum efficiency both 
increase, which agrees well with our theoretical predictions. The introduced InSb 
interfacial layers not only reduce the effective band gap but also enhanced the electron and 
hole wavefunction overlap, thus increasing the transition strength. With conventional well-
width engineering, T2SL quantum efficiency and responsivity are sacrificed in order to 
obtain longer cutoff wavelengths. However, our results in Figure 5.7 demonstrate that this 
trade-off can be avoided by interface control, which confirms our theory for the interfacial 
effect. 
 
5.2.Absorber region light p-doping to improve device performance 

The doping in the many-period absorber region of a T2SL is an important factor that 
contributes to the device performance and must be considered carefully when designing a 
structure. As it turns out, it is more beneficial to grow T2SLs on a p-type GaSb substrate 
in the n-on-p configuration, where the absorber region is lightly p-doped, forming a p+-p-
n+ diode. Looking at the growth direction energy band structures of typical InAs/GaSb or 
InAs/InGaSb superlattices, the effective mass of holes are much heavier than that of the 
electrons, making them harder to collect. Thus, it is desirable to have electrons as the 
minority carriers in the absorber region, hence the light p-doping, which results in not only 
better vertical transport properties but a further reduction in Auger recombination rates 
with only a minimal decrease in the wavelength dependent absorption coefficient due to 
the introduction of extra holes in the valence band (VB) and no change in cutoff 
wavelength. Devices were fabricated and tested using the samples IFA (mentioned 
previously) and IFB. The only difference between the two samples (both without 
intentional interfacial layer control) is that the absorber region p-doping for IFB (1.0 x 1016 
cm-3) is slightly higher than that of IFA (5.0 x 1015 cm-3). This slight increase for IFB 
should lead to better electrical properties (reduced dark current in the reverse bias and 
higher R0A) with only a minimal sacrifice in optical performance. Figure 5.8 plots the dark 
current densities for three different sized IFA (dashed) and IFB (solid) devices at a 
temperature of 4.5 K: 400 µm x 400 µm (a), 300 µm x 300 µm (b), and 200 µm x 200 µm 
(c). As these devices are unpassivated, the dark current density should scale according to 
mesa size, increasing as the device sizes shrink and the perimeter to area (P/A) ratios 
increase. However, the key finding is that in all cases, IFB has a smaller dark current 
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density than IFA, indicating better electrical performance, which can be attributed to the 
larger p-doping in the superlattice absorber region. 

 

Figure 5.8 Dark 
current densities for 
3 different sized 
devices, (a) 400 µm 
x 400 µm, (b) 300 
µm x 300 µm, and 
(c) 200 µm x 200 
µm, using samples 
IFA (dashed) and 
IFB (solid). As 
expected, IFB has 
better electrical 
properties due to its 
slightly higher 
absorber region p-
doping. 

 

Figure 5.9 Fig. 13: 
Responsivity curves for 3 
different sized devices, (a) 
400 µm x 400 µm, (b) 300 
µm x 300 µm, and (c) 200 
µm x 200 µm, using samples 
IFA (dashed) and IFB 
(solid). The slightly higher p-
doping for IFB sacrifices 
optical performance for 
better electrical performance 
(Figure 5.5). 

 
The optical performance of the two samples also followed the expected trend. Figure 

5.9 plots the absolute responsivity of IFA (dashed) and IFB (solid) devices for three 
different sizes: 400 µm x 400 µm (a), 300 µm x 300 µm (b), and 200 µm x 200 µm (c). 
These curves were measured in a Bomem DA-8 FTIR and calibrated using a spike filter at 
4.845 µm. In each case the responsivity and specific detectivity of the higher p-doped IFB 
devices were less than that of the IFA devices, as predicted, and no change in cutoff 
wavelength was observed between the two different samples.  In addition to the modelling, 
electrical, and optical characterization of the interface-controlled samples, we also 
performed electron beam induced current (EBIC) measurements of these samples.  The 
results from this work will be presented in the EBIC portion of the report. 
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5.3. Electron Beam Induced Current Measurements of T2SL Materials 
A significant portion of the UT/UIUC group’s efforts over the course of the MURI 

were geared towards the development and utilization of a low temperature electron beam 
induced current (EBIC) measurement system for probing the carrier dynamics of T2SL 
devices.  In the first year of the program, a setup for low-temperature EBIC measurements 
was established with the help of the Frederick Seitz Material Research Laboratory at the 
University of Illinois at Urbana-Champaign. The setup utilizes a JEOL 6060LV SEM fitted 
with a helium-cooled thermal stage, allowing for measurements down to temperatures 
around 6 K. A highly sensitive current amplifier allows for the generation of quality EBIC 
images as a direct result of specimen current generated by the electron beam of the SEM, 
which provides useful information about the carrier transport properties of our devices. 
Using this setup we were able to observe defect structures in T2SL samples: Figure 5.10 
shows images taken from an undoped InAs/InAs1-xSbx T2SL structure with electronically 
active defects being identified through contrast analysis. 

 
Figure 5.10 (a) SEM and (b) electron beam induced current (EBIC) images of the top 

surface of an InAs/InAs1-xSbx SL taken at 6 K. Visible in both images are a number of round 
aberrations, due to threading dislocations within the structure. 

In the first year of the program, we also began preparations for cross-sectional EBIC 
analysis in order to extract the minority carrier diffusion properties within T2SL detector 
samples124. While some initial EBIC images have been taken of detector sidewalls, further 
improvements in the experimental setup are required in order to ensure that the surface of 
the sample is normal to the electron beam. Additionally, modeling of the electron beam 
incidence will need CASINO software in order to extract useful information from the EBIC 
images. 

In addition, the first year of the program saw progress towards the development of a 
deep-level transient spectroscopy (DLTS) measurement process, utilizing a Boonton 7200 
capacitance meter. By analyzing the changing capacitance of a T2SL device with respect 
to pulsed bias voltage, we will be able to extract information about trap states created by 
surface and bulk defects.  

5.4. EBIC Analysis of IF Series Samples 
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The first EBIC performed by our group focused on the interfacial T2SL samples 
designed at UIUC and grown via MBE by IQE. Data were obtained for three samples, IFA, 
IFB, and IFRA, each previously described. Detector samples were fabricated with an 
inductively coupled plasma dry etch, metal  deposition and liftoff process, then cleaved 
through the mesa and mounted vertically in an SEM especially equipped with a closed 
cycle helium stage and electrical contacts to measure the current response of the devices 
when subjected to an electron beam. The beam was then scanned across the exposed 
junctions of the devices and the magnitude of the induced current used to form images, 
which are then compared to the images generated by the backscattered electrons of the 
SEM. Analysis of the images yielded response curves based on the electron beam’s 
position relative to the growth direction of the samples.  

An accurate model is essential for extracting useful data from EBIC measurements. 
Substantive comparisons of the diffusion characteristics of the IFA and IFRA samples 
required enhancements to the standard modeling techniques for the EBIC experiment125. 
An extension to the existing theory was required to properly model the behavior of the 
EBIC signal, which is generated by separation of electron-hole pairs generated by the high 
energy electrons accelerated in the SEM. The existing model, which was published by 
Bonard and Ganière126 and heavily based on diffusion theory established by Donolato127, 
deals with the EBIC behavior of a p-n junction. However, in our modeling efforts we found 
that this theory as written could not explain the asymmetric nature of our data (see Figure 
5.12). To model our data, we extended our theory to include the effects of recombination 
in the lightly p-doped absorber region. Our treatment expands the altered solution of the 
diffusion equation shown by Donolato with an additional material layer representing the 
lightly doped absorption region with a distinct set of diffusion properties, and a boundary 
condition at its edge to ensure a continuous collection probability distribution, φ. The 
equation for φ for a carrier generated at (x, z) in a p+-π-n+ structure is then given as: 

φ(𝑥𝑥, z) = 1
𝜋𝜋 ∫ 𝑑𝑑𝑑𝑑

2𝑠𝑠
𝑏𝑏2+𝑠𝑠𝑜𝑜2

 × [cos(𝑑𝑑𝑘𝑘) + 𝑠𝑠𝑎𝑎 sin(𝑑𝑑𝑘𝑘)] ×
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⎪
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   (11) 

where so is the surface recombination velocity, dN is the width of the π-region, and L is the 
local minority carrier diffusion length. The two dimensional carrier collection probability 
φ, based on this solution is shown in Figure 5.11. Of particular interest is the region in the 
middle, which exhibits an asymmetric behavior similar to what was observed in the EBIC 
data of Fig. 5.12. 



81 

 

 

Figure 5.11 Probability of carrier capture within 
the photodetector device. The x axis represents 
the growth direction, and z axis represents the 
distance from the cleaved surface of the device. 
The calculation results are obtained from an 
extension of existing theory established by 
Donolato127.. 

 

Figure 5.12 Comparison of EBIC data (squares, 
crosses) and modeled fits (dashed lines) for the 
IFA (blue) and IFRA (red) samples. The vertical 
lines indicate boundaries between doped regions. 

Figure 5.12 shows the measured EBIC data from the IF series samples IFA and IFRA, 
along with our theoretical fits to the data. Table 5.1 shows the parameters used to obtain 
the fits. We observed a significant improvement in the vertical diffusion length (from 500 
nm to 900 nm), and thus the minority carrier lifetime (from 48.4 ns to 157 ns) of the holes 
in the n-region due to the interfacial treatment. A slight improvement for the minority 
electrons in the p-doped region was also noticed, but the margin of improvement was much 
smaller -- 1.7 to 2 μm and 50.8 to 70.3 ns for diffusion length and lifetime, respectively. 
We used a very large value for diffusion length, 60 μm, for the π-doped region to represent 
the presence of a weak electric field enhancing carrier collection. The reason for 
improvement is believed to be reduction of strain-induced defects and better control of the 
switching between InAs/GaSb layers due to a forced deposition of InSb. Since the GaSb 
layer is used for confinement of the hole energy states in the T2SL configuration, we 
suspect that the use of the interfacial layers helps to mitigate defects cause by the deposition 
of GaSb directly onto InAs, for example, by diffusion of Ga across the interface or antisite 
defects near the interface. The electrical and optical improvements mentioned earlier in the 
report lend further credibility to this result. More importantly, however, is our 
demonstration of a successful EBIC experiment involving a T2SL sample with a lightly-
doped absorber region appropriate for a photodetector device, and the successful 
application of theory to model the change in structure.  

Table 5.1 List of material parameters used to fit the EBIC data of the IFA and IFRA 
samples designed by UIUC and grown by IQE 
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5.5. EBIC Study of Mid-Wave Ga-Free T2SLs in nBn Detector Samples  
Following our demonstration of EBIC as a powerful tool for the characterization of pn-

junction T2SL samples with controlled interfaces, we moved forward to apply this 
technique to characterization of T2SL detectors in an nBn configuration.  In particular, we 
focused on the EBIC study of InAs/InAsSb superlattices in mid-wave IR detectors with 
nBn detector architectures. As with previous results, we carried out these studies with a 
JEOL 7000F scanning electron microscope equipped with a helium cryogenic cooling 
stage, which enabled us to collect temperature-based EBIC data with samples fabricated 
with electrical contacts. While most initial nBn detector studies have focused on 
InAs/GaInSb T2SLs for MWIR and LWIR applications, there has been growing interest in 
Ga-free InAs/InAsSb T2SL structures. Such devices have demonstrated reduced dark 
currents128 and longer minority carrier lifetimes, hypothesized to result from the absence 
of native defects associated with GaSb105. As we demonstrated previously for p-i-n design 
T2SL detectors,125 EBIC is a useful technique for characterizing carrier transport, 
particularly in samples intended for use in detector elements or arrays where excited 
carriers can be collected via electrical contacts. In the EBIC technique, a high energy 
electron beam is focused on the surface of a sample to generate excess carriers, which can 
be measured as an electrical current. Figure 5.13 contains simple schematics of both the 
sample bandstructure and the EBIC experiment. 
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Figure 5.13 (a) Schematic of the EBIC 
experiment. The electron beam strikes the 
cleaved surface of the detector at a normal 
incidence, creating a localized area of excess 
electron-hole pairs. (b) Representative EBIC 
image oriented with the epitaxial growth 
direction from left to right, with guide lines 
showing the spacing of the detector regions. 
Image brightness corresponds to measured 
current as a function of beam position. Image 
taken at a beam energy of 15 keV and at a device 
temperature of 6 K. (c) Illustrative band 
diagram, not to scale. Carriers generated in the 
barrier layer can easily contribute to EBIC 
current, whereas a small valence band offset 
(ΔEV) in the barrier can impede the transport of 
minority carriers generated in the absorber 
region. 

In this effort, we demonstrated the utility of the EBIC technique for characterization of 
an nBn detector based on a Ga-free, InAs/InAsSb T2SL absorber region. We also 
demonstrated that the EBIC analysis can be supplemented with time-resolved 
photoluminescence (TRPL) characterization of the same sample. This allows the minority 
carrier lifetime to be measured independently from the minority carrier diffusion length. 
By combining both measurements on the same device, the minority carrier diffusion 
coefficient in the growth direction (i.e., the vertical diffusivity) is obtained. The detector 
structures are characterized by photoluminescence (PL) spectroscopy and TRPL, 
photoresponse spectroscopy, and beam energy dependent EBIC, providing a 
comprehensive experimental characterization of both the devices' optical properties and 
the nonequilibrium carrier dynamics in the T2SL absorber. 

 

Figure 5.14 Uncalibrated 
responsivity (left axis) and PL (right 
axis) spectra of the nBn detector taken 
via Fourier transform spectroscopy. 
The raw responsivity data (points) are 
shown along with a smoothed average 
(solid line), and the PL spectrum 
(dashed line) is overlaid for 
comparison. Measurements were taken 
at 77 K with a 0.35 V bias applied to the 
detector for the responsivity spectrum. 

The sample used for measurements was grown via molecular beam epitaxy on an 
undoped GaSb substrate. The epitaxial layers consist of a 500 nm GaSb buffer, a 950 nm 



84 

 

n-type T2SL bottom contact layer, a 2.4 μm (256 periods) InAs/InAsSb T2SL absorber 
layer, the wide-bandgap superlattice barrier layer, and a T2SL top n-type contact layer. The 
T2SL absorber structure used was 49 Å InAs/45 Å InAs0.81Sb0.19, resulting in a superlattice 
bandgap of 5.5 μm. The bottom contact was created using 950 nm (101 periods) of the 
same T2SL structure as the absorber, doped n-type using Si to 1 × 1018 cm−3. Similarly, the 
top contact was formed with 96 nm (10 periods) of the absorber T2SL structure followed 
by 30 nm of bulk InAs. The top contact was uniformly doped n-type at 1 × 1018 cm−3 also 
using Si. The barrier layer consisted of 20 periods of a 29.3 Å InAs/21.7 Å AlGaSb 
superlattice. Devices were formed by etching mesas down to the bottom contact layer using 
a standard lithography and chemical wet etch process, followed by deposition of Ti/Pt/Au 
metal contacts. 

 

Figure 5.15 Time resolved photoluminescence 
data obtained from the nBn detector sample at 16 K, 
for a range of optical pumping powers. The fit used 
to extract carrier lifetime (dashed line) from the 
3 μW injection curve is shown for comparison. 

 

The optical responsivities of the fabricated detectors were measured via Fourier 
transform infrared spectroscopy (FTIR). Uncalibrated spectra of the device were taken 
using a Bomem DA-8 FTIR instrument with a global source and CaF2 beam splitter, and a 
Stanford Research Systems SR570 current preamplifier to measure the photocurrent of the 
device. Figure 5.14 shows the resulting responsivity spectrum of a fabricated detector 
cooled with liquid nitrogen to 77 K at a bias of 0.35 V, with both the raw data (grey) and a 
smoothed interpolation (red) plotted. Note that forward bias on the device refers to a 
positive voltage applied to the bottom n-contact. Figure 5.14 also shows PL spectrum taken 
at 77 K for comparison. The PL data were acquired using a Bruker V80v FTIR operating 
in amplitude modulation step-scan mode. For the PL measurement, the sample was 
mounted in a cryostat behind a ZnSe window and excited using a 980 nm diode laser pulsed 
at 45 kHz and incident at −45° through a quartz window. The excited PL was collected at 
+45°, collimated via a Ge lens (which blocks the pump laser) and fed to the FTIR. The 
response of the internal FTIR MCT detector is taken to an external lock-in amplifier and 
returned to the FTIR for processing. From the collected PL spectra, we observe strong 
emission from our sample at a wavelength just under 5 μm, in good agreement with the 
cut-off wavelength of our detectors observed in the responsivity data. 

TRPL measurements were carried out using a 1064 nm pump laser with a 4 ns pulse 
width and 1 kHz repetition rate. The sample was housed in a closed-cycle He cryostat for 
temperature control and excited with a range of optical powers. The resulting emission was 
collected by a fast MCT detector and recorded with a high speed oscilloscope. The various 
transient curves are plotted in Figure 5.15 for a sample temperature of 16 K. The minority 
carrier lifetime was obtained from these curves by fitting the 3 μW data with a single 
exponential decay function. The model fits the portion of the TRPL curve after t = 200 ns, 
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corresponding to non-degenerate carrier concentrations expected in normal operation of 
the nBn photodetector. From this measurement, the hole lifetime in the absorber region 
was estimated to be 200 ns. As can be seen from the slopes of the higher excitation power 
data in Fig. 5.15, similar hole lifetimes are obtained for increasing pump pulse energies 
when fitted at low carrier concentrations (t > 200 ns). While our measured lifetime is lower 
than that observed in studies of state-of-the-art InAs/InAsSb T2SLs129, they are well within 
the bounds of reasonable performance observed in the literature3. 

 
Figure 5.16 Fig. 22: EBIC signals plotted versus beam position on the sample (right 

horizontal axis, peak signal corresponding to x = 0, with positive x direction indicating the 
direction of growth) as well as beam energy in keV (left horizontal axis). (a) Experimental 
data collected at 6 K in an SEM for the cleaved nBn detector, with the sample oriented with 
the exposed side wall normal to the beam. (b) Theoretical simulation of the EBIC signal 
for the sample used to extract minority carrier diffusion length and surface recombination 
parameters. 

EBIC measurements were taken at various electron beam energies, ranging from 5 keV 
to 25 keV at a probe current of 1 nA. The EBIC data for various beam energies at a fixed 
temperature of 6 K, as well as the corresponding modeled fits are shown in Figure 5.16. 
The data exhibit a maximum in signal near the top contact of the device, defined as x = 0, 
with a drop-off in signal as the beam moves away from this point, through the absorber, 
and towards the substrate. With increasing beam energies, a shoulder appears in the EBIC 
data, beginning at beam positions corresponding to the absorber/barrier interface and 
decaying as the beam position moves towards the bottom contact. Using the standard 
Bonard and Ganière126 method to fit the data, we were unable to replicate the obtained 
EBIC signal without introducing a thin artificial region of unrealistically high surface 
recombination and low diffusion length. The unique shape of the nBn detector EBIC 
profiles (sharp peak with a shoulder appearing at increasing beam energies) suggests that 
the collection efficiency of minority carriers generated in the absorber layer is less than 
unity, since the rise in signal outside of the peak (in the shoulder) does not trend towards 
the global maximum. This is likely due to the presence of a relatively small minority carrier 
potential barrier due to valence band mismatch between the absorber and barrier layers. To 
account for this, we modeled our EBIC results using two separate contributions to EBIC 
current. Using Monte Carlo simulations130, we extracted the distribution of energy 
absorbed from inelastic collisions of electrons (i) within the barrier layer and (ii) within the 
absorber region for each position and energy of the electron beam. These absorbed energy 
distributions represent electron-hole pairs (EHPs) generated (i) directly in the higher band 
gap barrier layer, which are swept away by the electric field in the barrier region to create 
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drift current and (ii) holes generated in the absorber region, which must diffuse to the top 
contact, across the small potential barrier at the absorber/barrier interface. The first current 
contribution (drift) dominates the EBIC signal when the electron beam spot is within or 
near the barrier layer and leads to the peaks (at x = 0) observed in the data. The second 
current contribution (diffusion) is responsible for the shoulder observed in the absorber 
region of the nBn detector. 

We combined the modeled drift current signal with the traditional diffusion current 
from EHPs generated in the absorber layer, via a weighted sum, to reconstruct the total 
EBIC current. The ratio of diffusion current to drift was determined to be 0.35 via empirical 
comparison of the modeled signals' shoulder heights to the data. It is worthwhile to mention 
that in the typical application of an nBn detector, the wide gap of the barrier layer provides 
enough selectivity to ignore photogenerated carriers within it. In the EBIC measurements, 
where the electrons used to generate current have much higher energy and are focused at a 
very small beam spot, we cannot ignore such a contribution to current, even when we are 
primarily concerned with the behavior of carriers in the absorber region. For this reason, 
the barrier band gap is not observed in the optical data presented in Figure 5.14. 

The resulting modeled data, obtained from the Monte Carlo simulations combined with 
our drift/diffusion model of carrier collection, are shown in Figure 5.16(b) alongside the 
experimental data (Figure 5.16(a)). We note that the theoretical data follow the same trend 
as the experimental data, with a narrow peak followed by a shoulder, whose signal decays 
with increasing distance from the top contact. Additionally, by using the same diffusion 
length and surface recombination velocities for each beam energy in the model, we were 
able to replicate the beam energy dependence of the data, obtaining close fits to each set of 
experimental data by only changing the carrier generation profile due to beam energy 
(obtained by Monte Carlo simulations). 

From the data in Figure 5.16, we were able to extract a hole diffusion length in the 
absorber region of 750 nm and a surface recombination to diffusivity ratio of 106 cm−1 at 
T = 6 K. Based on the fit of the surface recombination to diffusivity ratio, we estimate a 
surface recombination velocity of 3 × 104 cm/s. The surface recombination parameter 
becomes increasingly less sensitive as its value grows larger and this value is an estimate 
of the lower bound for the true surface recombination velocity. Nonetheless, the large 
surface recombination velocity of our result compared to previous modeling done on 
comparable InAs/GaSb T2SL pn junction photodiodes131 suggests a strong contribution to 
the effective carrier lifetime by the unpassivated surface of the InAs/InAsSb T2SL. This 
suggests that device fabrication methods which avoid etching below the barrier layers 
should be used to optimize device performance. In conjunction with the lifetime measured 
via TRPL, we estimate a hole diffusivity of 3 × 10−2 cm2/s. Using Einstein's relation, a hole 
mobility of 60 cm2/V s is estimated. This value is an order of magnitude larger than the 
vertical hole transport reported recently for InAs/GaSb T2SLs,129 suggesting that the issue 
of hopping transport for holes in our Ga-free T2SL is less severe than for holes in an 
InAs/GaSb T2SL. 

In this thrust we have demonstrated minority carrier diffusion length and lifetime 
characterization using EBIC and TRPL for an nBn device structure utilizing a type-II 
InAs/InAsSb superlattice absorber layer. By studying the dependence of the EBIC data on 



87 

 

the electron beam energy, we were able to characterize the sample's surface recombination 
characteristics as well as the minority carrier diffusion length. When combined with the 
lifetime via TRPL data, we were able to additionally determine the hole vertical mobility 
and diffusivity, providing a comprehensive picture of device performance and excited 
carrier dynamics in Ga-free nBn T2SL detectors. 

5.6. Modification of EBIC for Improved Parameter Extraction (Wasserman, UIUC) 
In principle, the extremely small electron beam spot size of EBIC offers the potential 

for spatially-resolved information of material parameters in active devices. This technique 
has been applied over the past decades to characterize electronic and opto-electronic 
devices, providing valuable information on the electronic properties of the device material 
127, 132.  In comparison to the closely related XBIC133 and LBIC134 measurements (x-ray- 
and laser- beam induced current, respectively), EBIC offers more accurate material 
parameter extraction for materials with short diffusion lengths135 as well as straightforward 
integration with scanning electron microscopes. In practice, however, the EBIC technique 
has limitations. Material parameters are most typically extracted by fitting the 
experimentally obtained EBIC data to a model which uses numerical techniques (Monte 
Carlo simulations) to determine the carrier generation profile130, combined with an 
analytical model of carrier collection126, 132, 136, which together give a predicted current vs. 
position plot for the device under test.  Analytical integration of the product of the carrier 
generation profile and the carrier collection probability, however, requires the use of 
analytical fits to the carrier generation profile, fits which do not accurately reflect the 
numerical simulations, resulting in a loss of spatial resolution for the modelled EBIC, and 
poorer fits to the data.  In addition, the most frequent examples of EBIC modelling fit 
normalized experimental data and modelled results (with fitting parameters of diffusion 
length L and surface recombination velocity to diffusivity ratio, S/D) for a range of electron 
beam energies137 126, 132. By normalizing both experimental and modelled data, these 
approaches look to fit only the shape of the EBIC signal, and omit valuable information 
obtained from the relative magnitude of the EBIC signal as a function of beam currents and 
energies.  This results in uncertainty in the extracted parameters, with broad ranges of L 
and S/D offering similar fits to the experimental data, and thus weakening the significance 
of the extracted data.  For EBIC measurements on bulk materials and large areas or cross-
sections with weak surface recombination and long diffusion lengths, these uncertainties 
are minimized, but this is not the case for more complicated devices, having shorter active 
regions, multiple material layers, and/or significant surface recombination.  By retaining 
both the shape and the magnitude of the EBIC signal, improvements to the fit of the EBIC 
data, as well as improvements to the uncertainty in the extracted data, can be achieved.  In 
addition, the comparison of excited EHP densities (which can be obtained from the beam 
energy and current) and the magnitude of the collected current can provide additional 
insight into carrier dynamics in devices, potentially offering the opportunity to observe 
transitions where carrier lifetimes are changing as a function of excess carrier 
concentration138.  Thus, it is conceivable that a new approach to EBIC modelling, which 
takes into account not only the shape of the EBIC data, but also its relative magnitude, 
would offer the potential to realize the full capability of EBIC.   

One example of the more complex devices mentioned above are the subject of this 
MURI, the strained layer superlattices (SLS) such as InAs/GaSb, InAs/InAsSb and 
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InGaAs/InAsSb, which have attracted significant interests over past decades due to their 
potentially superior performance in detecting mid-wave or long-wave infrared (MWIR or 
LWIR) light1, 9, 139-142. Compared to the already commercialized state-of-the-art mercury 
cadmium telluride (MCT) detectors or quantum well infrared photodetectors (QWIPs), 
SLS detectors have competitive advantages such as a theoretically higher operating 
temperature, a suppression of Auger recombination, and an ability to control the detectors’ 
effective bandgaps by engineering layer thicknesses in a binary system of ternary or 
quaternary alloys1, 141. However, the theoretically superior performance of SLS detectors 
has yet to be demonstrated experimentally or commercially, with material defects and 
growth imperfections considered as the major limiting factors for these infrared detector 
material systems3, 143, 144. Improving the material quality of SLS’s requires techniques to 
characterize and understand the carrier dynamics of this material. However, characterizing 
material quality, and understanding the effect of material quality on device operation, for 
the narrow effective bandgap SLS’s, often consisting of hundreds of alternating layers of 
alternating group V materials, and the potential concerns regarding intermixing, strain, and 
defect formation, requires a multi-pronged approach.  Invaluable information can be 
gleaned from electron microscopy and optical and electronic material and device 
characterization techniques.  In addition, various techniques are already being utilized for 
measuring the minority carrier lifetime of SLS’s 9, 129. However, there is no viable 
technique reported so far to measure the vertical mobility, which is the other most 
important parameter for SLS detectors. EBIC offers a potential approach for characterizing 
both material quality and device operation, measuring the minority carrier diffusion 
characteristics of SLS materials, and has been utilized as a valuable supplemental 
characterization tool for understanding material quality, for instance in InAs/GaSb SLS 
detectors as a function of interfacial layers 125 and for the promising Ga-free InAs/InAsSb 
T2LS material system145.  The latter SLS material system has attracted growing interest 
resulting from demonstrated reductions in dark currents and longer minority carrier 
lifetimes compared to the early versions of SLS detectors employing the InAs/GaSb 
material system, hypothesized to result from the absence of native defects associated with 
Ga-associated defects in the GaSb layers9, 10, 129.  Recently, the introduction of Gallium into 
the InAs layer of InAs/InAsSb SLS’s, has been proposed as a possible improvement to SLS 
detector active region design, and has been experimentally shown to improve the detector 
absorption coefficient due to increased overlap of electron and hole states in the 
superlattice146.  In addition, the InGaAs/InAsSb SLS material system, when compared to 
the Ga-free InAs/InAsSb material system, are theoretically expected to show higher 
vertical hole mobility due to reduced hole effective mass.  However, the diffusion length 
and vertical carrier mobility in these SLS structures, key parameters for understanding 
carrier dynamics and potential device performance in the material system, have yet to be 
investigated. 

In this thrust, we investigate the effect of Ga content in In(Ga)As/InAsSb SLS detector 
devices using a combination of time-resolved photoluminescence (TRPL) and EBIC 
measurements, leveraging a new approach to EBIC parameter extraction. We demonstrated 
that the previous approaches to EBIC modeling leave uncertainty in the fitting parameters 
for SLS materials, and we introduced a new numerical approach to EBIC modeling which 
improves the spatial resolution of our model and reduces the uncertainty in our extracted 
fitting parameters, modeling not only the EBIC lineshape as a function of position, but the 
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magnitude of the EBIC response. We use the latter to better understand the effects of 
nonequilibrium carrier concentration on the minority carrier transport properties, and 
discuss the limitations of EBIC associated with changes in minority carrier lifetime at 
higher nonequilibrium carrier concentrations. We apply our developed numerical EBIC 
modeling technique to understand the behavior of our In(Ga)As/InAsSb SLS’s and discuss 
the agreement and discrepancies between our developed model and experimental results. 
The extracted fitting parameters are compared to those extracted using external quantum 
efficiency measurements performed on the same material with good agreement. 

 
Figure 5.17 Fig. 23. (a) Schematic of the layer structure and device geometry of the 

tested SLS infrared detectors, (b) normalized photoluminescence (PL) spectra of all three 
detectors at 80 K, showing similar cut-off wavelengths for each of the three designs. 
Conduction and valence band profile along with electron and hole minibands for two 
periods of the (c) InAs/InAs0.65Sb0.35, (d) In0.95Ga0.05As/InAs0.65Sb0.35 and (e) 
In0.80Ga0.20As/InAs0.65Sb0.35 SLSs used for the absorber regions. 

Three In(Ga)As/InAsSb based nBn infrared photodetectors, grown by molecular beam 
epitaxy (MBE) on GaSb substrates, were investigated in this work.  From the bottom to 
top, our devices consist of a GaSb buffer layer, a 2µm n-type SLS absorption layer (n-
doped 2 × 1016 cm-3), an undoped 200nm AlGaAsSb electron-blocking barrier layer, and 
a 200nm n-type SLS top contact (n-doped 2 × 1016 cm-3). The three different SLS designs 
are: 17ML InAs/5.5ML InAs0.65Sb0.35 (0% Gallium content), 13ML In0.95Ga0.05As/6.5ML 
InAs0.65Sb0.35 (5% Gallium content), and 8.5ML In0.80Ga0.20As/9ML InAs0.65Sb0.35 (20% 
Gallium content), each designed to be strain balanced and also to have similar effective 
bandgaps. Figure 5.17(a) shows the schematic of the layer structure and device geometry 
of the SLS devices investigated in this work, while Figs. 5.17(c), (d), and (e) show the band 
diagram of two periods of the InAs/InAsSb, In0.95Ga0.05As/InAsSb, and 
In0.80Ga0.20As/InAsSb designs, respectively. 

Samples were initially characterized with a Bruker v80V Fourier transform infrared 
(FTIR) spectrometer, using mid-IR photoluminescence (PL) spectroscopy in an amplitude 
modulation step-scan experiment. Figure 5.17(b) shows the low temperature (80K) PL 
spectra for each sample, indicating similar cut-off wavelengths for the three SLSs detectors 
investigated in this work.   The same samples were also characterized using temperature 
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dependent time-resolved photoluminescence (TRPL).  Here, the as-grown samples were 
pumped with a Q-switched diode-pumped laser emitting ~1ns pulses at λ=1064nm, with 
10kHz repetition rate and varying pulse energies (controlled by neutral density filters at the 
laser output).  The light emitted from the samples is collected with a parabolic mirror, and 
focused onto a high-speed MCT detector (Kolmar Technologies) using a Ge lens (which 
also serves, along with a low-pass 3.6µm filter, to block the scattered pump laser light).  
The output of the MCT detector is collected using a 14-bit LeCroy oscilloscope and the tail 
of the PL emission for all pulse energies is modeled using a single-exponential fit in order 
to extract the low-injection minority carrier lifetime108.  TRPL data is collected from all 
samples for temperatures from 80K to 200K. 

The EBIC measurements were carried out on detector devices whose growth is 
described above, fabricated into mesa structures with solid, continuous metal contact pads, 
as shown in Fig. 5.17(a). For the EBIC measurements, the fabricated devices are cleaved 
through the top contact and mesa, and then mounted in the chamber of a JEOL 7000F 
scanning electron microscope (SEM) such that the cleaved surface is positioned normal to 
the SEM’s electron beam (Fig. 24(a)). The sample substrate is grounded to the SEM mount, 
and the top and bottom contacts to the detector are wire-bonded to ceramic stand-offs, 
connected to BNC cables.  The current collected across top and bottom contacts of the 
device is amplified using a Stanford Research SR570 preamplifier connected via electrical 
feedthroughs in the SEM.  The output of the pre-amplifier is fed into the SEM DigiScan 
control software and a “current image” of the sample is generated. It is important to note 
that this current image includes not only the EBIC signal, but also a DC dark current from 
the sample.  This dark current (measured in the EBIC image as the current far from the 
collection junction) is removed from the final EBIC signal with a uniform background 
subtraction.  The remaining EBIC image is averaged (parallel to the growth plane, along 
the y-direction of Fig. 5.18(a)) to produce an EBIC profile as a function of beam position 
in the growth direction. Each device is measured at temperatures from 80K to 200K with 
beam energies ranging from 10 keV to 30 keV in 5 keV increments. The experimental 
EBIC profile is compared to the modeled profile, which allows for an extraction of the 
minority carrier diffusion length, L, and the surface recombination velocity to diffusivity 
ratio, S/D.    

Our EBIC data is compared to values for the vertical hole mobility extracted from 
external quantum efficiency (EQE) measurements.  First, the EQE of fully reticulated 
single element detectors at different temperatures was measured147 following a standard 
radiometric characterization technique described in Ref. 108. The variation of the 
theoretically expected quantum efficiency with the diffusion length (𝐿𝐿ℎ) for the same set 
of detectors was analytically calculated as described in Ref. 143, using the experimentally 
determined absorption coefficient from the detector materials, measured using the 
technique described in Ref.148.  The diffusion length values at different temperatures were 
then extracted by fitting the experimental EQE data points at corresponding temperatures. 

The power of the EBIC technique is somewhat offset by the significant modeling 
required to extract meaningful values from the experimental data. The EBIC signal, for a 
given electron beam position on the cleaved surface, is proportional to the minority carrier 
collection efficiency of the device junction. In the idealized picture of EBIC, an extremely 
narrow electron beam acts as a point source generator of electron hole pairs (EHPs), and 
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thus for each beam position one can assume a singular collection efficiency. In reality, the 
small spot size, high energy beam of electrons scatters upon reaching the material surface, 
and thus results in an EHP generation volume extending both laterally from the beam 
position (x, along the growth direction and y, along the growth plane) and into the sample 
(z, depth from cleaved surface). Figure 5.18(a) shows the orientation of the electron beam 
on the SLS infrared detector.  We define the probability of collection (𝜑𝜑(𝑥𝑥, 𝑦𝑦, 𝑘𝑘)), as the 
probability that a hole generated at point (𝑥𝑥, 𝑘𝑘) will diffuse to the detector junction and be 
collected as a photocurrent.  The collection probability for EHPs generated at different x 
positions (for the same position of the electron beam, 𝑥𝑥𝑎𝑎) will vary, depending on their 
relative proximity to the junction.  The EHPs’ probability of collection will also vary as a 
function of depth into the sample (𝑘𝑘 ), due to surface recombination effects. Finally, 
𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑘𝑘) can also depend on y, for EBIC measurements close to detector mesa sidewalls, 
on samples with metal aperture contacts, or for samples with inhomogeneous defect 
densities (on a length scale on the order of the width of the carrier generation volume).  The 
efficiency of collection, η(𝑥𝑥𝑎𝑎), is effectively a measure of the EBIC current generated by 
a the EHP generation distribution associated with a beam position 𝑥𝑥𝑎𝑎, and can be calculated 
by taking the volume integral of the product of the probability of collection, 𝜑𝜑(𝑥𝑥, 𝑘𝑘), and 
the electron hole pair (EHP) generation function, 𝑔𝑔𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎,𝑦𝑦, 𝑘𝑘) � EHP

s-cm3�, where the “𝐸𝐸𝑏𝑏” 
subscript indicates the fact that our EHP distribution depends on the electron beam energy.  
The solid metal contact pads, the location of our EBIC measurement (far from the mesa 
sidewalls), and the fact that we see consistent EBIC signals across the lateral range (y-
direction) of the sample cross-sections, enables us to approximate the probability of 
collection in our measurement as having no y-dependence, such that we can integrate our 
three-dimensional (3D) generation function to give a two-dimensional (2D) generation 
function ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 , 𝑘𝑘) = ∫ 𝑔𝑔𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 ,𝑦𝑦, 𝑘𝑘)𝑑𝑑𝑦𝑦∞

−∞ .  For a sample using metal contacts 
with apertures for light transmission, or with defect spacing on the order of the width of 
the generation function, the full 3D generation function would need to be used.  At each 
beam position (𝑥𝑥𝑎𝑎), we solve the integral 

η𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎) =  ∫ 𝑑𝑑𝑥𝑥 ∫ ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎, 𝑘𝑘) 𝜑𝜑(𝑥𝑥, 𝑘𝑘) 𝑑𝑑𝑘𝑘∞
0

+∞
−∞    (12) 

where 𝑥𝑥 = 0 denotes the position of the collection junction (at the barrier/absorber 
interface) and 𝑘𝑘 = 0  the cleaved surface of the device.  The 2D generation function 
ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 , 𝑘𝑘)  is determined numerically using CASINO Monte Carlo software 
simulations for each position (𝑥𝑥𝑎𝑎) across the growth direction of the device, while the 
probability of collection, 𝜑𝜑(𝑥𝑥, 𝑘𝑘), can be derived from the diffusion equation.   

In previous approaches to EBIC modeling, the normalized 2D carrier generation 
function ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 , 𝑘𝑘), is analytically expressed as shown in Equation (12).  

ℎ𝐸𝐸𝑏𝑏(𝑥𝑥, 𝑘𝑘) =  1
𝐻𝐻

exp �− 𝑥𝑥2

𝜎𝜎12
� 𝑘𝑘2 exp �− 𝑧𝑧

𝜎𝜎2
�     (13) 

where H is the normalization factor, σ1 represents the spread of the generation profile in 
the 𝑥𝑥 direction, and 𝜎𝜎2 the spread of the profile in the 𝑘𝑘 direction (both of which have 
empirical dependence on beam energy). Eq. (13) is used to fit the normalized Monte-Carlo 
simulated generation distribution, with the fitting performed in the 𝑥𝑥  and 𝑘𝑘 directions 
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separately.  Figure 5.18(b) and (c) show the Monte Carlo-simulated EHP generation 
profiles in the x and z directions, respectively, for incident electron beam energies of 10 
keV and 15 keV, for the electron beam impinging at 𝑥𝑥𝑎𝑎  =  1 µm (with 𝑥𝑥 =  0 again being 
the barrier/absorber interface).  The analytical fitting functions (ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 , 𝑘𝑘)) for each 
beam energy are plotted as dashed lines in Figure 5.18(b, c).  Comparison between the 
numerically simulated generation distribution and the analytical fitting functions show 
good agreement in the 𝑘𝑘 direction, into the sample. However, the analytical expression for 
the x-dependence (along the growth direction) of the generation profile does not accurately 
capture the strength of EHP generation near the position of the incident electron beam (𝑥𝑥𝑎𝑎).  
To quantify this, we compare the percentage of EHPs generated within the range 𝑥𝑥𝑎𝑎 ±
40𝑛𝑛𝑛𝑛 for both the analytical and numerical generation distributions as a function of beam 
energy.  At low beam energies (10keV), the two approaches are similar (62% vs. 61%), but 
as beam energy increases, the analytical approach diverges from our numerical results: 
37% vs. 30%, 27% vs. 19%, 21% vs. 13% and 17% vs. 10% (numerical vs. analytical) for 
15, 20, 25, and 30 keV beam energies, respectively. In addition, the normalization of the 
beam profiles removes the ability to model the relative amplitude of the EBIC signal as a 
function of beam energy and current.   

Once the generation distribution is calculated, the diffusion equation, describing the 
transport of beam-generated minority carriers, is used to determine the probability of 
collection, 𝜑𝜑(𝑥𝑥, 𝑘𝑘).  Originally, this expression was derived for EBIC modeling of bulk p-
n junction diode devices149, 150 132 and later also used to model SLS p-n junction 
detectors126. The probability of collection expression for SLS nBn detectors must be 
adjusted somewhat, and is given below in Eq. (13)(a-d):  

φ(𝑥𝑥, 𝑘𝑘) = 2𝑆𝑆ℎ
𝜋𝜋𝐷𝐷ℎ

∫ 𝑒𝑒
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𝑏𝑏2 + �
𝑆𝑆ℎ
𝐷𝐷ℎ

�
2

∞
0 𝑑𝑑𝑑𝑑; −0.4 < 𝑥𝑥 < −0.2 µm   (14)(a) 

φ(𝑥𝑥, 𝑘𝑘) = 1; −0.2 < 𝑥𝑥 < 0 µm         (14)(b) 
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0 𝑑𝑑𝑑𝑑;  0 < 𝑥𝑥 < 2 µm  (14)(c) 

φ(𝑥𝑥, 𝑘𝑘) = 0;  𝑥𝑥 > 2 µm        (14)(d) 

As can be seen in the above expressions, the φ(𝑥𝑥, 𝑘𝑘) expression, once integrated over k, 
depends entirely on the minority (hole) carrier diffusion length, 𝐿𝐿ℎ , and the surface 
recombination velocity to diffusivity ratio, 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ . Here the k’s denote discrete solutions 
to the transcendental equation governing the z-dependence of the probability of collection, 
which for thick materials (𝑘𝑘 ≫ 𝐿𝐿) become continuous, resulting in the integrals of Eq. (14)
, as detailed in Ref. 126. In Figure 5.18(d-f), we show contour plots of the probability of 
collection in our SLS structures for various 𝐿𝐿ℎ and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  combinations: 𝐿𝐿ℎ = 0.5 𝜇𝜇𝑛𝑛 and 
𝑆𝑆ℎ 𝐷𝐷ℎ⁄ = 1 μm-1 , 𝐿𝐿ℎ = 0.5 μm  and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ = 10 μm-1 , and 𝐿𝐿ℎ = 1 μm  and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ =
1 μm-1, respectively.  From these plots one can clearly see the effect of higher 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  
values, significantly reducing the probability of collection at the cleaved surface (𝑘𝑘 =
 0 µm), as more of the generated EHPs recombine via surface states before they can be 
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collected. As expected, increases in 𝐿𝐿ℎ broaden the probability of collection towards the 
substrate.  

 
Figure 5.18  (a) EBIC experimental configuration with contour plot of generation 

distribution superimposed over absorber region.  Also shown is a band-structure schematic 
of the detector samples studied.  The Monte Carlo simulation (solid) of, and analytical fit 
(dashed) to, the excited carrier generation distribution created by the electron beam 
(10keV-red and 15keV-blue) of a scanning electron microscope (SEM) plotted as a function 
of the position in the (b) x-direction, integrated in y and z and (c) z-direction, integrated 
over x and y. The modeled probability of collection for an nBn detector plotted for (d) 
𝐿𝐿ℎ = 0.5 μm and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ = 1 μm-1, (e) 𝐿𝐿ℎ = 0.5 μm and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ = 10 μm-1, and (f) 𝐿𝐿ℎ =
1 μm and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ = 1 μm-1 , showing the effect of each variable on the probability of 
collection. 

As described in Eq. (12) above, the integral of the product of the 2D EHP generation 
function, ℎ𝐸𝐸𝑏𝑏(𝑥𝑥 − 𝑥𝑥𝑎𝑎 ,𝑘𝑘), and the probability of collection, 𝜑𝜑(𝑥𝑥, 𝑘𝑘), over the x-z plane, 
returns the efficiency of collection, 𝜂𝜂(𝑥𝑥𝑎𝑎).  The use of the analytical expression for the 
EHP generation function given in Eq. (12) and the probability of collection expressions 
derived from the diffusion equation shown in Eqs. (9), allows for an analytical expression 
to be derived for the collection efficiency 𝜂𝜂𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎),126 significantly simplifying the EBIC 
modeling process.  However, because both the EHP generation function and the probability 
of collection are typically normalized, the resulting 𝜂𝜂𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎) does not reflect the relative 
changes in 𝜂𝜂𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎) with changing beam energy and current.  In addition, as mentioned 
earlier, while the analytical expressions for generation distribution allow for a final 
analytical expression for 𝜂𝜂𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎), they do not offer an entirely accurate picture of the 
actual EHP generation distribution, especially in the lateral (𝑥𝑥 and  𝑦𝑦) directions. This can 
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lead to weaker fits to the data, and thus slightly more uncertainty in the extracted values 
for 𝐿𝐿ℎ and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ . 

With the rapid recent increases in computational speed and power, an analytical 
approach to EBIC modeling may no longer be the only suitable technique for parameter 
extraction. To demonstrate this, we developed a technique for our EBIC modeling which 
leverages a numerical approach to solve Eq. 7.  Our Monte Carlo simulations effectively 
return a volumetric distribution of EHP generation, ℎ𝐸𝐸𝑏𝑏�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑎𝑎 , 𝑘𝑘𝑗𝑗�, for some number of 
incident high energy electrons (N, typically in the 10’s of thousands).  Using the recorded 
beam current (𝐼𝐼𝑏𝑏𝑏𝑏𝑎𝑎𝑚𝑚, measured by a Faraday cup) for each beam energy, we can determine 
the EHP generation rate as a function of position, 𝐺𝐺𝐸𝐸𝐻𝐻𝑃𝑃�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑎𝑎, 𝑘𝑘𝑗𝑗� =
ℎ𝐸𝐸𝑏𝑏�𝑥𝑥𝑖𝑖−𝑥𝑥𝑜𝑜,𝑧𝑧𝑗𝑗�𝐼𝐼𝑏𝑏𝑠𝑠𝑠𝑠𝑏𝑏

𝑁𝑁𝑏𝑏
[EHPs/s], where e is the charge of an electron.  Using this Monte Carlo-

simulated generation distribution, as opposed to the analytical fit of Eq. (13), we can 
perform a numerical integration by dividing our device into discrete differential volumes 
and summing the current contributed to the total EBIC signal from each of these differential 
volumes (Eq. (14)(a)), which we can use to determine the EBIC current (𝑖𝑖𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎)) and 
normalized EBIC current (𝐼𝐼𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎)) as a function of position (Eq. (14)(b)): 

η𝐸𝐸𝑏𝑏(𝑥𝑥𝑎𝑎) =  ∑ ∆𝑥𝑥�𝑖𝑖+∞
𝑖𝑖=−∞ ∑ ℎ𝐸𝐸𝑏𝑏�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑎𝑎, 𝑘𝑘𝑗𝑗� 𝜑𝜑�𝑥𝑥𝑖𝑖, 𝑘𝑘𝑗𝑗� ∆𝑘𝑘𝑗𝑗+∞

𝑗𝑗=0   (15)(a) 

𝐼𝐼10𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎) = η10𝑏𝑏𝑠𝑠𝑘𝑘(𝑥𝑥𝑜𝑜)𝐼𝐼𝑏𝑏𝑠𝑠𝑠𝑠𝑏𝑏(10𝑏𝑏𝑏𝑏𝑘𝑘)
𝑁𝑁𝐴𝐴𝑏𝑏𝑜𝑜𝑚𝑚

= 𝑖𝑖10𝑏𝑏𝑠𝑠𝑘𝑘(𝑥𝑥𝑜𝑜)
𝐴𝐴𝑏𝑏𝑜𝑜𝑚𝑚

  ,   𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐼𝐼10𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥 = 0) = 1 (15)(b) 

 

Figure 5.19 Contour plot of the normalized fit 
error between the low beam energy 
experimental data and modeled EBIC data 
obtained using (a) analytical and (b) numerical 
integration approaches as a function of the 
fitting parameters 𝐿𝐿ℎ  and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ .  The 
experimental data used comes from the 
InAs/InAsSb SLS device at 120 K. The 
calculated fit error for each approach, (a) 
analytical and (b) numerical integration, is 
normalized to the same value.  In the plots 
above, we use the maximum calculated fit error 
of the numerical integration approach (b) 
across the parameter space investigated (the 
axes of our contour plots), as our normalization 
constant.  Red lines show normalized 
SSE=0.02, for comparison of fit uncertainty. 

The fitting process then begins by looking at the lowest energy electron beam data.  For 
our initial fitting, we normalize both our modeled and experimental data such that 
𝐼𝐼10𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎 = 0) = 1 , using scaling factors 𝐴𝐴𝑚𝑚𝑎𝑎𝑚𝑚  and 𝐴𝐴𝑏𝑏𝑥𝑥𝑝𝑝(10keV) , respectively.  We 
evaluate the numerical sum in Eq. (15)(a), and the scaling of Eq. (15)(b), for a range of 𝐿𝐿ℎ 
and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  values, and then measure the fit error by summing the square of the deviation 
of our modeled current to the experimental current.  Figure 5.19 shows the contour plot 
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generated from this fitting process for both the analytical (Figure 5.19(a)) integration and 
the numerical (Fig. 5.19(b)) summation approaches, in this case using our data from the 
InAs/InAsSb SLS device at 120 K as representative data.   
 

A number of features can be observed from the comparison offered by Figure 5.19.  
First, we see that the effect of the 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  parameter on our fit quality is minimal, 
particularly for low 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  values (< 0.1μm-1).  This is to be expected, as once the surface 
recombination is slower than the diffusion of carriers toward the junction (effectively the 
carrier lifetime 𝜏𝜏𝑝𝑝 ), one would not expect surface recombination to have a significant 
quantitative effect on the model.  In addition, we do observe a narrower range of our fit 
quality when we utilize the numerical integration technique, suggesting at least a slight 
reduction in the uncertainty of the extracted 𝐿𝐿ℎ term, presumably a result of the improved 
spatial resolution offered by employing the raw output of our Monte Carlo simulations, as 
opposed to the analytical fit to this simulation.  

Once the best fit for the 𝐿𝐿ℎ  and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  parameters are obtained for the low energy 
electron beams, we model the higher beam energies by inserting the 𝐿𝐿ℎ  and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄ , 
extracted for low beam energies, into the expression for 𝜑𝜑�𝑥𝑥𝑖𝑖, 𝑘𝑘𝑗𝑗� , and now using 
generation distribution,  ℎ𝐸𝐸𝑏𝑏>15𝑏𝑏𝑠𝑠𝑘𝑘�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑎𝑎 ,𝑘𝑘𝑗𝑗� obtained for the higher beam energy, and 
the beam current measured for the higher beam energy conditions, we calculate the new 
EBIC curve.  For a beam energy of 20keV, this would appear as: 

 

Figure 5.20 Experimental and modeled 
EBIC data for InAs/InAsSb detector 
device at 120 K for beam energies of 10 
keV and 15 keV.  (a) Experimental data 
(solid) and modeled fit using analytical 
expression for h_(E_b ) (x -̃x_o,z ̃ ) 
(dashed), with experimental and 
modeled data normalized for each beam 
energy. (b)  Experimental data (solid) 
and modeled fit using numerical 
expression for h_(E_b ) (x ̃_i-x_o,z ̃_j ) 
(dashed), with modeled and 
experimental data for 15 keV is scaled 
by A_mod and A_Exp, respectively, 
which were determined by fitting to the 
10 keV data.  The averaged fit error 
(SSE) for each approach is shown in 
each plot. 
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𝐼𝐼20𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎) = η20𝑏𝑏𝑠𝑠𝑘𝑘(𝑥𝑥𝑜𝑜)𝐼𝐼𝑏𝑏𝑠𝑠𝑠𝑠𝑏𝑏(20𝑏𝑏𝑏𝑏𝑘𝑘)
𝑁𝑁𝐴𝐴𝑏𝑏𝑜𝑜𝑚𝑚𝐼𝐼𝑏𝑏𝑠𝑠𝑠𝑠𝑏𝑏(10𝑏𝑏𝑏𝑏𝑘𝑘)

,𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑤𝑤 𝐼𝐼20𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎 = 0) ≠ 1  (16) 

The result of this approach is an EBIC curve scaled in amplitude (due to the changes 
in 𝐼𝐼𝑏𝑏𝑏𝑏𝑎𝑎𝑚𝑚 and η𝐸𝐸𝑏𝑏>15𝑏𝑏𝑏𝑏𝑘𝑘), with only slight changes in EBIC profile shape resulting from the 
change in the carrier generation distribution at higher beam energies.  The immediate and 
clear benefit of this approach is the ability to model not only the change in the EBIC profile, 
but the amplitude as well.  Figure 5.20(a) shows, for 10 keV and 15 keV beam energies, 
the comparison of our normalized experimental data to the normalized EBIC model using 
the analytical fit to the carrier generation profile. Thus for the data of Figure 5.20(a), we 
scale both our modeled and experimental 𝐼𝐼𝐸𝐸𝑏𝑏(𝑥𝑥) such that, once again, 𝐼𝐼10𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎 = 0) =
𝐼𝐼15𝑏𝑏𝑏𝑏𝑘𝑘(𝑥𝑥𝑎𝑎 = 0) = 1, and in doing so lose any information regarding the relative strengths 
of the EBIC signals.  In Figure 5.20 (b), however, we show the comparison of modeled and 
experimental data using our numerical approach (Eq. (16)).  Here, the experimental data is 
scaled by the very same factor as our 10 keV data, 𝐴𝐴𝑏𝑏𝑥𝑥𝑝𝑝(10keV), while the scaling of our 
modeled data uses both the same factor as our 10 keV model, 𝐴𝐴𝑚𝑚𝑎𝑎𝑚𝑚 , as well as the 
additional scaling coming from the change in the beam current. Thus, the change in the 
magnitude of the modeled EBIC profile results from measurable experimental parameters 
(beam energy and current), more accurately reflecting the change in experimental 
parameters with increasing beam energy.  The advantage of this approach can be clearly 
seen in Figure 5.20(b), where we observe excellent fits to both the shape and magnitude of 
the EBIC profile.  As is indicated in Figure 5.20, our averaged sum of squared error (SSE) 
for the 10 keV and 15 keV data improves from 0.0577 to 0.0346 using our numerical EBIC 
approach.  At higher beam energies, the normalized EBIC model will give better fits, for 
reasons discussed later.   

Our approach to EBIC modeling not only offers improved fitting to the experimental 
data with decreased uncertainty in the extracted values of 𝐿𝐿 and 𝑆𝑆 𝐷𝐷⁄ , but also allows us to 
predict the amplitude of the EBIC signal for increasing beam energies, as we can see in 
Figure 5.20(b).  This will provide us with additional valuable data points for understanding 
EBIC measurements of our samples.  Below we discuss the results from the samples 
investigated, and benefits and challenges of the EBIC modeling technique described above.  

5.7. Comparison of EQE and EBIC approaches (Wasserman, UIUC) 
While the results from the EBIC measurement provide diffusion lengths for our devices 

as a function of temperature, a more holistic understanding of minority carrier transport is 
achieved when the extracted diffusion lengths are combined with minority carrier lifetimes 
(𝜏𝜏𝑝𝑝 ), allowing for the calculation of the hole diffusivity (𝐷𝐷ℎ ) and, using the Einstein 
relation, minority carrier vertical mobility (𝜇𝜇ℎ): 

𝐷𝐷ℎ = 𝐿𝐿ℎ2 𝜏𝜏𝑝𝑝�    ,   𝜇𝜇ℎ = 𝑞𝑞𝐷𝐷ℎ 𝑑𝑑𝑘𝑘⁄     (17) 

  Time-dependent photoluminescence (TRPL) spectroscopy allows for the 
measurement of the minority carrier lifetime in the low injection regime, where typical IR 
detectors operate. The full expression for carrier lifetime in a SLS is most accurately 
expressed as129:  
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𝜏𝜏−1 = (𝑎𝑎𝑜𝑜+𝛿𝛿𝑎𝑎)
𝜏𝜏𝑝𝑝𝑜𝑜(𝑎𝑎𝑜𝑜+𝛿𝛿𝑎𝑎)+𝜏𝜏𝑛𝑛𝑜𝑜𝛿𝛿𝑎𝑎

+ 𝐵𝐵(𝑛𝑛𝑎𝑎 + 𝛿𝛿𝑛𝑛) + 𝐶𝐶𝑎𝑎(𝑛𝑛𝑎𝑎 + 𝛿𝛿𝑛𝑛)2   (18) 

Where 𝛿𝛿𝑛𝑛 is the excess carrier concentration, 𝜏𝜏𝑝𝑝𝑎𝑎 and 𝜏𝜏𝑎𝑎𝑎𝑎 are the minority and majority 
carrier Shockley-Read-Hall (SRH) lifetimes, 𝐵𝐵 is the bulk radiative coefficient, and 𝐶𝐶𝑎𝑎 is 
the Auger recombination coefficient.  For low injection, 𝛿𝛿𝑛𝑛 ≪ 𝑛𝑛𝑎𝑎 , and lightly doped 
material ( 𝑛𝑛𝑎𝑎 < 2.5 × 1015 cm−3 ), the minority carrier lifetime is dominated by the 
contributions from SRH and radiative recombination, and can be described by a single 
value for lifetime (independent of excess carrier concentration).  Recent result have 
demonstrated that for more highly doped material (𝑛𝑛𝑎𝑎 > 2.5 × 1015 cm−3 ), the low 
injection lifetime is dominated by Auger recombination, though the resulting TRPL data 
can still be fitted with a single exponential151.  Figure 5.21 shows the TRPL results from 
all of our samples for temperatures of 80K, 120K, 160K, and 200K, using a single-
exponential fit to the tail of the TRPL data, from which we can extract the temperature 
dependent carrier lifetime. From this data we observe decreasing carrier lifetimes with 
increasing Ga content of our samples, with the 0% Ga sample showing a factor of 2 or 
greater lifetime than the 20% Ga sample across the entire temperature range investigated.  
All samples display similar decreases in minority carrier lifetimes as a function of 
temperature, an indication that the extracted carrier lifetime is an Auger-limited lifetime, 
as opposed to resulting from SRH recombination, as would be expected at our intended 
doping concentrations of 𝑛𝑛𝑎𝑎 = 2 × 1016 cm−3 . 108 The observed decrease in carrier 
lifetime with increased Ga concentration, in a more lightly doped SLS, could indicate the 
presence of additional defects associated with Ga in our SLS’s.  Alternatively, the decrease 
in lifetime with increasing Ga could result from the increased overlap between electron and 
hole wavefunctions in the InGaAs/InAsSb SLS material system152, and thus shorter 
radiative recombination times. However, low-injection lifetimes in our material system, as 
discussed above, are most likely Auger-limited.  Thus, from the lifetime data alone, it 
cannot be said that the presence of Ga either introduces non-radiative recombination 
centers or improves radiative lifetimes in the SLS structure. The decrease in lifetime as a 
function of Ga content is more likely a result of changes in the Auger lifetime of our highly 
doped samples, an effect we will discuss below.    

 

Figure 5.21 FIG. 27: Time-
resolved photoluminescence 
(TRPL) signals (scatter) from 
InAs/InAs0.35Sb0.65 (red), 
In0.95Ga0.05As/InAs0.35Sb0.65 
(blue), and 
In0.80Ga0.20As/InAs0.35Sb0.65 
(green), detector samples at (a) 
80K, (b) 120K, (c) 160K, and (d) 
200K, with exponential fittings 
(solid lines) and the extracted 
low-injection carrier lifetimes 
shown for each temperature and 
sample. 
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Extracting our temperature dependent lifetime from the TRPL measurements (Fig. 
5.21(a)), and our temperature-dependent diffusion length from the numerical model of the 
EBIC measurement (Fig. 5.22(b)), we are able to measure the vertical hole mobility for 
each of the SLS samples as a function of temperature.  Figure 5.22(c) shows the resulting 
temperature dependent vertical hole mobility for all three of our samples, where the 
uncertainty shown in our data is determined using the 𝑆𝑆𝑆𝑆𝐸𝐸 < 0.02 metric depicted in Fig. 
5.19.   

In a separate analysis, the hole diffusion lengths for the same set of samples were 
determined by fitting the experimental external quantum efficiency (EQE) of the detectors 
to the theoretically expected EQE at temperatures in the same range (80 -200K).  The EQE 
experimental approach is detailed in Ref. 144, and requires careful absorption and reflection 
measurements with a (spatially and spectrally) well-calibrated IR light source, and accurate 
current measurements, which when combined with an analytical model, allow for the 
extraction of the minority carrier diffusion length.  Using those values of 𝐿𝐿ℎ and the TRPL 
lifetime values, another set of values for the vertical hole mobility was obtained. We 
compare these results in Figure 5.22 and both approaches show vertical hole mobilities 

increasing as a function of temperature.  In addition, both the EQE and EBIC techniques 
show increasing mobility, at all temperatures, for increasing Ga content in the SLS 
samples.  Finally, we also observe a significantly stronger temperature dependence for the 
0% Ga SLS sample (a factor of ~20) than the 5% and 20% Ga samples (factors of 4 and 5, 
respectively) across the T=80K to T=200K range of temperatures investigated. 

 

Figure 5.22 FIG.28. (a) Plot of 
minority carrier lifetimes at low 
injection levels as a function of 
temperature for the InAs/InAsSb 
(red), In0.95Ga0.05As/InAsSb (blue), 
and In0.80Ga0.20As/InAsSb (green) 
samples. (b) Extracted minority 
carrier diffusion lengths (𝐿𝐿ℎ ) for 
InAs/InAsSb (red), 
In0.95Ga0.05As/InAsSb (blue), and 
In0.80Ga0.20As/InAsSb (green) 
samples. (c) Vertical hole mobility 
for both InAs/InAsSb (red), 
In0.95Ga0.05As/InAsSb (blue), and 
In0.80Ga0.20As/InAsSb (green) 
samples, as determined by EBIC 
(solid) and EQE (dashed) 
techniques. 
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The increase in vertical carrier mobility with increasing Ga content can be understood 
by recalling that a primary benefit of the addition of Ga to the InAs layers of an 
InAs/InAsSb SLS is the increase in the wavefunction overlap between electron and hole 
states in the SLS152.  This overlap is caused not only by the weaker quantization of the 
states in the conduction band (due to the decrease in conduction band offset between the 
InAsSb and the In(Ga)As), but also from the decrease in thickness of the In(Ga)As barriers 
between the hole states in the InAsSb, which allows increased extension of hole states into 
the In(Ga)As hole barriers (which for the 20% Ga sample are only 8.5ML thick), and thus 
improved vertical transport.  Band structure calculations of the vertical hole effective mass 
indicated that the effective mass decreased from 2.97mo to 1.49 mo as the gallium 
composition was increased from 0 to 20%.  These calculations do not take into account 
intersubband scattering effects153, which could explain the discrepancy between the 
expected change in mobility and the actual change. 
 

Previous approaches to EBIC 
modeling searches for the 
optimized fitting parameters (𝐿𝐿 
and 𝑆𝑆 𝐷𝐷⁄ ) which most accurately 
fit the EBIC profiles (lineshapes) 
for all beam energies.  The 
argument for this approach is that 
at higher beam energies, the 
carrier generation volume probes 
deeper into the device, 
essentially providing a variation 
in the effective depth of the 
average EHP generated.  Finding 
the optimized fitting parameters 
for all beam energies is thus 
argued to offer the ability to 
extract a more accurate 𝑆𝑆 𝐷𝐷⁄  
value.  However, for many 
material systems, large 
variations in the 𝑆𝑆 𝐷𝐷⁄  value have 
little to no effect on the accuracy 
of the fit to EBIC data, as can 
clearly be observed in Fig. 5.19.  
In fact, for the normalized EBIC 
fittings, many different 
combinations of 𝐿𝐿  and 𝑆𝑆 𝐷𝐷⁄  
values can produce very similar 
EBIC profiles, with a greater 
uncertainty in the extracted 

diffusion length. At the same time, by focusing solely on the EBIC profile, it is possible 
that this technique discards valuable information which could be extracted from the relative 

 
Figure 5.23 29. (a) Experimental (solid) and modeled 
(dashed) EBIC profiles for InAs/InAsSb SLS at T=120K 
as a function of beam energy.  Difference between 
modeled and experimental beam current at the SLS 
junction (𝑥𝑥 = 0 ) for the (b) InAs/InAsSb and (c) 
In0.95Ga0.05As/InAsSb, and (d) In0.80Ga0.20As/InAsSb 
SLS’s as a function of beam energy for all 
temperatures investigated.  
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magnitudes of the EBIC profiles. Using our scaled EBIC fittings, however, not only do we 
decrease the uncertainty in extracted 𝐿𝐿ℎ and 𝑆𝑆ℎ 𝐷𝐷ℎ⁄  for a given experimental condition, we 
are able to use the relative magnitude of our modeled EBIC signal to obtain improved fits 
and qualitative information regarding the performance of our devices as a function of 
excess carrier concentration.   

Figure 5.23(a) shows the scaled fits to our EBIC data for the 0% Ga SLS sample at 
120K for all of the beam energies investigated in this work, in addition to the 10 and 15 
keV data already presented in Figure 5.20(b).  The fits to our experimental data become 
progressively poorer as we move to higher beam energies.  We can understand this effect 
by returning to our expression for carrier-dependent lifetime in Eq. (18), which indicates 
that for higher carrier concentrations, we would expect a decrease in the average lifetime 
of excited carriers due to increased Auger recombination, regardless of whether our SLS 
minority carrier lifetime is Auger- or SRH-limited at low excess carrier concentrations.  A 
higher beam energy results in not only a broader carrier generation distribution, but also 
significantly higher carrier concentration (which is also affected by beam current).  Thus, 
it would be expected that as we increase beam energy (and/or current), we would observe 
an increased deviation from our EBIC model (which we fit to the low beam energy data). 

In fact, the deviation from our fit offers qualitative information regarding the carriers 
effectively “lost” to increased recombination rates (Auger) in our experiment.  Figure 
5.23(b), (c), and (d) show the difference between our scaled experimental and modeled 
EBIC signal at the SLS junction (𝑥𝑥 = 0) for the samples studied in this work.  A largely 
monotonic increase in the deviation is observed for all samples at all temperatures (with 
the exception of one outlier data point: the 160K, 20keV data for the InAs/InAsSb SLS).  
In addition, we observe a weaker increase in the difference between our model and our data 
for the 0% Ga SLS than for the 5% Ga SLS, and significantly weaker than the 20% Ga 
SLS, whose experimental EBIC signal is far smaller than that predicted by our model. 
These results suggest that the effects of additional, carrier concentration-dependent, 
recombination mechanisms are correlated with increasing Ga content in our SLS structures. 
As Auger recombination is known to be quenched by increased quantization of charge 
carriers, the stronger signature of Auger recombination observed with increasing Ga 
content could be attributed to the decreasing conduction band offset and thus weaker 
quantization of conduction band electrons with increasing Ga content. Measuring the 
change in the difference between the modeled and experimental EBIC signal provides only 
a qualitative measure of the change in carrier lifetime.  Future efforts will attempt to 
develop a quantitative understanding of this measure using samples with a clear transition 
between SRH and Auger limited lifetimes. 

Previous approaches to EBIC modeling thus not only miss valuable information 
obtained from the relative magnitudes of the EBIC signal and model, but potentially could 
result in inaccurate parameter extraction.   These approaches attempt to fit EBIC data from 
all beam energies simultaneously, including the higher beam energy data, where carrier 
lifetimes can be very different than for lower beam energy excitation. While this approach 
may be sufficiently accurate for materials with long diffusion lengths and relatively 
constant carrier lifetimes (small Auger coefficients), for materials with shorter diffusion 
lengths and larger Auger coefficients (such as narrow bandgap semiconductors), the fit to 
the data then may not accurately reflect the device parameters for typical operating 
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conditions (low excess carrier concentration).  Though our improved EBIC modeling 
technique is thus far only able to extract qualitative information regarding the behavior of 
our devices as a function of carrier concentration, future efforts will look to develop a more 
quantitative approach to understand the effects of beam energy (and/or current) on the 
EBIC profiles of our narrow bandgap materials.  In particular, we will look to investigate 
beam energy dependence of devices as a function of background doping.  In doing so, we 
will look to observe the transition between SRH- and Auger-limited lifetimes, either by 
control of beam energy or doping, and use this data to develop quantitative modeling 
techniques to extract device parameters as a function of excess carrier concentration.   

In the final year of this program we developed a technique for modeling electron beam 
induced current measurements which offers improved fitting to experimental data, lower 
uncertainty in parameter extraction, and qualitative information on carrier dynamics as a 
function of carrier concentration.  Our approach utilizes Monte Carlo-simulated carrier 
generation distributions combined with an expression for carrier diffusion modified for the 
devices investigated, with a numerical integration to obtain a modeled EBIC profile which 
more accurately fits our experimental data.  We use the modified EBIC model to extract 
minority carrier diffusion length and the surface recombination velocity to diffusivity ratio 
for In(Ga)As/InAsSb strained-layer superlattice detectors with 0, 5, and 20% Ga content. 
Though we use the presented technique to measure vertical hole mobility in narrow 
bandgap SLS materials with nBn detector architectures and diffusion dominated transport, 
our approach could well be adapted for lateral mobility studies (plan view) or for studying 
alternative material systems and/or detector architectures, with adjustments to the 
probability of collection expression (Eqn. (14)) and our Monte Carlo simulation 
parameters.  Together with time-resolved photoluminescence (TRPL) measurements, we 
use our EBIC technique to extract the temperature dependent mobility of our samples. We 
observe increasing hole mobility as a function of the temperature, and higher mobilities for 
the InGaAs/InAsSb devices than the InAs/InAsSb device at all temperatures. In addition, 
we compare the deviation of our modeled EBIC response from the experimental data, and 
use this discrepancy to qualitatively understand the effect of additional recombination 
mechanisms, or changes in the existing recombination rates, in our samples.  The 
In(Ga)As/InAsSb SLS material system provides the opportunity to investigate the effects 
of electron/hole wavefunction overlap in narrow bandgap materials by control of Ga 
content in the In(Ga)As layers.  The extracted temperature dependent mobility and beam-
energy dependent current amplitudes for our samples are discussed using the framework 
of wavefunction overlap and carrier quantization, and offer an understanding of the effects 
of bandstructure design on carrier dynamics in the SLS material system.  The presented 
work offers an approach to electron beam induced current measurements and parameter 
extraction with improved fitting of the experimental data, lower uncertainty and the 
potential for measuring device properties as a function of injection regime.  While in this 
work we investigate narrow bandgap SLS materials, the approach presented is applicable 
to the investigation of a wide range of semiconductor-based electronic and optoelectronic 
devices. 

5.8. InSb interfacial treatment improves the strain balance and reduces large strain 
fluctuations in the InAs/GaSb T2SL (Zuo, UIUC) 
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We investigated the structural effects of the interfacial treatment using a thin layer of 
InSb in the InAs/GaSb SLs. The composition and strain of the SLs with and without the 
interfacial treatment were studied by atomic resolution STEM and EELS. By correlating 
composition with strain, we found that the interfacial treatment reduces the amount of 
GaAs bonds at the Sb-Ga-As-In interfaces and leads to a symmetric interface strain profile 
and reduces large strain fluctuations near the interface. 

Two InAs/GaSb T2SLs are studied here; both were grown by MBE at IQE (Bethlehem, 
PA). They are named as sample A (IFA, with no interfacial treatment) and sample B (IFRA, 
with interfacial treatment). These samples were characterized by EBIC in Section 5.4. Both 
samples consist of a 500 nm thick p-doped GaSb bottom electrode grown on the GaSb 
substrate, and the InAs/GaSb T2SLs on top of the GaSb. The T2SLs are designed to 
achieve the cutoff wavelength of about 11 μm. It is comprised of 4.5 nm InAs and 2.4 nm 
GaSb, which is repeated for 80 periods for a p-doped superlattice, followed by 300 periods 
of an absorber region, and 80 periods of an n-doped superlattice. For sample B with 
interfacial treatment, a thin InSb layer (~ 2.4 Å) was intentionally forced on top of the 
GaSb layer before growing InAs.  

The specimen for the cross-sectional STEM observation was prepared by mechanical 
polishing, followed by Ar ion milling at 3.0 and 2.0 kV at the glancing angle of 6˚ for 
electron transparency. HAADF imaging, using a Nion UltraSTEM, which is equipped with 
a spherical aberration corrector, was operated at 100 kV to obtain atomic resolution images 
of InAs/GaSb T2SLs and to perform EELS (electron energy loss spectroscopy) analysis. 
The atomic resolution images were later used to measure strain on the atomic scale. The 
convergence semi-angle of the electron beam of 31 mrad, and the detector cutoff angles of 
86-200 mrad were used for HAADF imaging. EELS data were acquired using the Gatan 
Enfina EELS installed on the Nion UltraSTEM. The spectra covered the energy loss signals 
for every element in the InAs/GaSb T2SLs.  
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Figure 5.24 Strain maps of sample (a) A (IFA) and (b) B (IFRA), obtained by averaging 
strain maps from cation and anion sub-lattices. Corresponding averaged strain profiles 
for sample (c) A and (d) B are shown. 

 To quantify the HAADF images, we constructed separate cation and anion lattice 
images using the peak separation method described in Ref. 39. Briefly, in this technique, 
each dumbbell feature in the recorded HAADF image along the [110] direction is fitted 
with two Gaussian peaks, resulting in separate fitted images for cation and anion lattices. 
By subtracting fitted image consisted of only anions or cations from the original image, 
separate images with cations or anions can be obtained. Since this method leaves only one 
type of atomic columns, whose intensity is not affected by the neighboring atomic columns, 
precise measurements of atomic column positions can be successfully made. The positions 
of every atomic column in cation and anion sub-lattices are located by the correlation based 
technique based on template matching (TeMA).56 The detailed procedure of peak 
separation method and strain mapping using TeMA is explained in elsewhere.39 

 Figure 5.24(a) and (b) shows the strain maps of sample IFA and IFRA, respectively. 
These are the representative stain maps obtained by averaging the strain maps from cation 
and anion lattices (Strain maps for separate sub-lattices are discussed later in Figure 5.25). 
The strain profiles along the growth direction also plotted in Figure 5.24(c) and (d). The 
strain measured here is based on the out-of-lattice mismatch between the film and the 
reference, a GaSb bottom electrode, expressed by ɛ⏊ = (𝑎𝑎𝑓𝑓

⏊ − 𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏)/ 𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏, where 𝑎𝑎𝑓𝑓
⏊ 

and 𝑎𝑎𝐺𝐺𝑎𝑎𝑆𝑆𝑏𝑏  are the out-of-plane lattice constant of the deposited film and the bulk lattice 
constant of GaSb, respectively. From the equation 𝑎𝑎𝑓𝑓

⏊ = 𝑎𝑎𝑓𝑓(1− 2𝑣𝑣𝑓𝑓/(1− 𝑣𝑣𝑓𝑓))ɛ𝑓𝑓ǁ , where 
𝑎𝑎𝑓𝑓, 𝜈𝜈𝑓𝑓  are the bulk lattice constant of the film and Poisson ratio and ɛ𝑓𝑓ǁ  is in-plane strain of 
the film, the out-of-lattice constants of stoichiometric InAs, GaSb, GaAs, and InSb 
epitaxially grown on GaSb are found to be 6.0174, 6.0959, 5.2429, and 6.8978 Å, 
corresponding to the strain values (ɛ⏊) of -1.29, 0, -13.99, and 13.15 %, respectively. 

 The strain value in the nominal GaSb inside the superlattice of sample IFA (Figure 
5.24(a)) is positive with the maximum strain of ~ 2 % although the stoichiometric GaSb 
grown on GaSb should have zero strain. Since As segregation into GaSb leads to smaller 
lattice constant than that of bulk GaSb, we concluded that the positive strain value in the 
nominal GaSb results from In segregation during MBE growth. At interfaces between InAs 
and GaSb, negative strain values are found. The strain at InAs-on-GaSb interfaces, in 
particular, is more negative than that at GaSb-on-InAs interfaces (see red arrows in Figure 
5.24(c)). The negative strain arises from the short chemical bonding distance, which 
indicates the interfacial bonds of low atomic number elements. Therefore, the more 
negative strain at InAs-on-GaSb interfaces represent that these interfaces contain a larger 
amount of Ga-As bonds than GaSb-on-InAs interfaces, resulting in asymmetric interfacial 
strain.  

 The strain distribution in sample IFRA (Figure 5.24(b)) shows several features that 
are different compared to that in sample IFA. The strain profile inside the nominal GaSb 
is altered by the insertion of thin forced InSb layer whose location is indicated by the red 
arrows in Figure 5.24(d). Due to a relatively large lattice constant of InSb, the stain near 
the top of the nominal GaSb shows the positive strain peak, which is distinctly different 
from sample A, where the positive strain is peaked in the middle of the nominal GaSb with 
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gradual decrease as it grows. Another interesting feature in the strain map of sample B is 
the removal of large negative strain peak (~ -3 %) near InAs-on-GaSb interfaces, indicating 
the reduction of the amount of Ga-As bonds.  

 Lastly, we performed monolayer-by-monolayer strain analysis on the strain maps. 
Figure 5.25 shows sub-lattice strain maps for sample IFA and IFRA and averaged strain 
profiles along the out-of-plane direction, obtained using separate sub-lattice images in Fig. 
2. The strain variation (σ) in each monolayer is partially attributed to the measurement 
precision. We calibrated the measurement precision by using the standard deviation of the 
measured strain in the GaSb bottom electrode, which has a uniform composition and gives 
the measured σ at ~ 3 pm . The statistical analysis of strain in each monolayers allows a 
measurement of strain fluctuations, where the abnormally large strain deviations from the 
average strain can be detected. Specifically, we have marked these monolayers contain 
strain values lying outside 3σ from the mean strain and marked by white circles in strain 
maps and red dots in strain profiles. The detailed procedure for this method is presented 
elsewhere.154 For statistics, two regions (I and II) from sample IFA and two regions (III 
and IV) from sample IFRA are examined.  

 
Figure 5.25 Strain maps and averaged strain profiles from cation and anion sub-lattice 

images of sample A (IFA) and B (IFRA). The white circles in each strain map and red dots 
in each strain profile indicate where the large strain deviation is detected. 

The number of locations with large atomic displacements in sample IFA are 10 and 14 
from anion and cation sub-lattices, respectively, while 8 and 7 are identified from anion 
and cation sub-lattices in sample IFRA within the same field-of-view as sample IFA. These 
result indicates that interface engineering helps to reduce the concentration of large strain 
fluctuations from the point defects in T2SLs.  

Previous studies have identified that the device performance of InAs/GaSb T2SLs is 
largely limited by short minority carrier lifetime, which is due to the Shockley-Read-Hall 
recombination mediated by native defects.3, 100, 155 Using the same T2SLs studied in this 
work, Zuo et al.125 previously reported that the InSb-like interface formation at InAs-on-
GaSb interfaces significantly enhances the minority carrier lifetime and subsequently 
lowers the dark current level.  
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The above strain analysis confirms that interface engineering successfully reduced the 
amount of Ga-As bonds near InAs-on-GaSb interfaces and resulted in a symmetric strain 
profile across interfaces. Interface engineering also improves the strain uniformity in both 
InAs and GaSb, which is evidenced by smaller standard deviation of strain values in each 
constituent layer of sample IFRA. In particular, the strain uniformity in the nominal InAs 
of sample IFRA is significantly improved by > 0.2 %, which can be verified as uniform 
green color in the strain map of sample IFRA (see Figure 5.24(b)).  
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