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1. SUMMARY

The focus of the research was to expand the capabilities of predictive controllers, including 
parameter governors, Nonlinear Model Predictive Controllers (NMPC) and waypoint following 
controllers, and to demonstrate the potential for the use of these extensions in spacecraft control 
problems as prototypical autonomous vehicle related control problems. 

Specific progress has been made in the following areas: 

1. Developing invariance-based methods for constrained relative motion planning and control
which connect waypoints corresponding to Natural Motion Trajectories (NMTs) that may
correspond to equilibria or periodic/non-periodic time-varying unforced trajectories,

2. Establishing an NMPC controller for constrained spacecraft attitude control including
waypoint following, and demonstrating the implementation of this controller on a 3-
degree-of-freedom air bearing spacecraft motion simulator,

3. Expanding the capabilities of the parameter governor solutions for generating and
maintaining autonomous networked spacecraft formations subject to state and control
constraints,

4. Developing models for spacecraft information collection, and control methods for use in
constrained satellite inspection missions.

5. Developing a Model Predictive Control (MPC) algorithm for waypoint following in the
presence of constraints while minimizing the computational footprint, for use in concert
with a dynamically changing prediction.

The following publications have been published, written, or are in the process of being written, 
and are related to the subject matter of this report: 

• Frey, G., Petersen, C., Leve, F, Kolmanovsky, I., and Girard, A., “Constrained spacecraft
relative motion planning exploiting periodic natural motion trajectories and invariance,”
AIAA Journal of Guidance, Control, and Dynamics, Vol. 40, No. 12, AIAA, 2017, pp.
3100-3115.

• Frey, G., Petersen, C., Leve, F., Kolmanovsky, I., and Girard, A., “Incorporating periodic
and non-periodic natural motion trajectories into constrained invariance-based spacecraft
relative motion planning,” Proceedings of 1st IEEE Conference on Control Technology
and Applications (CCTA), Kohala Coast, HI, 2017, pp. 1811-1816.

• Frey, G., Petersen, C., Leve, F., Garone, E., Kolmanovsky, I., and Girard, A., “Parameter
governors for coordinated control of � -spacecraft formations,” AIAA Journal of Guidance,
Control, and Dynamics, Vol. 40, No. 11, AIAA, 2017, pp. 3020-3025.

• Frey, G., Petersen, C., Leve, F., Girard, A., and Kolmanovsky, I., “Safe relative motion
trajectory planning for satellite inspection.” Proceedings of AAS/AIAA Space Flight
Mechanics Meeting, No. 7-411, AAS/AIAA, San Antonio, TX, 2017.



• Frey, G., “Advances in constrained spacecraft relative motion planning,” Ph.D.
Dissertation, The University of Michigan, 2018.

• Liao-McPherson, D., Dunham, W., and Nicotra, M., “Plant model and optimal control
problem for spacecraft NMPC,” Notes, 2018.

• Sutherland, R., Kolmanovsky, I., Girard, A., Leve, F., Petersen, C., “Minimum-time model
predictive spacecraft attitude control for waypoint following and exclusion zone
avoidance”, 2019 AIAA SciTech Forum, AIAA, San Diego, CA, January 2019 (accepted,
to appear)

• Sutherland, R., Kolmanovsky, I., Girard, A., “Waypoint following MPC in minimum
time”, Notes, 2018.

2. INTRODUCTION

Two key considerations in the design of control schemes for autonomous vehicles in general, and 
for spacecraft in particular, are computational load and constraint enforcement. Spacecraft 
frequently have strict volume, mass, and power limitations which limit on-board computing 
capabilities. Additionally, constraints such as control actuation limits and obstacle or exclusion 
zone avoidance must be satisfied to ensure safe operations. Because these constraints may be non-
linear and non-convex, their presence complicates the application of standard optimization and 
control methods.  

Several broad classes of control techniques have been shown to be effective in enforcing these 
types of constraints. Model Predictive Control (MPC) techniques [1, 2], in which a model of the 
dynamics is used to predict system behavior over a time horizon. System inputs are selected to 
optimize a cost function subject to constraints, have been previously applied to spacecraft control 
problems, see, e.g., [3-8]. Reference Governors and Command Governors [9] which modify the 
reference provided to a nominal closed-loop system controller in order to satisfy constraints, and 
Parameter Governors [10], which modify parameters in the closed loop system to the same end, 
have also been shown to be effective solutions for constrained spacecraft control, e.g., [11-14]. 
Finally, predictive control methods based on set invariance and chained invariant/contractive sets 
have been developed [15, 16], including a method developed by Principal Investigor  PI 
Kolmanovsky and his collaborators to generate safe trajectories via a graph search through a set 
of waypoints corresponding to forced equilibria in a relative motion frame [17]. 

One potential mission application for spacecraft control, and specifically spacecraft relative 
motion planning, is satellite inspection. In this application, one or more spacecraft are used to 
gather information (imagery, radio signals, etc.) about another spacecraft. Several current 
programs, including Defense Advanced Research Projects Agency DARPAs Robotic Servicing of 
Geosynchronous Vehicles (RSGS) [18] and the Air Force’s Geosynchronous Space Situational 
Awareness Program [19] illustrate the utility of satellite inspection missions. Previous work for 
these types of missions has focused on design requirements for inspector spacecraft [20, 21] or on 
trajectory design considering specific figures of merit such as image resolution or fuel expenditure 
[22]. 
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In this report, we summarize our work in developing several novel predictive spacecraft control 
methods which can be used to generate constraint-satisfying trajectories (either rotational or 
translational), and in developing models and trajectory generation methods to be used in the 
specific application of satellite inspection.  

3. METHODS, ASSUMPTIONS, AND PROCEDURES

3.1 Invariance-Based Constrained Spacecraft Relative Motion Control 

In this section, a novel predictive approach to spacecraft relative motion control with obstacle 
avoidance and thrust saturation constraints is described. This approach is based on a graph search 
applied to a “virtual net” of Natural Motion Trajectories (NMTs), to determine a sequence of 
waypoints, representing NMTs, which are used to generate a safe trajectory between specified 
starting and ending NMTs. In the virtual net, the NMTs represent virtual net nodes and adjacency 
and connection information is determined by conditions defined in terms of safe, positively 
invariant tubes built around each trajectory. These conditions guarantee that transitions from one 
NMT to another NMT can be completed without constraint violations. This newly developed 
approach improves the flexibility of a previous approach developed by the PI and his collaborators 
[17], and has other advantages in terms of reduced fuel consumption and passive safety.  

3.1.1 Assumptions. 

The spacecraft dynamics, relative to a nominal point on a circular orbit, are given by the linear 
time-invariant Clohessy-Wiltshire (CW) equations [23], which, in discrete-time are 

� (1) 

�

� � �

�

𝑋(𝑘 + 1) = 𝐴𝑋(𝑘) + 𝐵𝑢(𝑘), 

such that the portion of the NMT for 𝑘 ∈ [0, 𝑘𝑚𝑎𝑥] lies within the region of interest for the mission. 
Two constraints are considered. Firstly, the thrust is limited as  

Approved for public release; distribution is unlimited.
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where 𝑘 designates the discrete-time instants, 𝑋(𝑘) is the state vector with components 

corresponding to relative position and velocity, and 𝑢(𝑘) = 𝐾(𝑋(𝑘) − 𝑋𝑛(𝑘 + 𝛿)) is the control

vector corresponding to continuous thrust forces. In the control law 𝑢(𝑘),  𝑋𝑛(𝑘 + 𝛿) is the

controller reference along an NMT and 𝐾 is a gain matrix chosen such that the matrix 𝐴 + 𝐵𝐾 is 

Schur. The discrete-time update period 𝛥𝑇 is chosen to be an integer fraction of the nominal orbital 

period, 𝜏. The state error is defined as 𝑒(𝑘) = 𝑋(𝑘) − 𝑋𝑛(𝑘 + 𝛿), and the error dynamics are given

by 

𝑒(𝑘 + 1) = (𝐴 + 𝐵𝐾)𝑒(𝑘). (2) 

A natural motion trajectory 𝒩, starting from initial condition 𝑋0 is defined as a finite set of state 

vectors, 

𝒩(𝑋0) =  𝒩 = {𝑋𝑛(𝑘) | 𝑋𝑛(0) =   𝑋0, 𝑋(𝑘 + 1) = 𝐴𝑋𝑛(𝑘), 𝑘 ∈ [0, 𝑘𝑚𝑎𝑥]}, (3)

where 𝑘𝑚𝑎𝑥 =
𝜏

𝛥𝑇
 for closed (periodic) NMTs and 𝑘𝑚𝑎𝑥 is selected for open (non-periodic) NMTs 



� �

� � �

�

‖𝑢(𝑘)‖∞ − 𝑢𝑚𝑎𝑥 ≤ 0, (4) 

and secondly, the spacecraft is required to stay out of one or more exclusion zones, modeled as 

ellipsoidal sets centered at specified points 𝑠𝑖 ∈ ℝ3 and defined as

(5) 𝒪𝑖(𝑠𝑖, 𝑆𝑖)  = {𝑋 ∈ ℝ6 | (𝛷𝑋 − 𝑠𝑖)
𝑇𝑆𝑖(𝛷𝑋 − 𝑠𝑖) ≤ 1},

where 𝑆𝑖 = 𝑆𝑖
𝑇 > 0 is a shape matrix and 𝛷 = [𝐼3×3 03×3].

3.1.2 Methods. 

Safe, positively invariant tubes are constructed around each NMT in the virtual net. In this context, 

safe implies that constraints are satisfied point-wise within the tube and “positively invariant” 

implies that if the spacecraft state is within the tube at a given time instant, and the spacecraft 

motion is governed by the closed loop dynamics described above, then it will remain within the 

tube for all future time instants for closed NMTs, or, until the controller reference point is set to 

𝑋𝑛(𝑘𝑚𝑎𝑥) for open NMTs. These tubes are formed by first generating safe ellipsoidal sets about 

each state vector along a NMT, and then adjusting the sizes of these sets such that the tube formed 

by their union is safe and positively invariant.  

An ellipsoidal set, centered at state vector 𝑋𝑛(𝑘) ∈ 𝒩, with scale factor 𝜌𝑘 ≥ 0, is defined as

ℰ𝑘,𝒩 = {𝑋 ∈ ℝ6 | (𝑋 − 𝑋𝑛(𝑘))𝑇𝑃(𝑋 − 𝑋𝑛(𝑘)) ≤ 𝜌𝑘}, (6) 

𝑠
𝑘

𝑠
𝑘

𝑠
𝑘

𝑠
𝑘

where the shape matrix 𝑃 = 𝑃𝑇 > 0 is chosen to satisfy the discrete Lyapunov inequality. The set

ℰ𝑘
𝑠

,𝒩, defined similarly with 𝜌𝑘 = 𝜌 , is safe if the safe scale factor 𝜌  is set to the largest possible

value such that both the control constraint and the exclusion zone constraints are satisfied point-

wise within the set. Safe scale factor calculations, based on the methods developed in [17], are 

described in [24]. 

After safe scale factors 𝜌  have been determined for each state vector 𝑋𝑛(𝑘) ∈ 𝒩, new scale

factors, 𝜌𝑘, are calculated by making adjustments to 𝜌  via Procedures 1 or 2 in [24] such that the 

tube defined by 

𝒯𝒩 = ⋃
𝑘∈[0,𝑘𝑚𝑎𝑥]

ℰ𝑘,𝒩 (7) 

is both safe, and positively invariant. These procedures are based on the following theorems 

which give conditions on the scale factors which ensure positive-invariance.  

Theorem 1 (Theorem 1 in [24]): The tube 𝒯𝒩 is positively-invariant if 𝜌𝑘1 ≤ 𝜌𝑘2
whenever 𝑘1 ≤ 

𝑘2.
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After safe, positively invariant tubes have been constructed for a prescribed set of NMTs, a virtual 
net is formed. This virtual net consists of a directed graph, with one node corresponding to each 
closed NMT and one node corresponding to each state vector along each open NMT. The virtual 
net is represented by an adjacency matrix and connection array, described below. Two nodes are 
adjacent if it is possible to execute a transfer from the first node to the second while satisfying 
constraints. Adjacency between nodes is determined using the safe, positively-invariant tubes for 
each NMT. These adjacency calculations are detailed in [24] for a virtual net composed of only 
closed NMTs, and in [25] for a virtual net which contains both open and closed NMTs. 

The adjacency matrix stores information corresponding to the adjacency of each pair of nodes in 
the virtual net, and is weighted with an estimate of the control required to execute a safe transfer 
between adjacent nodes. The connection array stores information needed to perform a fuel-
efficient transfer between nodes. Specifically, for each pair of adjacent nodes, the connection array 
stores the discrete-time indices of the transfer point along the initial NMT and the initial controller 
reference point along the final NMT that can be used to execute the most fuel-efficient transfer.  

Using the adjacency matrix and connection array, fuel-efficient trajectories connecting desired 
initial and final NMTs are generated. Firstly, Dijkstra’s algorithm [26] is applied to the adjacency 
matrix to obtain a sequence of nodes (waypoints) that can be used to connect the initial and final 
NMTs. Secondly, the trajectory is generated by switching the controller set point to the next node 
in the sequence when the spacecraft state enters a small region centered on the transfer point 
specified in the connection array. 

3.2 NMPC for Spacecraft Control 

Our research into Nonlinear Model Predictive Control (NMPC) for spacecraft applications has led 
to the development of a controller for a 3-degree-of-freedom air bearing system subject to 
nonlinear convex constraints on both state and control variables. This air bearing system is a 
spacecraft attitude control testbed. We plan on demonstrating attitude waypoint following 
maneuvers and constrained de-spin maneuvers using this spacecraft attitude control application as 
a prototypical case study. Computational enhancements are also under the investigation in this 
setting. 

Approved for public release; distribution is unlimited. 
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Theorem 2 (Theorem 2 in [24]): The tube 𝒯𝒩  is positively-invariant if and only if

𝜌𝑘 ≤ 𝜌𝑘+1 + 𝑑(𝜌𝑘+1)  ∀ 𝑘 ∈ ℤ≥0, (8) 

where 

𝑑(𝜌𝑘+1) = min
𝑒(𝑘+1)

𝑒(𝑘)𝑇𝑃𝑒(𝑘) − 𝑒(𝑘 + 1)𝑇𝑃𝑒(𝑘 + 1) 

subject to  𝑒(𝑘 + 1)𝑇𝑃𝑒(𝑘 + 1) = 𝜌𝑘+1

(9)
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This section summarizes the development of this NMPC spacecraft controller. 

3.2.1 Assumptions. 

We consider a rigid spacecraft, actuated by three orthogonal thrusters. The orientation of the 
spacecraft is parametrized by 3-2-1 Euler angles. It is assumed that the attitude representation does 
not approach singularity; this is consistent with the limitations of the target physical testbed. 

The equations of motion are given by 

� �
� ̇

� ̇

� �

� �

�

�
� �

� �
� � � �

𝐼�̇�+ 𝑤×𝐼𝑤 = 𝑢 + 𝑑 , 

�̇� = 𝑆(𝜃)𝑤 

(10) 

where 𝑤 is the vector of angular velocities, 𝜃 are the Euler angles, 𝑆(𝜃) is the inverse kinematic 

matrix, 𝐼 is the moment of inertia matrix in a body-fixed frame, 𝑢 are the control torques and 𝑑 are 

unknown, possibly state dependent, disturbances. Collected into a compact form, the model is 

written as 

�̇� = 𝑓𝑐(𝑥, 𝑢, 𝑑), (11) 

where 𝑥 = [𝑤𝑇 𝜃𝑇]𝑇 .

The prediction model for NMPC is a discretized approximation of the continuous time model 

(using the Forward Euler integrator and zero order hold assumption) and is given by 

(12) 𝑥𝑘+1 = 𝑥𝑘 + 𝑡𝑠𝑓𝑐(𝑥𝑘, 𝑢𝑘, 0),

where 𝑡𝑠 is the discretization time step. The discrete-time prediction model is referred to as 

𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘). (13) 

Note that since the disturbances are unknown, they cannot be incorporated into the prediction 

model and are assumed to be zero. At time 𝑡 = 𝑘𝑡𝑠, the state estimate is denoted by 𝑥0 = �̂�(𝑡).  

3.2.2 Methods. 

The NMPC optimal control problem (OCP) to be solved for the control to be applied, 𝑢(𝑡) = 𝑢0 has the

following form,  

𝑧
min 𝑒𝑖

𝑇𝑄𝑓𝑒𝑖 + ∑||𝑒𝑖||𝑄

2
+ ||𝑢𝑖||𝑅

2
+ 𝑠𝑖+1

𝑁−1

𝑖=0

𝑠. 𝑡.   𝑥𝑖+1 = 𝑓(𝑥𝑖 , 𝑢𝑖) + 𝑥𝑖 − 𝑓(𝑥𝑖−1, 𝑢𝑖−1), 𝑖 = 0 … 𝑁 − 1, 
𝑐(𝑥𝑖) ≤ 𝑠𝑖,

𝑝(𝑢𝑖) ≤ 0,
𝑖 = 1 … 𝑁, 

𝑖 = 0 … 𝑁 − 1, 
𝑠𝑖 ≥ 0, 𝑖 = 1 … 𝑁 

(14)
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�

�
�

�

�

�

�
� �

�

� �

� �

𝑇
𝑁where 𝑒𝑖 = 𝑥𝑖 − 𝑟 is the deviation from the target, 𝑧 = [𝑢0

𝑇  𝑥1
𝑇  𝑢1

𝑇 … 𝑥 ]𝑇 is the primal

optimization variable, 𝑁 is the length of the prediction horizon, 𝑃 = 𝑃𝑇 ≽ 0 is the terminal

penalty, 𝑄 = 𝑄𝑇 ≽ 0 is the state penalty weight, 𝑅 = 𝑅𝑇 ≻ 0 is the control penalty weight, and

𝑐, 𝑝 are the stage state and control constraints respectively. 

Note that the state constraints are softened using slack variables in order to ensure the problem is 

always feasible. The prediction model is written in rate-based form and will automatically 

compensate for low frequency unmodeled disturbances. 

To solve the above OCP, we first write it in compact form as 

𝑧
min  𝐹(𝑧, 𝜉), 

𝑠. 𝑡.   𝑔(𝑧, 𝜉) = 0, 
𝑐(𝑧) ≤ 0, 

(15) 

and introduce the Lagrangian, 

𝐿(𝑧, 𝜆, 𝑣, 𝜉) = 𝐹(𝑧, 𝜉) + 𝜆𝑇𝑔(𝑧, 𝜉) + 𝑣𝑇𝑐(𝑧), (16) 

where the tuple 𝜉 = (�̂�(𝑡), 𝑟(𝑡)) collects the time varying parameters of the OCP and 𝜆 and 𝑣 are 

Lagrange multipliers. The following quadratic programming problem (QPP) is then solved at the 

𝑘th time-step  

min
Δ𝑧

1
Δ𝑧𝑇𝐻 Δ𝑧 + 𝑞𝑇Δ𝑧,

2

𝑠. 𝑡.    𝐺 𝑧 = ℎ, 
𝐴 𝑧 ≤ 𝑏, 

(17) 

where  𝐻 ≈ ∇𝑧
2𝐿(𝑧𝑘−1, 𝜆𝑘−1, 𝑣𝑘−1), 𝑞 = ∇𝑧𝐿(𝑧𝑘−1, 𝜆𝑘−1, 𝑣𝑘−1), 𝐺 = ∇𝑧𝑔(𝑧𝑘−1), ℎ = 𝑔(𝑧𝑘−1),

𝐴 = ∇𝑧𝑐(𝑧𝑘−1),  and 𝑏 = −𝑐(𝑧𝑘−1). The solution estimate is then updated as

𝑧𝑘 = Δ𝑧∗ + 𝑧𝑘−1, (18) 

and the multipliers are updated as 

𝑣𝑘 = 𝑣∗, 𝜆𝑘 = 𝜆∗, (19) 

where (Δ𝑧∗, 𝜆∗, 𝑣∗) is the solution of the QP. Under certain assumptions, this strategy generates a

stabilizing feedback law and will converge to the optimum solution of the original nonlinear 

program [27]. 



Written out explicitly, the feedback control law is computed by repeatedly solving QPs of the 
form: 

� �
�

� �

�
�
�

�

�

� �
�

�

�
�

�

� ̅

�

�

Preliminary computational results indicate an estimated execution time of 35 ms for four QP 
solves. This is well within the 2 second sampling period indicating the controller is real-time 
feasible. 

3.3 Parameter Governor Control of Multi-Vehicle Formations 

Parameter governors represent a class of predictive control schemes that adjust parameters, such 
as gains or offsets, in nominal closed-loop control schemes in order to enforce pointwise-in-time 
state and control constraints and improve performance [10]. Unlike more general nonlinear MPC 
schemes, parameter governors are low computational complexity approaches based on a solution 
of a low-dimensional optimization problem. In some cases, the values of adjustable variables 
(parameters) can be confined to a finite set of small cardinality so that the solution can be 
determined by direct search. Our initial work, reported in our interim report1, mostly focused on 
developing parameter governors to form and maintain a formation of n-spacecraft. The objective 
was to place all spacecraft onto desired closed, unforced NMTs in a relative motion frame with 
the correct phasing. The parameter governors adjust the target trajectory provided to each 

1Kolmanovsky, I.V. and Girard, A.R., “Advanced predictive control for applications to autonomous vehicles and vehicle formations,” Annual 
Performance Report for Grant FA9453-16-1-0069, 2017.
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𝑥,𝑢,𝑠
min [

Δ𝑢
Δ𝑥

]
𝑇

[
𝐻𝑢 0
0 𝐻𝑥

] [
Δ𝑢
Δ𝑥

] + [
𝑑𝑢

𝑑𝑥
]

𝑇

[
Δ𝑢
Δ𝑥

] + 𝛾11𝑇𝑠

(20) 

(21) 

𝑠. 𝑡.  𝐴Δ𝑥 + 𝐵Δ𝑢 + 𝑔(�̅�, �̅�) = 0 

𝐶Δ𝑥 + 𝑐(�̅�) ≤ Γ𝑠 

𝑃Δ𝑢 + 𝑝(�̅�) ≤ 0 

𝑠 ≥ 0 

where Γ = 𝐼𝑁⨂ 1𝑁 , 𝐶 = ∇𝑥𝑐(�̅�), 𝑃 = ∇𝑢𝑝(�̅�), 𝐴 = ∇𝑥𝑔(�̅�, �̅�), 𝐵 = ∇𝑢𝑔(�̅�, �̅�),  𝐻𝑥 =

𝑑𝑖𝑎𝑔(𝐼𝑁−1 ⨂ 𝑄  , 𝑄𝑓),  𝐻𝑢 = 𝐼𝑁 ⨂ 𝑅. 

To speed up computations we can condense the problem. Since for any sequence 𝑢 the state 

sequence 𝑥 is uniquely determined 𝐴 must be invertible, allowing us to write 

Δ𝑥 =  −𝐴−1𝐵Δ𝑢 − 𝐴−1𝑔(�̅�, �̅�) = 𝐺Δ𝑢 + 𝑤

We can then write the condensed problem as 

min
Δ𝑢,𝑠

[
Δ𝑢
𝑠

]
𝑇

[
𝐻 0
0 0

] [
Δ𝑢
𝑠

] + [
𝑑

𝛾1
 ]

𝑇

[
Δ𝑢
𝑠

] 

𝑠. 𝑡.  [
𝑃 0

𝐶𝐺 −Γ
0 −𝐼

] [
Δ𝑢
𝑠

] + [
�̅�

𝑐̅ + 𝐶𝑤
0

] ≤ 0, 
(22) 

where 𝐻 = 𝐻𝑢 + 𝐺𝑇𝐻𝑥𝐺, and 𝑑 = 𝑑𝑢 + 𝐺𝑇(𝐻𝑥𝑤 + 𝑑𝑥). The iterates can then be updated as

𝑥 ← �̅� + 𝐺Δ𝑢 + 𝑤, 𝑢 ← �̅� + Δ𝑢. (23)



� �

where 𝜃𝑖  is an integer specifying the desired phasing of each vehicle along its reference trajectory. 

The feedback law 𝑢𝑓𝑖 is continuous in its arguments and is equal to zero if the current vehicle state 

is equal to the current controller reference point, i.e., if 𝑋𝑖(𝑘) = 𝑋𝑑𝑖(𝑘, 𝑝𝑖(𝑘)). Note that the

additional argument 𝑝𝑖(𝑘) in 𝑢𝑓𝑖 , �̅�𝑑𝑖 , and �̅�𝑑𝑖 implies that the parameter governor may either 
modify the nominal target provided to each vehicle controller, or modify the action of the feedback 

portion of the control law. It is assumed that the control law 𝑢𝑖(𝑘) is stabilizing to the reference 
trajectory when any adjustments made to the parameter do not change the reference trajectory.  
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spacecraft by modifying a parameter corresponding to either a time shift or a scale shift applied

to the nominal target trajectory. Hence, the two parameter governors are referred to as the Time 

Shift Governor (TSG) [12] and the Scale Shift Governor (SSG) [13]. Both the TSG and SSG 

assume linear dynamics models and are restricted to using a single parameter for each spacecraft 

in formation.  

More recently, we have focused on generalizing the previous results to larger classes of 

governing algorithms and advancing theoretical results which establish performance 

guarantees for them. Specifically, our most recent results apply to systems with non-linear 

dynamics and can be used to generate formations of vehicles traveling along either forced 

or unforced trajectories. Additionally, the number of parameters available for each vehicle is 

not restricted, and a turn-based parameter update strategy is used to ensure parameter updates 

can be obtained quickly even for formations with a large number of vehicles and/or if non-

convex constraints are present. 

3.3.1 Assumptions. 

The relative motion dynamics for each vehicle, 𝑖 ∈ 𝕊 = {1,2, ⋯ , 𝑞}, are modeled in discrete-time 
as 

𝑋𝑖(𝑘 + 1) = 𝑓(𝑘, 𝑋𝑖(𝑘), 𝑢𝑖(𝑘)) (24) 

where the function 𝑓 is globally Lipschitz in its arguments, 𝑘 ∈ ℤ>0 designates the discrete time 

instants, 𝑋𝑖(𝑘) is the state vector, and 𝑢𝑖(𝑘) are control inputs. The control inputs are given by

𝑢𝑖(𝑘) = 𝑢𝑑𝑖(𝑘, 𝑝𝑖(𝑘)) + 𝑢𝑓𝑖 (𝑝𝑖(𝑘), 𝑋𝑖(𝑘), 𝑋𝑑𝑖(𝑘, 𝑝𝑖(𝑘))), (25) 

where 𝑝𝑖(𝑘) is a vector of parameters that are adjusted by the parameter governor, 𝑢𝑑𝑖 is a feed-

forward term based on a nominal reference trajectory defined by nominal control input �̅�𝑑𝑖(𝑘) and

, and 𝑢𝑓𝑖 is a feedback term designed to track this same trajectory. 0a specified initial condition �̅�𝑑𝑖

Specifically, 

𝑢𝑑𝑖(𝑘, 𝑝𝑖(𝑘)) = �̅�𝑑𝑖(𝑘 + 𝜃𝑖 , 𝑝𝑖(𝑘)),

𝑋𝑑𝑖(𝑘, 𝑝𝑖(𝑘)) = �̅�𝑑𝑖(𝑘 + 𝜃𝑖 , 𝑝𝑖(𝑘)),

�̅�𝑑𝑖(𝑘 + 1) = 𝑓(𝑘, �̅�𝑑𝑖(𝑘), �̅�𝑑𝑖(𝑘)), �̅�𝑑𝑖(0) =  �̅�𝑑𝑖
0

(26)



The overall inner-loop system is composed from �  subsystems and has state, control, parameter 
and controller reference point vectors given by 

�

� �

�

�
�

�

�

𝑋(𝑘 + 𝜎|𝑘) ∈ 𝕏, 𝜎 = 0,1, … , 𝑇, 
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𝑋(𝑘) = [𝑋1(𝑘)𝑇, 𝑋2(𝑘)𝑇 , ⋯ , 𝑋𝑞(𝑘)𝑇]
𝑇

,

𝑢(𝑘) = [𝑢1(𝑘)𝑇, 𝑢2(𝑘)𝑇 , ⋯ , 𝑢𝑞(𝑘)𝑇]
𝑇

,

𝑝(𝑘) = [𝑝1(𝑘)𝑇, 𝑝2(𝑘)𝑇, ⋯ , 𝑝𝑞(𝑘)𝑇]
𝑇

,

𝑋𝑑(𝑘, 𝑝(𝑘)) = [𝑋𝑑1(𝑘, 𝑝1(𝑘))
𝑇

, 𝑋𝑑2(𝑘, 𝑝2(𝑘))
𝑇

, ⋯ , 𝑋𝑑𝑞 (𝑘, 𝑝𝑞(𝑘))
𝑇

]
𝑇

, 

(27) 

(28) 

respectively. Pointwise-in-time constraints are imposed on the state, control and parameter of the 

overall system as 

𝑋(𝑘) ∈ 𝕏,   𝑢(𝑘) ∈ 𝕌,   𝑝(𝑘) ∈ ℙ𝑞 ,

where 𝕏, 𝕌, and ℙ are compact sets. Furthermore, the parameter set ℙ is a discrete set with a 

finite number of elements.  

3.3.2 Methods. 

The parameter vector is selected by the parameter governor at each discrete-time instant to 

minimize, or possibly simply to decrease (when feasible) the following cost function over a 

horizon of 𝑇 steps: 

𝐽(𝑘, 𝑝(𝑘), 𝑋(𝑘)) = 𝑊(𝑝(𝑘)) + Ω(𝑘, 𝑝(𝑘), 𝑋(𝑘)), (30) 

subject to the condition that constraints are satisfied with the parameter held constant over the 

prediction horizon. In the cost function, the term  𝑊 is the parameter cost that depends only on the 

parameter value for the combined system, and Ω is the incremental cost that penalizes deviation 

from the reference trajectory, and may depend on the parameter, control and state of the combined 

system. The functions 𝑊 and Ω can be flexibly defined based on the desired formation, the types 

of parameters considered, and desired system performance. Details of the properties that 𝑊 and 

Ω must satisfy to ensure good performance are included in Section 5.2.3 of [28] These properties

are defined such that the desired formation is achieved if and only if  𝐽 = 0. 

At the initial time instant 𝑘 = 0, an initial parameter vector is selected as any feasible solution to 

the following global optimization problem:  

min
𝑝(𝑘)

𝐽(𝑘, 𝑝(𝑘), 𝑋(𝑘)) (31) 

subject to 

𝑋(𝑘) ∈ 𝕏,   𝑢(𝑘) ∈ 𝕌,   𝑝(𝑘) ∈ ℙ𝑞 , (29)



� �
�

subject to 

𝑋(𝑘 + 𝜎|𝑘) ∈ 𝕏, 𝜎 = 0,1, … , 𝑇, 

𝑢 �(𝑘 + 𝜎|𝑘) ∈ 𝕌, 𝜎 = 0,1, … , 𝑇 − 1 
𝑝(𝑘 + 𝜎) = 𝑝(𝑘), 𝜎 = 0,1, … , 𝑇, 

𝑝𝑖(𝑘) ∈ Γ(𝑝𝑖(𝑘 − 1)), 
𝑋(𝑘|𝑘) = 𝑋(𝑘), 

where the only adjustable variables are the parameter values for the current vehicle, 𝑝𝑖(𝑘). 
Furthermore, the possible values for 𝑝𝑖(𝑘) are restricted to a set Γ(𝑝𝑖(𝑘 − 1)) ⊂ ℙ, which contains 
only the previous parameter value 𝑝𝑖(𝑘 − 1) and nearby parameter values. In this manner, updated 
parameter values can be obtained by running a maximum of 3𝑛 simulations, where 𝑛 is the number 
of elements in the vector 𝑝𝑖, and choosing the value that minimizes the cost. This approach is valid 

even if constraints are non-linear or non-convex.  

Using the turn-based strategy, parameter updates are distributed over time and between spacecraft, 

keeping the computations required to make these updates fast. Furthermore, the computation time 

required to update the parameter values for any 𝑘 > 0 is independent of the number of vehicles in 

formation. Complete details of the turn-based parameter update strategy are available in Section 

5.2.4.2 of [28].
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� 𝑝(𝑘) ∈ ℙ𝑞 ,

𝑋(𝑘|𝑘) = 𝑋(𝑘). 

Note that because the parameter vector is limited to a discrete set with a finite number of elements, 

a feasible solution can be obtained by running a finite number of simulations and selecting the first 

value for 𝑝(𝑘) that satisfies constraints.  

At all subsequent time-instants 𝑘 > 0, parameters are updated using a “turn-based” strategy 

based on a similar strategy developed for distributed command governors [29, 30]. In the turn-

based strategy, at each time instant, only vehicles in a specified “turn” (subset of vehicles) 

update their parameters, while all other vehicles hold their parameters fixed. The turns are 

defined using tools from graph color ability theory, and are determined such that all vehicles in a 

turn can make updates to their parameters concurrently and independently while still 

guaranteeing that all constraints will remain satisfied and the overall cost will not increase.  

Each vehicle in the current turn updates its parameter value based on the solution to the 

following local optimization problem: 

min
𝑝𝑖(𝑘)

𝐽(𝑘, 𝑝(𝑘), 𝑋(𝑘)) (32)
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3.4 Safe Trajectory Generation for Satellite Inspection 

In satellite inspection missions, an inspector spacecraft executes maneuvers in order to collect 
information about a target spacecraft. This information could be used to characterize an unknown 
object in space, or to diagnose the cause of a malfunction onboard the target spacecraft. Maneuvers 
for satellite inspection applications must be planned such that the desired information is obtained, 
while at the same time constraints such as thruster saturation limits and avoidance of exclusion 
zones are enforced to ensure feasibility and to ensure no collisions with the target spacecraft. In 
our previous work, reported in our recent annual report [28], an information model was developed 
which specifies the rate at which information about a nominal point on the target spacecraft is 
obtained, and three methods were formulated to generate safe (constraint satisfying) maneuvers 
(see [31] for additional details). In our more recent work, we have continued development of one 
of these techniques, the so-called “local gradient” technique, in order to better characterize the 
method’s ability to enforce constraints and handle disturbances, and to develop alternative rules 
for control switching to obtain desired performance.  

3.4.1 Assumptions. 

Consider two spacecraft; a non-maneuvering target spacecraft operating on a known nominal orbit, 
and an inspection spacecraft maneuvering near the target spacecraft. Since the majority of 
operational spacecraft are in low-eccentricity orbits [32], it is assumed that the target spacecraft is 
in a circular orbit. Hence, the motion of the inspection spacecraft relative to the target spacecraft 
is described by the linear time-invariant Clohessy-Wiltshire (CW) equations [23], which in 
discrete-time are 

�

�

� ̇ � ̇� ̇�

𝑋(𝑘 + 1) = 𝐴𝑋(𝑘) + 𝐵𝑢(𝑘), (33) 

where 𝑘 designates the discrete-time instants, 𝑋(𝑘) is the state vector with components 

corresponding to relative position and velocity, and 𝑢(𝑘) is the control vector corresponding to 

instantaneous velocity change, 𝛥𝑉. 

The goal of the inspection spacecraft is to obtain information about point 𝑟𝑇 ∈ ℝ3, located on the

surface of the target spacecraft. Associated with this point is the unit vector �̂� ∈ ℝ3, which is

normal to the surface at point 𝑟𝑇. Both 𝑟𝑇 and �̂� are assumed to be static (in the relative motion 

frame) and known.  

The rate at which information is collected is assumed to be constant over the discrete-time update 

period and is determined by the inspection spacecraft position at the beginning of the update 

period, 𝛥𝑇. Hence, the information dynamics are modeled in discrete-time as 

𝐼(𝑘 + 1) = 𝐼(𝑘) + 𝐼(̇𝑋(𝑘))𝛥𝑇. (34) 

The information rate, 𝐼̇(𝑋(𝑘)), is dependent on both distance-to-target and angle-to-target, i.e.,

𝑑 𝜙𝐼(̇𝑋(𝑘))=𝐼̇ (𝑋(𝑘))𝐼̇ (𝑋(𝑘)). (35)
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� ̇ � � ̇� ̇�
�

�

�

�

� � ̇ � � ̇ � � ̇ � � ̇ � � ̇
� � ̇

� � ̇
� ̇

� � ̇
� � ̇

Similar to previous work by the co-PI and her collaborators related to UAV path planning [27, 

33, 34], the dependence on distance-to-target is modeled based on the Shannon channel capacity

equation [35]. The angle-to-target dependence is modeled such that information is obtained only

when the inspection spacecraft is within a cone defined by half-angle 𝜙𝑚𝑎𝑥, central axis �̂� and 

vertex 𝑟𝑇. The information rate is given by 

𝑑 𝜙𝐼(̇𝑋(𝑘)) = 𝐼̇ (𝑋(𝑘))𝐼̇ (𝑋(𝑘)) = 𝛼log (1 +
𝛽

‖𝑑(𝑋(𝑘))‖
2

) exp [
−𝜙(𝑋(𝑘))

2

2
9 𝜙𝑚𝑎𝑥

2
] 

(36) 

where 𝛼 and 𝛽 are constants representing channel bandwidth and target visibility, respectively, 

𝑑(𝑋(𝑘)) is vector from 𝑟𝑇 to the spacecraft and 𝜙(𝑋(𝑘)) is the angle from 𝑑(𝑋(𝑘)) to �̂�.

Two constraints on state and control variables are considered. Firstly, the control vector magnitude 

is upper-bound by a parameter 𝑢𝑚𝑎𝑥, i.e., 

𝑢(𝑘) ∈ 𝕌 = {𝑢 | ‖𝑢‖∞ − 𝑢𝑚𝑎𝑥 ≤ 0}. (37) 

Secondly, the distance from the inspector spacecraft to the target spacecraft is lower-bound by a 

parameter 𝑟𝑚𝑖𝑛, i.e., 

𝑋(𝑘) ∈ 𝕏 = {𝑋 | 𝑟𝑚𝑖𝑛 − ‖Φ𝑋‖2 ≤ 0}, (38) 

where the matrix  Φ = [𝐼3×3 03×3 ] isolates the position components from the state vector. This

constraint ensures the inspector spacecraft stays out of a spherical “keep-out zone” around the 

target spacecraft. 

3.4.2 Methods. 

A two-phase control law is developed to drive the inspector spacecraft on a path along which 

information about the target point can be obtained, while all constraints remain satisfied. Firstly, 

an analytical control law is developed based on the Local Gradient (LG) of the information 

collection rate, where the LG is given by  

𝜕𝐼̇

𝜕𝑋
= [

𝜕𝐼̇

𝜕𝑥
,
𝜕𝐼̇

𝜕𝑦
,
𝜕𝐼̇

𝜕𝑧
,
𝜕𝐼̇

𝜕�̇�
,

𝜕𝐼̇

𝜕�̇�
,
𝜕𝐼̇

𝜕�̇�
] 

(39) 

This LG control law is used to drive the inspection satellite on a path along which the rate of 

information collection is strictly increasing. Secondly, a state-feedback controller is developed to 

guide the inspector spacecraft to a static reference point selected by a simple Reference-governor 

like controller. This state-feedback controller is switched on as the inspector spacecraft approaches 

the target point and ensures that constraints remain satisfied.  



The local gradient control law is given by 

� � ̇
�

�
�

subject to 

�𝑋(𝑘 + 𝜎|𝑘) ∈ 𝕏, 𝜎 = 0,1, … , 𝑇,  
𝑢(𝑘 + 𝜎|𝑘) ∈ 𝕌, 𝜎 = 0,1, … , 𝑇 − 1 

�𝛿(𝑘 + 𝜎|𝑘) = 𝛿(𝑘), 𝜎 = 0,1, … , 𝑇 − 1, 
𝛿(𝑘) ≥ 0,  

�𝑋(𝑘|𝑘) = 𝑋(𝑘). 

To quickly obtain a reasonable approximation to the exact solution to this non-convex optimization 

problem, a direct search is carried out over 𝛿(𝑘) ∈ {0, 𝜈, 2𝜈, ⋯ } for some small step size 𝜈 > 0, 

and selecting 𝛿(𝑘) to be the smallest feasible value.  

3.5 Waypoint following MPC 

Motivated by applications to agile imaging satellites that must capture as many imaging sites as 

possible in minimum time [36], we consider a problem in which a spacecraft's attitude must 
follow a series of prescribed waypoints and reach each waypoint in minimum time. In 

addition, the spacecraft attitude trajectory must avoid entering the specified exclusion zones in 

order to protect sensitive measurement equipment onboard the spacecraft. 
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𝑢(𝑘) = 𝑢𝑚𝑎𝑔

�̅�

‖�̅�‖2
− 𝐵+(𝐴 − 𝐼6×6)𝑋(𝑘)

(40) 

where �̅� = [
𝜕𝐼̇

𝜕𝑋
𝐵]

𝑇

and 𝐵+ = (𝐵𝑇𝐵)−1𝐵𝑇. With appropriate choice of the parameter 𝑢𝑚𝑎𝑔, the

constraint on control vector magnitude is satisfied. However, use of the local gradient control law 

exclusively will eventually lead to violation of the keep-out zone constraint. Consequently, the LG 

control law is only used until the inspection spacecraft is “sufficiently close” to the target point, 

where “sufficiently close” is defined in terms of control switching rules described in Section 4.4. 

At this point, the control law is switched to a state-feedback control law given by 

𝑢(𝑘) = 𝐾𝑋(𝑘) + Γ𝑋𝑑(𝑘), (41) 

where 𝑋𝑑(𝑘) is the controller reference point given by 𝑋𝑑(𝑘) = Φ𝑇[𝑟𝑇 + 𝛿(𝑘) �̂�], 𝛿(𝑘) ∈ ℝ≥0,

and Γ = [Φ(𝐼6×6 − [𝐴 + 𝐵𝐾])−1𝐵]−1Φ. Under the action of this state-feedback control law, the

inspector spacecraft will asymptotically approach 𝑋𝑑(𝑘) if 𝑋𝑑(𝑘) is held fixed.

The parameter 𝛿(𝑘) ∈ ℝ≥0, is determined by considering the following optimization problem at 

each time instant 𝑘, over a prediction horizon of 𝑇 discrete-time steps: 

min
𝛿(𝑘)

𝛿(𝑘) (42)



Approved for public release; distribution is unlimited. 
15 

To improve robustness to unmodeled dynamics and disturbances, rather than pursuing an open-
loop solution, we implement a Model Predictive Control (MPC) strategy in which the first element 
of the solution sequence is applied to the spacecraft and the solution is then recomputed, with the 
state resulting after one step used as the initial condition [37, 38]. Our MPC design is based 
on linearizing and converting to discrete-time the continuous-time nonlinear attitude dynamics 
model of the spacecraft, and then formulating a Mixed-Integer Linear Program (MILP) [39]. 
In this MILP, binary integer variables are used to indicate whether the trajectory has reached the 
target set around the destination waypoint at a given time instant, and these binary integer 
variables are optimized along with the control inputs over the prediction horizon. Such an 
approach can be extended to accommodate exclusion zone avoidance requirements that can be 
encoded with the help of additional binary integer variables and constraints in the Mixed-
Integer Linear Program MILP. 

In scenarios where a prescribed waypoint sequence is given, the minimum-time MPC solution is 
applied to reach the target sets corresponding to each waypoint in turn until the target set for the 
final waypoint is reached. The switching from the previous waypoint to the next waypoint in the 
sequence is effected upon reaching the target set of the previous waypoint, and a prediction horizon 
sufficient to reach the next waypoint is estimated. Our simulations, based on the nonlinear 
spacecraft attitude dynamics model with disturbances, demonstrate that the controller is able to 
successfully track the sequence of waypoints without violating the exclusion zone constraints. 

3.5.1 Assumptions 

Consider a discrete-time nonlinear system with the model given by 

� �

�

�

�

𝒙𝑘+1 =  𝑓(𝒙𝑘, 𝒖𝑘), (43) 

where 𝑘 ∈ ℤ≥0 denotes the discrete-time instant, 𝒙𝑘 ∈ ℝ𝑛𝑥  denotes the state and 𝒖𝑘 ∈ ℝ𝑛𝑢 denotes

the control input. Suppose the control constraints are given by 𝒖𝑘 ∈ 𝑈, where 𝑈 is a compact set. 

We let {𝒖𝑘} ∈ 𝑈𝑠𝑒𝑞 denote control sequences with elements 𝒖𝑘 ∈ 𝑈. We also consider control

policies which are mappings of the form 𝜋: ℝ𝑛𝑥  →  ℝ𝑛𝑢. A control policy is admissible if the

range of this mapping is the subset of 𝑈. The set of admissible control policies is denoted by 𝑈𝑝𝑜𝑙.

Let 𝐶 ⊂ ℝ𝑛𝑥  be a specified target set and let 𝜏 be the first time instant at which the trajectory enters
𝐶, 

𝜏(𝒙0, {𝒖𝑘}) = inf{𝑘: 𝜙{𝒖𝑘} (𝑘, 𝒙0) ∈ 𝐶, 𝑘 ∈ ℤ≥0}, (44) 

where 𝜙{𝒖𝑘}(𝑘, 𝒙0) denotes the solution of the system model with the initial condition 𝒙0 at the

time instance 𝑘 ∈ ℤ≥0 and under an admissible sequence {𝒖𝑘}. When 𝒙0 and {𝒖𝑘} are clear from 

the context, we will use 𝒙𝑘 to denote 𝜙{𝒖𝑘}(𝑘, 𝒙0). Note that for a given {𝒖𝑘}, 𝜏(𝒙0, {𝒖𝑘}) may not

exist; in such a case, we set 𝜏(𝒙0, {𝒖𝑘}) =  +∞.

The minimum-time problem to reach the target 𝐶 is now formulated as 

𝜏(𝒙0, {𝒖𝑘}) → min
{𝐮k}∈𝑈𝑠𝑒𝑞

 (𝒙0, {𝒖𝑘}). (45)
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Such a solution is referred to as the minimum-time MPC feedback law. 

The value function of this problem is denoted by 𝜏𝑚𝑖𝑛(𝒙0). 

3.5.2 Methods. 

Let the control constraint set 𝑈 and the target set 𝐶 be polyhedral, and suppose the model is linear, 

i.e.,

𝑈 = {𝒖 ∈ ℝ𝑛𝑢 ∶ 𝚪𝒖 ≤ 𝛾, 𝛾 ∈ ℝ𝑛𝛾},
𝐶 = {𝒙 ∈ ℝ𝑛𝑢 ∶  𝑯𝒙 ≤ 𝒉, 𝒉 ∈ ℝ𝑛𝑥},

𝑓(𝒙𝑘, 𝒖𝑘) = 𝑨𝒙𝑘 + 𝑩𝒖𝑘 + 𝒅.
(46) 

Consider the following optimization problem, 

∑ 𝛿𝑘 → min
{𝛿𝑘},{𝒖𝑘}

𝑁

𝑘=𝜏𝑙𝑏(𝒙0)

, (47) 

𝑘
∗

𝑘
∗

𝑘
∗

𝑘
∗

subject to 
𝒙𝑘+1 = 𝑨𝒙𝑘 + 𝑩𝒖𝑘 + 𝒅,

𝑯𝒙𝑘 ≤ 𝒉 + 𝑀𝟏𝑛ℎ
𝛿𝑘 ,

𝛿𝑘 ∈ {0, 1},
Γ𝒖𝑘 ≤ 𝛾, 𝑘 = 0, 1, … , 𝑁 − 1,

𝛿𝑘+1 ≤ 𝛿𝑘 ,

where 𝑯𝒙𝑘 and 𝒉 define the polyhedral target set 𝐶, 𝟏𝑛ℎ
 is a 𝑛ℎ × 1 vector of ones, 𝛿𝑘 is a binary

decision variable used to relax the inequality constraint, and 𝜏𝑙𝑏(𝒙0) ∈ ℤ≥0 denotes a known lower

bound on minimum time; this can be estimated by a method such as solving the completely relaxed 

conventional linear program. For 𝒙 ∈ 𝐶, 𝑯𝒙𝑘 ≤ 𝒉 is satisfied and 𝛿𝑘 = 0; otherwise, 𝛿𝑘 = 1. The 

additional constraint 𝛿𝑘+1 ≤ 𝛿𝑘 ensures that once the target set is reached, then the state remains 

inside the target set for all future time steps. This problem is a MILP that can be solved using 

standard numerical algorithms. 

Suppose the solution to the proposed minimum time optimal control problem exists for a given 𝒙0. 

Then for all sufficiently large 𝑀 and 𝑁, for the solution sequence {𝒖 }, it holds that 𝜏(𝒙0, {𝒖 }) =
𝜏{𝑚𝑖𝑛}(𝒙0). The open loop solution sequence {𝒖 }, determined for the given 𝒙0 on the basis of the 

linearized model, if applied to a nonlinear model, may not lead to a trajectory that reaches the 

target set due to the model mismatch. To improve the robustness of the solution, the receding 

horizon control principle is used as in model predictive control. Hence, we define a feedback law 

based on the first move of the solution sequence {𝒖 }, as 

0
∗𝒖𝑀𝑃𝐶(𝒙0) = 𝒖 , 0

∗
0
∗(𝒖 = 𝒖 (𝒙0)). (48)
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The minimum-time MPC can be applied to waypoint following problems in a straightforward 
manner: Given a sequence of waypoints and associated target sets, one commands each target set 
sequentially to the minimum time MPC controller until it is reached and then a switch to the next 
waypoint in the prescribed waypoint sequence is initiated. 

4. RESULTS AND DISCUSSION

4.1 Invariance-based constrained spacecraft relative motion planning 

A virtual net is formed from 68 NMTs, including 50 closed NMTs (36 elliptical, 7 line-segment 
and 7 stationary point), and 18 open NMTs (12 helical and 6 line-segment). These NMTs are 
selected such that they are contained in, and evenly spaced throughout, a box of 2 × 3 × 4 km in 
the 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 directions, respectively, in Hill’s frame, centered at the origin. The portion of the 
virtual net corresponding only to closed NMTs has 50 nodes, while the entire virtual net (including 
both open and closed NMTs) has 2686 nodes. Parameters used in simulations are shown in Table 
1.  

Figure 1 shows an example trajectory connecting a stationary-point NMT to an elliptical NMT, 
planned only using the portion of the virtual net corresponding to closed NMTs. The spacecraft 
travels to two intermediate elliptical NMTs before reaching the final NMT. The total control cost, 

𝑘𝑘𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
0calculated as 𝐽𝐽 = 𝛥𝛥𝛥𝛥∑ ‖𝑢𝑢(𝑘𝑘)‖1, of this trajectory is 453 N⋅s. Figure 2  shows an example 

trajectory connecting the same two NMTs planned using the entire virtual net, including both open 
and closed NMTs. The spacecraft travels to two intermediate NMTs, including one elliptical NMT, 
and an open before reaching the final NMT. The total cost of this trajectory is 316 N⋅s. These 
simulations illustrate that including closed NMTs in the virtual net allows for a more diverse range 
of trajectories, and also may result in improved fuel efficiency. These benefits come at the expense 
of additional computations required to form the virtual net, resulting from the large increase in the 
number of nodes when closed NMTs are included. 



Table 1. Parameters used for Invariance-based Constrained Spacecraft Relative Motion 
Planning Simulations 

�
�
�

�

Figure 1. Example Trajectory Planned using only Closed NMTs. (a) Trajectory, (b) 
Constraints Calculated Along the Trajectory. Constraints are Satisfied if they are Less-

than-or-equal-to zero 
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Parameter Units Value 
Spacecraft mass kg 140 

Nominal orbital radius km 7728.137 
Discrete-time update 
period 

sec 𝛥𝑇 = 61.16 

Maximum admissible 
control 

N 𝑢𝑚𝑎𝑥 = 2 

Center of exclusion zone km 𝑠 = [0 0 0]𝑇 
Center of exclusion zone - 𝑆 = diag(400, 40, 400) 
LQR State weighting 
matrix 

- 𝑄 = 100diag(1,1,1,1 × 105, 1 × 105, 1
× 105) 

LQR Control weighting 
matrix 

- 𝑅 = 2 × 107diag(1,1,1) 

Ellipsoidal set shape 
matrix 

- Solution to discrete-time Riccati eq’n in 
LQ problem 



�

Figure 2. Example Trajectory Planned using Open and Closed NMTs. (a) Trajectory, (b) 
Constraints Calculated along the Trajectory. Constraints are Satisfied if they are Less-

than-or-equal-to zero 

4.2 NMPC for Spacecraft Control 

The NMPC controller described in Section 3.2 is implemented in Simulink in preparation 

for hardware testing on AFRL’s attitude testbed platform. The C code for suitable real-time 

implementation is automatically generated for rapid prototyping hardware using the Simulink 

real-time workshop. Five scenarios were devised and the simulation results of which are presented 

below. Implementation on the REBEL testbed was attempted but unforeseen difficulties during 

the window of available time prevented any real results from being available. 

The Simulink simulations consist of five cases which represent the order in which hardware testing 

would be done: 1) Verify implementation without constraints, 2) Implement control constraints, 

3) Impose constraints on the Euler angle rates, 4) Impose constraints on the Euler angles, and 5)

Impose a non-linear inclusion cone constraint on the orientation. A constant nonzero disturbance,

𝑑, is applied to the plant model to demonstrate the effectiveness of the rate-based formulation. For

the simulations presented below, the worst-case runtime for the controller algorithm is

approximately 1.6 sec. The sampling time of the system is two seconds and the prediction horizon

is ten steps.
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Figure 3 is case one, which is mainly considered as a case that would verify that the NMPC 
package is properly installed and that all signals are handled properly. In this case, the controller 
moves the orientation of the platform a small distance away and holds the new reference. This case 
was the only one during the AFRL’s attitude testbed implementation attempt. 

Figure 3. Simulation Results using the NMPC Algorithm with no Constraints. From left to 
right: Input Trajectory, Euler Rates, and Euler Angles 

Figure 4 is case two, where input constraints are added to demonstrate enforcement of box 
constraints. 

Figure 4. Simulation Results using the NMPC Algorithm with Input Constraints. From left 
to right: Input Trajectory, Euler Rates, and Euler Angles 
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Figure 5 is case three, where Euler rate constraints are implemented to demonstrate the ability to 
regulate the speeds. 

Figure 5. Simulation Results using the NMPC Algorithm with Euler Rate Constraints. 
From left to right: Input Trajectory, Euler Rates, and Euler Angles 

Figure 6 is case four, where Euler angle constraints are implemented. The concern is that without 
a sufficiently long enough window, the controller may approach the state constraints with too much 
momentum to maintain feasibility. 

Figure 6. Simulation Results using the NMPC Algorithm with Euler Angle Constraints. 
From left to right: Input Trajectory, Euler Rates, and Euler Angles 

Figures 7 and 8 are for case five, where an instrument inclusion cone constraint is imposed. This 
constraint is inherently non-linear, but convex which the NMPC implementation is able to handle. 



Figure 7. Simulation Results using the NMPC Algorithm with Instrument Inclusion Cone 
Constraint. From left to right: Input Trajectory, Euler Rates, and Euler Angles. 

Figure 8. Inclusion Cone Constraint During Simulation of Case Five 

These tests demonstrate the ability of the NMPC controller to handle the five cases suggested for 

testing  on the AFRL’s attitude testbed platform. 

4.3 Parameter Governor Control of 𝒏-vehicle Formations 

Both theoretical and experimental results have been obtained. The theoretical results provide 

guarantees that the parameter governor is able to generate and maintain desired formations 

consisting of 𝑛 vehicles. These theoretical results are applicable to a broad class of vehicles (or 

systems) whose dynamics are modeled using non-linear equations, and handle the general case 

where a vector of parameters is calculated and applied for each vehicle in formation. Note that the 

previously reported theoretical results for the Time Shift Governor TSG and Scale Shift Governor 

SSG [28], which utilized linear dynamics and scalar parameters, are specialized cases of the more 

general results reported here. 
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Additional theoretical results show that if certain other mild assumptions hold, then the parameter 
converges to a limit in finite time and, therefore, the parameter governor becomes inactive. See 
Corollaries 5.1-5.3 in [28] for details. 
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Simulation results have also been obtained for a combined TSG/SSG that adjusts two parameters 

for each spacecraft, corresponding to both time- and scale-shifts applied to the nominal reference 

trajectories. These results demonstrate that utilizing this combined approach with multiple 

parameters may provide better performance compared to either the TSG or SSG alone.  

4.3.1 Theoretical Results. 

The main theoretical results for the parameter governor are summarized here. Detailed descriptions 

of the required assumptions, and detailed proofs for each result, are available in Section 5.2.5 of 

[28].

Firstly, Proposition 1 establishes the existence of a finite, sufficiently long prediction horizon 𝑇∗ ∈ 
ℤ>0 such that constraint satisfaction need only be verified over this horizon:

Proposition 1 (Proposition 5.1 in [28]): There exists 𝑇∗ ∈ ℤ>0 such that, for (𝑋0, 𝑝) ∈ 𝔻(𝑘), 𝑘 ∈ 
ℤ≥0, if 𝑋(𝑘 + 𝜎|𝑘, 𝑝, 𝑋0) ∈ 𝕏 and 𝑢(𝑘 + 𝜎|𝑘, 𝑝, 𝑋0) ∈ 𝕌 for 𝜎 ∈ ℤ[0,𝑇∗], then 𝑋(𝑘 + 
�𝜎|𝑘, 𝑝, 𝑋0) ∈ 𝕏 and 𝑢(𝑘 + 𝜎|𝑘, 𝑝, 𝑋0) ∈ 𝕌 for all 𝜎 > 𝑇∗. 

Secondly, Proposition 2 establishes that utilizing the turn-based parameter update strategy, the 

total cost 𝐽 is non-increasing: 

Proposition 2 (Proposition 5.2 in [28]): Suppose the parameter 𝑝(𝑘) is updated using the turn-

based parameter update strategy, and the prediction horizon satisfies 𝑇 ≥ 𝑇∗, where 𝑇∗ is defined

in Proposition 1. Then, the cost is non-increasing, i.e., 𝐽(𝑘 + 1, 𝑝(𝑘 + 1), 𝑋(𝑘 + 1)) ≤
�𝐽(𝑘 + 1, 𝑝(𝑘), 𝑋(𝑘 + 1)). 

Finally, Theorem 2 establishes that the parameter governor will establish and maintain the desired 

formation of vehicle from any feasible initial condition.  

Theorem 2 (Theorem 5.1 in [28]): Suppose Assumptions (A1)-(A5) hold, the prediction horizon 
satisfies 𝑇 ≥ 𝑇∗, where 𝑇∗ is defined in Proposition 1, and the parameter 𝑝(𝑘) is determined using 
the turn-based parameter update. Then, the following properties hold: 

𝑘 ̃

a. 𝑋(𝑘) remains feasible, 𝑋(𝑘) ∈ 𝕏 and 𝑢(𝑘) ∈ 𝕌 for all 𝑘 ≥ 0.

b. 𝛺(𝑘, 𝑝(𝑘), 𝑋(𝑘)) → 0 as 𝑘 →  ∞.

c. 𝑢𝑖(𝑘) →  0 as 𝑘 → ∞ for 𝑖 = 1, 2, … , 𝑞.

d. 𝑒𝑖(𝑘) = 𝑋𝑖(𝑘) − 𝑋𝑑𝑖(𝑘, 𝑝𝑖(𝑘)) → 0 as 𝑘 → ∞ for 𝑖 = 1, 2, … , 𝑞.

e. There exists �̃� > 0 such that 𝑊(𝑔(𝑘))  = 0 for all 𝑘 ≥

f. 𝐽(𝑘, 𝑝(𝑘), 𝑋(𝑘)) → 0 as 𝑘 →  ∞.
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4.3.2 Simulation Results. 

In previous work, we have developed simulations showing that both the TSG and SSG are capable 
of generating formations of spacecraft travelling along elliptical NMTs at a desired phasing [24, 
12]. More recently, we have developed simulations demonstrating that a combined TSG/SSG 
which adjusts parameters corresponding to both time- and scale-shifts applied to the nominal 
reference trajectories may provide better performance compared to either parameter governor. This 
combined SSG/TSG implementation is supported by the theoretical results described above, which 
allow for multiple adjustable parameters per spacecraft.  

In the combined SSG/TSG simulations, spacecraft dynamics are modelled using the linear time-
invariant CW equations [23]. A static state-feedback LQR control law is utilized with control 
inputs corresponding to instantaneous velocity change, ∆� . Parameters used in the simulations are 
shown in Table 2. The basic idea behind the combined TSG/SSG implementation is to choose an 
appropriate set of initial parameters, then, first engage the TSG and run until the TSG parameter 
cost goes to zero. Next, the SSG is engaged and run until the SSG parameter cost, and finally the 
total cost, reach zero.  

 Table 2. Parameters used for TSG and SSG Simulations 

� � � �
�

�

�

�
�

Parameter Units Value 
Parameter set for 𝑖 - 𝑖 = {0,1, … ,49} 

Parameter set for 𝑔𝑖 - 𝑔𝑖 = {0.5, 0.6, … ,5.4} 

Nominal circular orbit radius km 𝑅0=6,728 

Relative phase shift parameters - 1 = 16, 2 = 0, 3 = 33
LQR state weighting matrix - 𝑄

= 𝑑𝑖𝑎𝑔(1, 1, 1, 0.001, 0.001,0.001) 

LQR control weighting matrix - 𝑅 = 1 × 108𝑑𝑖𝑎𝑔(1,1,1)
Discrete-time update period Sec Δ𝑇 = 109.84 sec 

Prediction horizon - 75 discrete-time steps 

In the example simulation shown below, the spacecraft are initially located at initial conditions 

given by 

, 𝑋1(0) = [0, −12,0,0,0,0]𝑇 ,
𝑋2(0) = [0, −10,0,0,0,0]𝑇 ,
𝑋3(0) = [0, −8, 0,0,0,0]𝑇
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2 In the SSG case, no feasible initial parameter values exist. In the TSG case, initial parameter values exist, but the TSG is unable to 

converge to the desired formation. 

where units for position are km. The objective is to place the spacecraft on three concentric 

elliptical NMTs, separated in phase by approximately 120𝑜. Note that from these initial
conditions, it is not possible to generate the desired formation using either the TSG or SSG 

alone2, however the desired formation is attained using the combined TSG/SSG approach.

Simulation results are shown in Figure 9. Figure 9a demonstrates that the combined SSG/TSG 

enforces all constraints. Figure 9b shows how the combined parameter governor makes 

adjustments first to the time-shifts, 𝜏𝑖, and then to the scale shifts 𝑔𝑖, such that 𝑊𝜏 and 𝑊𝑔 both 

converge to 0, and Figure 9c shows that the total cost also goes to 0 for large 𝑘, and hence the 

desired formation is attained. Figure 9d shows spacecraft trajectories.  
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�

Figure 9. Demonstration of the combined SSG/TSG. (a) Constraints with Combined 
SSG/TSG Active, (b) Parameters, 𝑾𝝉(𝝉(𝒌)) and 𝑾𝒈(𝒈(𝒌)) vs. time, (c) Cost Parameter, (d)

Spacecraft Trajectories. For Constraints, solid lines Denote Separation Distance 
Constraints and Dashed lines Denote Control. Constraints are Satisfied if they are Less-

than-or-equal-to zero. For Trajectories, Arrows Represent 𝚫𝑽 Direction. X’s Denote Final 
Spacecraft Positions  

4.4 Safe Trajectory Generation for Satellite Inspection 

Simulations case studies were performed to illustrate the implementation of the two-phase control 

law for satellite inspection described in Section 3.4.2. Table 3 shows parameters used in 

simulations. The control law is switched from the LG control law to the state-feedback control law 

at the first time-instant 𝑘 when the inspector spacecraft state vector satisfies a distance criterion 

given by 

‖Φ𝑋(𝑘)‖2 ≤ 0.05 km, (49) 

and an angle criterion given by 

𝜙(𝑘) ≤ 5 deg, (50)
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Figure 10 shows three trajectories using this switched control law starting from three different 

initial conditions. Figure 10a shows the complete trajectories, whereas Figure 10b shows a close-

up of these trajectories near the keep-out-zone. The information collection rate at each discrete-

time instant along these trajectories is shown in Figure 10c. The time-instants where the control 

law switches from the LG law to the state-feedback law are shown as dashed black lines. The total 

information obtained along these trajectories is shown in Figure 10d, and constraints are plotted in 

Figure 10e and Figure 10f. These plots show that constraints are satisfied along the trajectories. 

More extensive simulations in Section 4.4 of [28] show that the proposed LG/State-feedback 
control law is robust to the choice of initial condition. Furthermore, in Section 4.5 of [28], 
different choices for parameter values such as 𝑢𝑚𝑎𝑔 and Δ𝑇 as well as different control switching 
criteria are analyzed through simulation case studies to assess their effect on trajectories, control 

(fuel) use and information collection. The conclusion from these cases studies is that reducing the 

value for 𝑢𝑚𝑎𝑔 is most effective in reducing overall fuel usage while eliminating the distance 

criteria used to determine the time to switch to the state-feedback control law is most effective in 

increasing the amount of information obtained over a given time period. 
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where 𝜙(𝑘) is the angle between the vector from the target point to the inspector spacecraft and �̂�. 

Table 3. Parameters used in Simulations 

Parameter Units Value 
Target spacecraft orbital 

radius 

km 𝑅0 = 6828.137 

Discrete-time update period sec Δ𝑇 = 10 
LQR state weighting matrix - 𝑄 =

𝑑𝑖𝑎𝑔(10, 10, 10, 0.01, 0.01,0.01) 
LQR control weighting matrix - 𝑅 = 1 × 108𝑑𝑖𝑎𝑔(1,1,1) 
Maximum control limit km/sec 𝑢𝑚𝑎𝑥 = 0.001 
Keep-out-zone radius km 𝑟𝑚𝑖𝑛 = 0.02 
Target point km 𝑟𝑇 = [0.001, 0, 0.001]𝑇

Target normal vector km 
�̂� = [

1

√2
, 0,

1

√2
]

𝑇

Information collection 

parameters 

- 𝛼 = 0.1, 𝛽 = 0.0001 

Maximum angle for info. 

Collection 

rad 𝜙𝑚𝑎𝑥 =
𝜋

6
Prediction horizon used to 

determine 𝛿(𝑘) 

Discrete-

time 

steps 

𝑇 = 100 

Step size used to 

determine 𝛿(𝑘) 

km/sec 𝜈 = 0.001 
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Simulations also show that the proposed method is robust to sufficiently small disturbances. Figure 

11 shows trajectories starting from the same initial conditions as  Figure 10. For the trajectories in 

Figure 11, a disturbance term 𝐵𝑤(𝑘) is added to the dynamics at each time-step, where 𝑤(𝑘) is a 
disturbance vector randomly assigned from a uniform distribution over an infinity-norm ball 

centered at the origin with a radius of 0.025 m/sec. Comparing Figure 11a to Figure 10a it is 

evident that the disturbances have minimal effect on the trajectories when the LG control law is 

used. Furthermore, as shown in Figure 11b, when disturbances are included, closed-loop 

trajectories converge to a small region around the controller reference point, rather than exactly to 

the reference point. As long as the controller reference point is chosen to be “sufficiently far” from 

the keep-out-zone, the exclusion zone constraint remains satisfied. Details of the implementation 

with disturbances are available in Section 4.6 of [28].
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Figure 10. Example Trajectories and Associated data. 
(a) Complete Trajectories, (b) Close-up of Trajectories, (c) Information rate (d) Total

Information Collected, (e) Control Constraint, (f) Keep-out-zone constraint. Constraints 
are Satisfied if the Values are Less-than-or-equal-to zero 
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Figure 11. Example Trajectories with Disturbances. (a) 
Complete Trajectories, (b) Close-up of Trajectories

4.5 Minimum Time MPC Application to Spacecraft Attitude Waypoint Following 

Consider a nonlinear model for the spacecraft attitude dynamics (see e.g. [40] for details) given 
by, 

(51) 

where 

and 
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(52) 

where 𝐽1 = 20 𝑘𝑔. 𝑚2,  𝐽2 = 50 𝑘𝑔. 𝑚2,  𝐽3 = 30 𝑘𝑔. 𝑚2 are principal moments of inertia, 𝐽12 ∶
= (𝐽1 − 𝐽2)/𝐽3, 𝐽31 ∶= (𝐽3 − 𝐽1)/𝐽2, and 𝐽23 ∶= (𝐽2 − 𝐽3)/𝐽1, and 𝑛 represents low-Earth orbital mean 
motion. The three Euler angles (roll 𝜙, pitch 𝜃, and yaw 𝜓) represent the orientation of the 
spacecraft body fixed frame with respect to the local-vertical/local-horizonal (LVLH) 
frame. The control inputs are moments 𝑢1, 𝑢2, 𝑢3 about each body fixed axis. 

The linearized model about the LVLH-frame equilibrium 𝒙𝑒 = [0, 0, 0, 0, −𝑛, 0]𝑇 takes the form,

We convert the linearized model to discrete-time assuming a zero-order hold with sampling period 

of Δ𝑇 = 0.5 seconds. 

The closed-loop trajectories generated by the minimum-time MPC when applied to the continuous-

time nonlinear spacecraft attitude dynamics model are shown in Figures 12a and 12b. The 

spacecraft follows a sequence of two waypoints for which the target sets are shown in Figures 12a 

and 12b by the rectangular boxes and horizontal dashed lines, respectively. Note that the waypoints 

are only defined in the roll-pitch-yaw subspace; the angular velocity subspace is left free. The 

saturation constraints on the control moments are given by |𝑢𝑖| ≤ 0.2 Nm, 𝑖 = 1, 2, 3. Random

unmeasured disturbance torques sampled from the uniform distribution over the interval [-0.01, 

0.01] have been added to the control moments about each axis to represent actuation errors. As 

observed from the simulated trajectories, the minimum-time MPC controller designed on the 

linearized discrete-time model is able to track the specified waypoints while respecting control 

constraints even when applied to the full non-linear continuous-time model and when disturbance 

torques are present. 
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(a)  (b) 

(53) 

Figure 12. Simulated Trajectories with Disturbances for the Minimum-time MPC 
Controller with 2 waypoints. (a) Roll-Pitch-Yaw Trajectory in 3D, (b) Separated Roll-Pitch-

Yaw trajectories 

Exclusion Zone Avoidance. 

The MILP can be augmented by exclusion zone constraints following the approach of [41, 
42]. As an example, consider a rectangular exclusion zone avoidance requirement given by 
(𝜙, 𝜃, 𝜓) ∉ [−𝜙𝑙 , 𝜙𝑢] × [−𝜃𝑙 , 𝜃𝑢] × [−𝜓𝑙, 𝜓𝑢]. These zones restrict the available state space 
to a non-convex set. To handle such an exclusion zone, we augment our MILP with extra 
binary integer variables 𝜖𝑖,𝑘 ∈ {0, 1} and constraints,

where 𝑀 is sufficiently large. The number of 𝜖 variables at each time step 𝑘 is equal to the number 

of faces of the exclusion zone, with each 𝜖𝑘 = 1 if the state lies “inside” the corresponding face 

and 𝜖𝑘 = 0 otherwise. The final inequality ensures that the state remains outside of the exclusion 

zone, as the constraint is violated if and only if the state is “inside” of every face simultaneously, 

i.e., within the exclusion zone.



For the example presented in Figures 13 and 14, we included two waypoints and two exclusion 
zones. While in theory there is no limit to the number of exclusion zones that can be treated in this 
fashion, in practice we limited our simulations to two such zones to keep the computational burden 
as low as possible. The exclusion zones were centered at (-20°, -20°, 20°) and (-8°, -8°, 8°), with 
side length 4. The time steps were set at 3 seconds, except when the trajectory drew close to the 
waypoint set, then the time steps were reduced to 0.75 seconds for finer control accuracy. The 
waypoints were located at (0°, 0°, 0°) and (-40°, -40°, 40°) and were tracked one at a time in turn. 

Figure 13. Two Obstacle Avoidance while Tracking Two Waypoints in turn with the MPC 
Solver 

(a) (b) 

Figure 14. Evolution of State and Computation Time at Each Time Step 
(a) Evolution of the Individual Roll-Pitch-Yaw States with Time; (b) Computation time for

each Time Step 
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We estimated a lower bound for the minimum time horizon, then solve the MILP once; if the 

solution was such that 𝛿𝑁 = 1, then the horizon was extended and the MILP solved again. Once 

the MILP returned a solution with 𝛿𝑁 = 0, then the control was optimal and the first move was 

applied, then the loop was closed by applying the MPC solver. All computations were carried out 

on a MacBook laptop with a 2.5 GHz processor and 16 GB of memory using Matlab's intlinprog 

command to solve the MILP; with this setup, the two waypoints were successfully tracked in turn 

while avoiding the exclusion zones, seen in Figures 13 and 14a, and even the worst-case 

computation times, seen in Figure 14b, were under 1.5 seconds for any given time step. 

5. CONCLUSIONS

An invariance-based waypoint following control method has been developed to generate safe 

relative motion trajectories between NMTs. The results demonstrate that the method is effective 

in generating fuel-efficient trajectories that satisfy control and exclusion zone constraints. An 

NMPC controller has been developed for spacecraft attitude control and results showed that the 

developed control scheme is capable of executing rest-to-rest attitude maneuvers while enforcing 

constraints. The parameter governor methods to attain and maintain formations of spacecraft have 

been extended. The theoretical results provide guarantees that, under suitable assumptions, the 

parameter governor, which allows for non-linear dynamics and multiple parameters per vehicle in 

formation, can be applied to attain formations containing an arbitrary number of vehicles. The 

simulation results demonstrate implementation to attain a formation of three spacecraft and 

illustrated that a combined TSG/SSG can provide better performance than either the TSG or SSG 

alone in certain cases. Finally, in the context of a specific mission of a satellite inspection, the 

Local Gradient control technique has been analyzed to demonstrate robustness to initial condition 

and bounded disturbances, as well as to assess the effect of parameter values and control switching 

criteria on control usage and information collection. 
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