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1. Introduction
Acoustic waves propagating in the atmosphere may undergo many effects, to in-
clude refraction by temperature and wind velocity gradients, scattering by atmo-
spheric turbulence, absorption by the atmosphere (fluid), diffraction by terrain fea-
tures, and absorption and reflection by a porous ground. As a result, there may be
insonification in acoustic shadow zones, amplitude and phase fluctuations of the
propagating sound signals, loss of signal coherence, changes in the interference
maxima and minima of the direct ground reflected waves, and multipath effects.
Understanding these effects is important for a variety of military applications, such
as acoustic source localization and classification, noise propagation in the atmo-
sphere, and the development of new remote sensing techniques of the atmosphere.
These topics continue to be of high interest, particularly for impulse propagation.1–4

By extracting the medium impulse response, or Green’s function, one may obtain
information about the medium channel in order to overcome the medium effects
or deduce information about the medium. For example, in acoustic communica-
tions, information is sent through a medium from a host station to client stations.
The transmitted information is subjected to a variety of signal distortions and noise
caused by the medium. Using time-reversal processing, Candy et al.5–7 extracted
the channel medium impulse response from the transmission of a known pilot sig-
nal through the channel medium. This Green’s function was then used to modify
the subsequent signals to overcome distortion in the channel.

Motivation for the current research is partially derived from atmospheric acous-
tic communications; however, time-reversal techniques are used in numerous fields
far too extensive to summarize here. In optics, phase conjugation, the frequency-
domain equivalent of time reversal, is often used; time-reverse mirrors and cavities
are other examples. Ultrasound, geophysics, underwater acoustics, and communi-
cations are yet more examples of fields where time reversal is employed. Significant
progress has been made in ultrasound. The pivotal and extensive body of work by
Fink has impacted all these fields. References 5–51 only represent a very small
fraction of the body of work in the literature. Of particular interest are the ultra-
sound/biomedical research of Xu and Wang27 and Thomas et al.24 and the under-
water acoustic communications research that considers complex propagation effects
by Fink12 and Kuperman et al.14 Seismic interferometry is another method used to
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estimate Green’s functions between receivers. A 2011 special issue of Earthquake

Science on earthquake geodesy summarizes many applications of this topic (pref-
ace, Ni17), and Wapenaar and colleagues8,9 have several significant findings and
summary articles.

Marengo and Gruber15 proposed and demonstrated a coherent detection scheme
based on time-reversal mirrors and cavities where propagation is governed by the
optical theorem for wavefields (e.g., electromagnetic, optical, and acoustic in cer-
tain media). The optical theorem is well known to describe energy conservation for
scattering systems. They sought to detect scatterers embedded in reciprocal media.
They found good results for target detection in complex, highly reverberant envi-
ronments, such as within buildings, urban canyons, tunnels, and caves. The perfor-
mance was found to decrease when noise significantly corrupted the background
signal estimation.

Time reversal has been successful for source localization and medium imaging, yet
much of the research requires spatial reciprocity and temporal invariance. These as-
sumptions are often invalid for moving media and absorptive media. This is critical
when considering atmospheric acoustic propagation. A key finding of many of the
investigations is that time reversal is more successful when there is considerable
multipath.

For diffuse media, it has been demonstrated that cross correlation (CC) of two
recordings of the diffuse wave field at different receivers can be used to retrieve
the Green’s function between these receivers. The theory was extended to include
cases where time-reversal invariance and spatial reciprocity do not hold (e.g., Slob
et al.19 and Snieder20). The use of passive field fluctuations instead of an active point
source has also been considered, where not only is the retrieval of the difference of
the Green’s function and its time-reversed function considered, but the sum is as
well (Snieder et al.21). This formalism leads to applications for field fluctuations in
static systems for potential field problems and direct current problems in conducting
media, as well as for diffusive fields excited by injection sources or current sources.
A unified theory was developed for Green’s function retrieval when time-reversal
invariance does not hold (Wapenaar et al.44).

Land mine detection exploits the highly elastically nonlinear property of land mines.
Sutin et al.22,23 successfully performed land mine detection by using a nonlinear dis-
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tortion of a highly focused time-reversed acoustic signal. The method was based on
time-reversal techniques from the ultrasound community. The nonlinear acoustic
method uses the excitation of two frequency waves that interact with the top sur-
face of the mine. The mine and the ground near the mine have different vibration
frequencies, thus this method allows detection near other dense material, such as
isolated cobbles.

While time reversal and similar methods have been used for Green’s function es-
timation in many disciplines, there is little research for sound fields in the atmo-
sphere. The use of noise interferometry to deduce wind velocity and sound speed
has been studied by Godin and colleagues30,31 and time reversal for source local-
ization in urban environments is presented in Refs. 32–36. The potential impact for
acoustic intelligence, surveillance, and reconnaissance (ISR) applications in the at-
mosphere warrants further investigation into Green’s function estimation and, mo-
tivated by the large successes in other fields, has led to the development of this
multiyear Director’s Research Initiative research project.

The objective of this project is to determine the feasibility of using time reversal in
conjunction with flow reversal, or other similar methods, to extract a Green’s func-
tion for outdoor acoustic propagation using sources in audible frequency ranges.
Several propagation factors unique to acoustic propagation in the atmosphere must
be considered. First, inherent in the assumptions used in many time-reverse meth-
ods is that the medium is stationary. For moving media, a flow-reversal theorem
may be used in conjunction with time reversal. Second, spatial reciprocity may not
be valid due to terrain features or atmospheric conditions. Multidimensional decon-
volution (MDD) has been successful for use in lossless media with homogeneous
illumination of all receivers;47–49 for some atmospheric conditions, this may pro-
vide an alternative retrieval method. Unlike previous research in other fields, the
concept for this project is for military applications. Sources of opportunity (such
as bell towers or fog horns) or limited active sources (such as a propane cannon)
are considered, as well as limited acoustic sensor arrays. In theater, full illumina-
tion of all receivers is not a realistic scenario. However, such retrieval methods may
provide sufficient information under certain environmental conditions.

In Section 2, we review the basic concept of time reversal in the context of esti-
mating the Green’s function for acoustic propagation. Flow reversal for a moving
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medium is also presented and typical cases for sound propagation in the atmosphere
are examined to determine when incorporation of flow reversal into Green’s func-
tion estimation becomes important. Two Green’s function estimators are then de-
rived in Section 3, a CC method, inspired by the work of Candy et al.,5–7 and a MDD
method, inspired by the work of Wapenaar et al.44 Experiments were conducted to
investigate Green’s function estimation. An overview of the experimental site, array
designs, and instrumentation, as well as the atmospheric conditions during the tests,
is given in Section 4, The initial proof of concept is presented in Section 5. Sections
6, 7, and 8 examine the Green’s function retrievals for open field and forested prop-
agation up to 400 m, longer-range open field propagation up to 600 m, and the effect
of source distribution, respectively. Finally, concluding remarks are given in Sec-
tion 9.

2. Theory
In this section, we briefly review the concepts behind simple time reversal in a time-
invariant and spatially reciprocal medium. We then introduce the concept of flow
reversal in the context of wave propagation in a random medium. We explore cases
relevant to acoustic propagation in the atmosphere in order to determine conditions
under which flow reversal should be considered.

2.1 Time Reversal for a Stationary Medium
Consider a simplified case, as depicted in Fig. 1. An impulse originates at time t0
and location r0. It then propagates to receiving location r, arriving at time t. The
Green’s function g(r, t; r0, t0) (green) is the impulse response between (r0, t0) and
(r, t). The signal further propagates and is observed at a later time t′ and location r′.
The Green’s function between the point of origin (r0, t0) and later reception (r′, t′)

is g(r′, t′; r0, t0) (blue). The paths associated with g(r, t; r0, t0) and g(r′, t′; r0, t0)

have the path from r0 and r in common. The travel time for this common path
will cancel during CC (teal). Hence the CC of responses at (r, t) and (r′, t′) is
equivalent to the response function g(r′, t′; r, t) for a source that initiates at (r, t)

and is received at (r′, t′).

4
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Fig. 1 Impulse response for a source originating at (r0, t0) and observed at (r, t) (green) and
at (r′, t′) (blue), and CC between these observations (teal)

Since the paths between times (r, t) and (r′, t′) are the same for both receivers, we
can equivalently consider the coherent sum of a forward-propagating wave between
r0 and r (blue) and a backward-propagating wave between r′ and r (green), as
shown in Fig. 2. This backward-propagating wave may be thought of as a time-
reversed signal provided the Green’s function for the time-reversed signal and the
backward-propagating wave, which are the same. Therefore, time reversal holds
provided g(r0, t0; r, t) = g(r,−t; r0, t0), so that

g(r′, t′; r, t) = g(r′, t′; r0, t0)∗ g(r,−t′; r0, t0). (1)

5
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Fig. 2 Combination of a forward-propagating wave (blue) and backward-propagating wave
(green) results in a virtual source at (r, t) (teal) that has an impulse response that is equivalent
to CC provided that the Green’s function of the backward-propagating wave is equivalent to
the time-reversed Green’s function

Thus, the impulse response function between (r, t) and (r′, t′) (teal) is equivalent to
the CC and is given by the convolution

g(r′, t′; r, t) = g(r′, t′; r0, t0)∗ g(r,−t′; r0, t0)

=

∫
g(r′, τ ; r0, t0)g(r, t′ + τ ; r0, t0)dτ. (2)

The receiver located at r can be thought of as a virtual source. Similarly for full
3-D propagation, a receiver array can be viewed as an array of virtual sources.
These concepts are used in many applications, such as seismic interferometry and
communications.5–9 This concept holds when there are both temporal invariance
and spatial reciprocity.

As an example, consider 1-D propagation in free space. For an impulse emitted at
time t0 and location x0, observed at time t and location x, the causal 1-D Green’s
function for free space is

g(x, t;x0, t0) = δ

(
|t− t0| −

|x− x0|
c0

)
, (3)

where c0 is the sound speed. Thus, the Green’s function between the two observa-

6
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tions (x, t) and (x′, t′) is given by

g(x′, t′;x, t) = g(x′, t′;x0, t0)∗ g(x,−t′;x0, t0)

=

∫
g(x′, τ ;x0, t0)g(x, τ + t′;x0, t0)dτ

=

∫
δ

(
|τ − t0| −

|x′ − x0|
c0

)
δ

(
|τ + t′ − t0| −

|x− x0|
c0

)
dτ

= δ

(
|t′| − |x

′ − x|
c0

)
, (4)

and we recover the known causal solution.

2.2 Flow Reversal for a Moving Medium
The atmosphere is a moving, random medium and, in general, acoustic propagation
in the atmosphere violates the assumptions of the previous subsection. The com-
plete set of fluid dynamics equations for sound propagation in the atmosphere may
be written as3,37,38 (

∂

∂t
+ v ·∇

)
p+ ρc2∇ ·w = ρc2Q, (5)(

∂

∂t
+ v ·∇

)
w + (w ·∇) v +

∇p

ρ
=

F

ρ
, (6)

where p(r, t) is the acoustic pressure, w = w(r, t) the acoustic particle veloc-
ity, v = v(r, t) the ambient medium velocity, ρ = ρ(r, t) the medium density,
c = c(r, t) the sound speed in the medium, Q = Q(r, t) the mass source term, and
F = F(r, t) the external force. For a uniform medium with uniform flow velocity
(i.e., c, ρ, and v are independent of r and t), this simplifies to(

1

c

∂

∂t
− v ·∇

c

)2

p−∇2p = ρ

[(
∂

∂t
+ v ·∇

)
Q−∇ · F

]
, (7)

and the corresponding Green’s function g(t, r; t0, r0) is given by(
1

c

∂

∂t
− v ·∇

c

)2

g −∇2g = δ(t− t0)δ(r− r0). (8)

Without loss of generality, consider the 2-D case, where v = vêx and
r = (x, y) = (r cosϕ, r sinϕ) , as shown in Fig. 3. The Green’s function is given

7
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by (
1

c

∂

∂t
− v

c

∂

∂x

)2

g −
(
∂2

∂x2
+

∂2

∂y2

)
g = δ(t− t0)δ(x− x0)δ(y − y0). (9)

Fig. 3 Coordinate system for acoustic wave equations

This can be solved by Fourier transforming to the frequency domain ω, where we
use the convention

g(r, t) =
1√
2π

∫ ∞
−∞

g̃(r, ω)e−iωtdω and g̃(r, ω) =
1√
2π

∫ ∞
−∞

g(r, t)eiωtdt.

(10)
Without loss of generality, let t0 = 0 and r0 = 0. Then

−k2g̃ − 2iMk
∂g̃

∂x
+M2 ∂

2g̃

∂x2
− ∂2g̃

∂x2
− ∂2g̃

∂y2
=
δ(x)δ(y)√

2π
, (11)

which has the solution

g̃(r, ω; 0, 0) =
i

2 (2π)1/2 (1−M2)3/2

[
H

(1)
0 (kρ)− iMx

ρ (1−M2)
H

(1)
1 (kρ)

]
×

exp

(
−ikxM
1−M2

)
, (12)

8
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where the wave number, Mach speed, and scaled range are respectively given by

k =
ω

c
, M =

v

c
, and ρ =

{
1

1−M2

[
x2

1−M2
+ y2

]}1/2

. (13)

Time reversal corresponds to phase conjugation in the frequency domain. There-
fore, the time-reversed signal is given by

gTR(r, t; 0, 0) =
1√
2π

∫ ∞
−∞

g̃TR(r, ω; 0, 0)e−iωtdω, (14)

where

g̃TR(r, ω; 0, 0) = g̃∗(r, ω; 0, 0)

=
−i

2 (2π)1/2 (1−M2)3/2

[
H

(2)
0 (kρ) +

iMx

ρ (1−M2)
H

(2)
1 (kρ)

]
exp

(
ikxM

1−M2

)
,

(15)

and the dependence of k on ω is implicit.

For a moving medium, M 6= 0, a time-reversed signal and a backward-propagating
wave are not the same. Therefore, it is necessary to incorporate both time reversal
(phase conjugation) and flow reversal (M → −M ). Now we must explicitly denote
the dependence of the Green’s function on the parameterM . Therefore, letting “FR”
denote both time and flow reversal, we have

gFR(r, t; 0, 0;M) =
1√
2π

∫ ∞
−∞

g̃FR(r, ω; 0, 0;M)e−iωtdω, (16)

where

g̃FR(r, ω; 0, 0;M) = g̃∗(r, ω; 0, 0;−M)

=
−i

2 (2π)1/2 (1−M2)3/2

[
H

(2)
0 (kρ)− iMx

ρ (1−M2)
H

(2)
1 (kρ)

]
exp

(
−ikxM
1−M2

)
.

(17)

To quantify the significance of flow reversal for atmospheric acoustic propagation,
let us consider some typical cases. Figure 4 shows the percent difference in the mag-
nitudes of g̃FR and g̃TR as a function of frequency ω. Ranges of 10 m (upper left),
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100 m (upper right), 1,000 m (lower left), and 10,000 m (lower right) are consid-
ered for on-axis propagation (ϕ = 0) and a characteristic sound speed of 340 m/s.
The blue lines are for a wind speed of 1 m/s, green 5 m/s, red 10 m/s, cyan 15 m/s,
and magenta 100 m/s. For the last case, v/c 6� 1 is outside the range of validity of
Eqs. 5 and 6; however, it allows us to examine the limiting behavior. We see that
the largest percent difference is for values of ω < 1, and for larger ω, the percent
difference approaches a limit. The largest percent difference occurs at values that
have a smaller weight in the Fourier transform, the smaller v/c, the smaller the
weight. This is evident in Fig. 5, which shows the real and imaginary components
of the Green’s functions in the time domain, here for a range of 100 m. Blue is the
real component of gTR, red the imaginary of gTR, green the real of gFR, and cyan
the imaginary of gFR. For v = 1 m/s, we see that there is little difference. As v
increases, we notice a change in the magnitude and phase, and the incorporation
of flow reversal becomes more important. Again, v = 100 m/s is outside the range
of validity of the model, but shows the limiting behavior. Further detailed analysis
reveals that when v/c & 0.015, flow reversal should be considered.

Fig. 4 Percent difference between the Green’s function using flow and time reversal (gFR) and
using only time reversal (gTR) in the frequency domain

10
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Fig. 5 Real and imaginary components of the Green’s function using flow and time reversal
(gFR) and using only time reversal (gTR) in the time domain

3. Green’s Function Estimators
As previously discussed, the Green’s function is the medium response function to a
delta function source. This is physically unrealizable. Therefore, in this section, we
discuss the medium response function for a general source and develop two Green’s
function estimations techniques: CC and MDD.

3.1 Response Function for a General Source
Let us now generalize the concept of the medium impulse response in Section 2 to
that of a medium response function for a general source.

Consider a general time-dependent, stationary source s(t, t0, r0) that initiates at
time t0 and location r0. The medium response function u(r, t; r0, t0) is given by
the convolution

u(r, t; r0, t0) = g(r, t; r0, t0)∗ s(t, t0, r0). (18)

Thus, for the two points of observation (ri, ti) and (r′j, t
′
j) , assuming time reversal

11



Approved for public release; distribution is unlimited.

holds,

u(r′j, t
′
j; ri, ti) = u(r′j, t

′
j; r0, t0)∗u(ri,−t′j; r0, t0)

=
[
g(r′j, t

′
j; r0, t0)∗ s(t′j, t0, r0)

]∗ [g(ri,−t′j; r0, t0)∗ s(−t′j, t0, r0)
]

=
[
g(r′j, t

′
j; r0, t0)∗ g(ri,−t′j; r0, t0)

]∗ [s(t′j, t0, r0)∗ s(−t′j, t0, r0)
]

= g(r′j, t
′; ri, ti)∗S(t′j, t0, r0). (19)

Here the autocorrelation function of the source observed at t′j is

S(t′j, t0, r0) = s(t′j, t0, r0)∗ s(−t′j, t0, r0), (20)

and the convolution with the time-reversed function is the CC

g(r′j, t
′
j; r0, t0)∗ g(ri,−t′j; r0, t0) =

∫
g(r′j, τ ; r0, t0)g(ri, t

′
j + τ ; r0, t0)dτ

= g(r′j, t
′
j; ri, ti). (21)

Experimentally, the estimate of the response function û(r′j, t
′
j; ri, ti) may be deter-

mined from the convolution of the measured signal z at r′j with the time-reverse
measured signal x at ri , which may be written in terms of the Green’s functions:

û(r′j, t
′
j; ri, ti) ≈ z(r′j, t

′
j; r0, t0)∗x(ri,−t′j; r0, t0)

≈
[
g(r′j, t

′
j; r0, t0)∗ g(ri,−t′j; r0, t0)

]∗S(t′j, t0, r0). (22)

If the autocorrelation function of the source approaches a delta function

S(t′j, t0, r0)→ δ(t′j − t0), (23)

then the estimated Green’s function ĝ approaches the estimated response function

ĝ(r′j, t
′
j; ri, ti)→ û(r′j, t

′
j; ri, ti) ≈ z(r′j, t

′
j; r0, t0)∗x(ri,−t′j; r0, t0)

→ g(r′j, t
′
j; r0, t0)∗ g(ri,−t′j; r0, t0)

≈ g(r′j, t
′
j; ri, ti). (24)

For simplicity, we write the Green’s function estimate between the two receivers as

ĝ(r′j, t
′
j; ri, ti) = z(r′j, t

′
j)∗x(ri,−t′j). (25)

12
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This argument, which follows that of Candy et al.5–7 for communications, is valid
for signals that satisfy an impulsive-like autocorrelation function property and sam-
ple the medium only within the information bandwidth. Physically, the medium
must be time invariant (or approximately so for the analysis window) and spa-
tially reciprocal. In terms of seismic interferometry, it is used for lossless media
and equipartitioned waves (receivers illuminated isotropically from all directions).

Physically, the autocorrelation function of the source will never be a delta func-
tion. In terms of battlefield sound sources, impulsive signals, such as gun shots
and propane cannon shots, may provide a reasonable approximation. However, in
general, we seek a solution for a more general source.

The MDD method is one method employed in seismics. It makes use of the point-
spread function (PSF), by deconvolving the PSF from the estimated medium re-
sponse function û (e.g., Wapenaar et al.47).

The next two subsections present, in terms of the measured acoustic pressure field,
the two Green’s function estimation techniques considered in this report.

3.2 Cross-Correlation Estimation
Without loss of generality, consider a source originating at r0 at time t0 = 0. The
CC of the received pressure signal p

(
rBl , t; r0

)
measured at element l of array B

(located at rBl ) with the time-reversed received signal p
(
rAν ,−t; r0

)
measured at

element ν of array A (located at rAν ) is given by5

C
(
rBl , r

A
ν ; t
)

=
〈
p
(
rBl , t; r0

)∗ p(rAν ,−t; r0

)〉
=
[
G
(
rBl , t; r0

)∗G(rAν ,−t; r0

)]∗S(t; r0) , (26)

where the brackets indicate ensemble average and, as before, S(t; r0) is autocorre-
lation of the source function. If this approaches a delta function, S(t; r0) → δ (t),
then the estimated Green’s function between rBl and rAν may be approximated as

ĜCC(rBl , r
A
ν ; t) ≈ C(rBl , r

A
ν ; t). (27)

We refer to this as the CC Green’s function estimation technique.

If the autocorrelation of the source is not approximately a delta function, then

13
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C(rBl , r
A
ν ; t) is an estimate of the response function of the medium. The Green’s

function could then be estimated by deconvolving S(t; r0) from C(rBl , r
A
ν ; t), pro-

vided that the autocorrelation function of the source is known. As it is often un-
known, the MDD method is employed for a general source.

3.3 Multidimensional Deconvolution Estimation
Following the derivation of Wapenaar et al.,47 the CC between two receiver loca-
tions may be written as

C(rBl , r
A
ν ; t) = 2

∫
Ω

G(rBl , r; t)∗Γ(r, rAν ; t)dr, (28)

where Γ is the PSF defined as

Γ(r, rAν ; t) =
〈
p(r, t; r0)∗ p(rAν ,−t; r0)

〉
. (29)

In practice, C(rBl , r
A
ν ; t) and Γ(rBl , r

A
ν ; t) are estimated in the time domain and

then transformed to the frequency domain as C̃(rBl , r
A
ν ;ω) and Γ̃(rBl , r

A
ν ;ω), re-

spectively. Assuming a number of sources exist on the surface Ω, Eq. 28 can be
solved in a least-squares sense. Therefore, the system of equations for the inversion
process may be written in the frequency domain as
C̃(rBl , r

A
1 ;ω)

C̃(rBl , r
A
2 ;ω)

...
C̃(rBl , r

A
N ;ω)

 =


Γ̃(rA1 , r

A
1 ;ω) Γ̃(rA1 , r

A
2 ;ω) . . . Γ̃(rA1 , r

A
N ;ω)

Γ̃(rA2 , r
A
1 ;ω) Γ̃(rA2 , r

A
2 ;ω) . . . Γ̃(rA2 , r

A
N ;ω)

...
... . . . ...

Γ̃(rAN , r
A
1 ;ω) Γ̃(rAN , r

A
2 ;ω) . . . Γ̃(rAN , r

A
N ;ω)



G̃(rBl , r

A
1 ;ω)

G̃(rBl , r
A
2 ;ω)

...
G̃(rBl , r

A
N ;ω)

 .
(30)

Accordingly, we define Γ̃ as aN×N matrix, and C̃ and G̃ asN×1 column vectors
showing receiver gathers. The Green’s function is estimated by matrix inversion

G̃ = Γ̃
−1

C̃, (31)

where Γ̃
−1

is a generalized inverse of Γ̃. It should be noted that the inversion pro-
cess may suffer from ill-posed solutions. The damped least-squares method can be
directly adapted to Eq. 31, yielding the frequency-domain MDD estimate of the
Green’s function

G̃MDD =
[
Γ̃
†
Γ̃ + εI

]−1

Γ̃
†
C̃, (32)
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where ε and I indicate a stabilization factor and the identity matrix, respectively.
The MDD estimate of the Green’s function in the time domain is thus

ĜMDD = F−1
(
G̃MDD

)
. (33)

3.4 Signal Processing and Performance Criteria
The acoustic data processing is a multistep process. First, the recorded raw signal
of interest is calibrated to a tone signal. Background noise reduction is then per-
formed, typically using both a bandpass filter and Weiner filter. The filtered signal
is then aligned using a matched filter with the reference signal and peak detection.
The Green’s function is then retrieved using the CC or MDD estimation technique
previously presented.

The two performance criteria that we consider are the signal-to-noise ratio (SNR)
and the correlation coefficient. Consider the function Φ that has spatial and temporal
dependence. Following Kao et al.,50 the SNR is defined by the ratio of the maximum
amplitude of the function Φ divided by the mean value of the function:

SNR =
max (Φ)

mean (Φ)
. (34)

Now suppose we wish to compare Φ to another function Ψ. The Pearson correlation
coefficient ρ is used as a measure of agreement between Φ and Ψ:

ρ =
〈ΦΨ〉 − 〈Φ〉 〈Ψ〉√(

〈Φ2〉 − 〈Φ〉2
) (
〈Ψ2〉 − 〈Ψ〉2

) . (35)

The median value and the interquartile range (IQR; 25th–75th percentile) of the
correlation coefficients provide a quantitative measure: high median correlation co-
efficients (ρ̄ > 0.5) and low IQR values (signifying that most of the correlation
coefficient values are close to the median) correspond to good performance.
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4. Experiments
A series of outdoor experiments were conducted at Blossom Point, Maryland, dur-
ing the summer to early-fall months between 2015 and 2017. This section provides
a brief overview of the instrumentation and summarizes the measured atmospheric
conditions for the cases considered herein.

4.1 Array Designs and Instrumentation
Figure 6 shows the open field and forested area where the experiments were con-
ducted. All of these experiments utilized multiple microphone arrays, though each
experiment had a unique array configuration. The open field is relatively flat and
grassy, allowing easy emplacement of the arrays. The forested area has uneven, un-
dulating ground. Due to the dense vegetation and trees, the microphone arrays were
positioned in grassy areas on the side of gravel roads cutting through the forest.

Fig. 6 Experimental sites at Blossom Point for a) an open field and b) a forested area (images:
Google Earth)

The instrumentation and microphone arrays are shown in Fig. 7. A variety of sources
were used: propane cannon shots approximated impulses, and speakers broadcast
broadband recorded signals, such as fog horns and church bells, and synthesized
signals (using source generators), such as sawtooth and sine waves. Atmospheric
data were collected from Airmar WeatherStations located on a meteorological (met)
tower, Doppler wind lidars (not pictured) performed horizontal and vertical scans,
and a sonic anemometer was located on the ground near one of the arrays.
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Fig. 7 Instrumentation. Upper: two-axis array (left); three-axis array and sonic anemometer
(right). Lower: propane cannon and speaker (left and center); met tower with Airmars (right).
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The first experiment in June 2015 used L-shaped arrays (parallel to the ground) with
four microphones arranged along the transverse direction and four microphones
along the longitudinal direction. The remaining experiments used tri-axis arrays
with four microphones along each axis. The adjacent element spacing for both the
two- and three-axis arrays was 0.5 m. Brüel & Kjær microphones were used. Data
acquisition was done using National Instruments CompactRIO with a NI 9239 ana-
log input module with the sampling frequency set to 25 Hz. The experiments con-
ducted in 2015 and 2016 (Sections 5, 6, and 8) used a specialized speaker,52 a JBL
2446H pressure driver coupled to a 1-m-long pipe with a 3.175-cm inner diameter
(this can be approximated as a point source to a frequency of roughly 2.7 kHz).
The experiments in 2017 used Peavey Impulse 1015 loudspeakers. A bank of four
speakers were used for the long-range experiment (Section 7), and single speakers
were used for each station in the multisource experiment (Section 8).

To present the results in a consistent manner for the different experiments, we
use the following conventions henceforth in this report. The Cartesian coordinates
r = (x, y, z) are defined so that x is the longitudinal component (horizontal plane),
y is the transverse component (horizontal plane), and z is the vertical component.
The x-axis is also referred to as the propagation axis. All arrays use the same num-
bering convention for the microphone elements: elements 1–4 are in the horizontal
plane transverse to the propagation axis (y), elements 5–8 are in the horizontal plane
parallel to the propagation axis (x), and elements 9–12 are in the vertical direction
orthogonal to the propagation axis (z). The exception is the multisource experiment,
which is further described in Section 8.

4.2 Atmospheric Conditions
Horizontal wind speed, wind direction, temperature, barometric pressure, and rel-
ative humidity were measured with Airmars located on a nearby met tower. Two
coherent Doppler wind lidars were located downrange from the source, collecting
radial wind velocity data. One performed a vertical sweep to obtain profile data and
the other performed a horizontal scan along the propagation path.

The average atmospheric data, collected on the lowest level Airmar during the
course of the experiment, are summarized in Table 1 for the cases presented herein.
The data are averaged over the analysis window. Overall, the wind speeds are low.
The large variability in wind direction is commonly seen at low wind speeds and
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often represents instrumentation limitations. The largest value of the Mach speed,
v/c, is less than 0.01; therefore, flow reversal need not be considered in our analy-
ses. We also find that there is well-established von Kármán turbulence.

Table 1 Atmospheric data averaged over the time frame of the experimental analysis

Date Environment Temperature Humidity Wind speed Wind direction Sound speed
(C) (%) (m/s) (◦) (m/s)

13 Sep 2016 Open field 24.1± 0.1 70.6± 0.6 2.7± 0.6 233.0± 9.3 346.0± 0.1
14 Sep 2016 Open field 23.0± 0.1 77.5± 0.7 2.6± 0.4 273.0± 19.3 345.9± 0.1
15 Sep 2016 Forest 22.9± 0.2 63.7± 0.5 2.2± 0.8 67.2± 36.8 345.7± 0.1
16 Sep 2016 Forest 24.0± 0.5 58.8± 2.2 1.3± 0.7 118.0± 69.0 346.0± 0.3
30 Aug 2017 Open field 20.6± 3.3 66.1± 3.7 2.5± 0.1 188.0± 108.0
1 Sep 2017 Open field 17.9± 0.3 66.7± 0.8 3.0± 1.1 58.4± 94.0

As an example of observed lidar data, consider the open field experiment 13–14 Sep
2016. The horizontal wind speed and direction measured with a coherent Doppler
lidar (Halo Photonics: Streamline) are shown in the upper half of Fig. 8 for 13 Sep
2016. The acoustic data were collected between 1500 and 1800 Universal Coordi-
nated Time (UTC) (local time: 1100 to 1400 Eastern Daylight Time), as indicated
by the red brackets. We see that prior to the acoustic measurements, the atmosphere
exhibited a low-level jet of moderate strength (≈ 12 m/s) at a height of 300 m above
ground level (AGL) at about 0400 UTC. This structure eroded throughout the early
morning and was gone by the start of the acoustic measurements. Overall, during
the acoustic measurement collection, the wind speed was light with consistent di-
rection. The vertical wind speed was negligible; therefore, it is not presented.
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Fig. 8 Doppler lidar measured horizontal wind speed, wind direction, wind shear, and turbu-
lence as a function of time and height AGL for 13 Sep 2016. The red brackets indicate the time
frame during which the acoustic data are analyzed.
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The horizontal wind shear and effective turbulence are shown in the lower half of
Fig. 8. We can see that both horizontal wind shear and turbulence are low over
the entire day of the test. There was increased wind direction variability over the
following days.

A horizontal Doppler lidar scan is shown in Fig. 9 for 14 Sep 2016. The scan was
done at 0◦ elevation, corresponding to roughly 0.5-m height AGL. The tree lines are
clearly evident on the boundaries. There is a notable rolling structure due to winds.

Fig. 9 Horizontal Doppler lidar scan at ground level for 14 Sep 2016

Figure 10 shows typical anemometer wind measurements for 30 Aug 2017. The
u, v, w wind component measurements are in the left column, and the temperature,
wind speed, and wind direction are in the right column. The high variability in wind
direction corresponds to the lowest measured wind speeds. The uppermost centered
plot shows the calculated power spectral density of the turbulence, which is clearly
well described by a von Kármán model.
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Fig. 10 von Kármán turbulence observations for 30 Aug 2017 using sonic data: power spectral
density of turbulence (upper center); u, v, w wind measurements (left column); temperature,
wind speed, and wind direction (right column)
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5. Proof of Concept
We first demonstrate that the Green’s function can be retrieved for outdoor sound
propagation. For the proof-of-concept analysis, we consider acoustic data that were
collected in the open field at Blossom Point, Maryland, in mid-June 2015. The
warm weather ensured strong convectively driven turbulence. Five measurement
sites were used: reference microphone at a 10-, 100-, 300-, 400-, and 500-m array.
These eight-element L-shaped arrays were aligned on the propagation axis.

For the proof of concept, let us consider the pilot signal as that of the propane
cannon. The signal satisfies the impulsive-like autocorrelation function property
and samples the medium only within the information bandwidth. Therefore, we
may use the CC Green’s function estimator, ĜCC. A matched filter is used for time
alignment.

As an example of the results using the CC estimator, consider the 100- and 500-m
arrays, which may we may respectively think of as the transmitting and receiv-
ing arrays. The Green’s function is estimated for 20 impulses generated with a
propane cannon during a 10-min period. During this period, the average air tem-
perature was 32.7 ◦C (91.1 ◦F), relative humidity was 54.0%, mean wind speed was
3.47 m/s, average wind direction was 267.4◦ with 270◦ being against the propaga-
tion direction, mean sound speed was 352.1 m/s, and mean effective sound speed
was 349.7 m/s. There was well-defined von Kármán turbulence. Figure 11 presents
the time-evolving Green’s function for the transverse elements l = 1, 2, 3, 4 of the
transmitting array and the transverse element m = 2 of the receiving array (each
with uniform sensor spacing of 0.5 m). Four cases show minor deviations from the
others, and these cases correspond to increased background noise—the closest ap-
proach of a lawn mower to the arrays. The reduced SNR for these cases may lead
to errors in the matched filter alignment.
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Fig. 11 Estimated Green’s function between channel 2 of the receiving array and channels 1–4
of the transmitting array for 20 pulses generated with a propane cannon

Using the estimated Green’s function for the first pulse, we can predict the received
signal at the 500-m array based on the measured signal at the 100-m array for each
of the 20 pulses. Figure 12 shows the results for channel 2 of both the transmitting
and receiving arrays. Doing this, we find that the data for each pulse pass a χ2 good-
ness of fit, and that the absolute value of the mean variance between the predicted
and measured signal is less than 0.01 for each pulse.
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Fig. 12 Comparison of the predicted signals using the retrieved Green’s function (blue) and
the measured signal (red) between channel 2 of both the receiving and transmitting array

Finally, using the atmospheric data for this test, let us examine the impact of flow
on the Green’s function for unbounded atmospheric propagation. Figure 13 (left)
presents the percent difference between the magnitudes of g̃FR and g̃TR in the fre-
quency domain, for ranges corresponding to the sensor placements: blue 100 m,
green 200 m, red 300 m, cyan 400 m, and purple 500 m. The largest percent differ-
ence occurs near ω ∼ 10−2 for r = 100 m. Figure 13 (right) compares the real and
imaginary components of gFR and gTR in the time domain for r = 400 m. There is
a slight difference in the magnitudes and a slight shift in the phase. The estimated
Green’s function therefore deviates most from that of free space propagation due
to the boundary conditions, not the medium flow. However, flow reversal may be-
come more important when considering the Green’s function with ground boundary
conditions.
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Fig. 13 Comparison of the theoretical Green’s function for unbounded propagation derived
using only time reversal and FR for the atmospheric conditions corresponding to Figs. 11 and
12

Having demonstrated that Green’s function estimation for outdoor sound propaga-
tion is feasible, we now consider more in-depth estimation and applications using
data from the subsequent experiments.

6. Green’s Function Retrieval: Propagation Distances ≤ 400 m
We now examine the CC and MDD estimation techniques for both open field and
forested propagation. For the analysis presented in this section, we consider prop-
agation distances up to 400 m from the open field experiment on 14 Sep 2016 and
up to 300 m for the forested experiment on 15 Sep 2016, as depicted in Fig. 14. The
relevant atmospheric conditions for these two days are summarized in Table 2.
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Fig. 14 Experimental setup: a) open field 13–14 Sep 2016 and b) forested area 15–16 Sep 2016
(images: Google Earth)

Table 2 Varying source distribution: correlation coefficient median and IQR statistics for
MDD and CC Green’s function retrieval: δ propane cannon, S1 foghorn, and S4 broadband.
CC only given for the propane cannon.

Date Source-to-center No. of Source Median ρ IQR ρ
radius sources MDD (CC) MDD (CC)

14 Sep 2016 250 m 1 δ 0.73 (0.71) 0.06 (0.06)
14 Sep 2016 250 m 1 S4 0.50 0.06
1 Sep 2017 300 m 1 δ 0.85 (0.87) 0.01 (0.01)

30 Aug 2017 500 m 1 δ 0.80 (0.88) 0.03 (0.01)
30 Aug 2017 500 m 1 S1 0.70 0.01
30 Aug 2017 500 m 1 S4 0.77 0.01
1 Sep 2017 300 m 5 δ 0.43 (0.48) 0.03 (0.02)
1 Sep 2017 300 m 5 S1 0.55 0.06
1 Sep 2017 300 m 5 S4 0.24 0.19
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A propane cannon was used to generate an impulsive source, S(t; r0) ≈ δ(t), every
20 s. The nonimpulsive, broadband, audible controlled sources were played through
loudspeakers. The broadcast sources we consider here are S1 a recorded foghorn,
S2 a synthesized “twirl”, and S3 a synthesized “decompression”. The recorded
measured responses (pressure fields) were filtered with an eighth-order zero-phase
Butterworth bandpass filter with a lower 3-dB cutoff frequency of 60 Hz and an up-
per 3-dB cutoff frequency of 3 kHz. Thereafter, a Weiner filter was applied to the
recorded data. Figure 15 shows typical normalized pressure signals in the open field
at the 10-m reference microphone in the upper plots and the corresponding power
spectral density in the lower plots for the propane cannon and these three broadcast
signals.

Fig. 15 Typical received signals (normalized) measured in the open field at the 10-m reference
microphone (top row) and corresponding power spectral density (bottom row)

For each considered case, the retrieved Green’s function Ĝ(rBl , r
A
ν , t) between el-

ement ν of array A (located at rAν ) and element l of array B (located at rBl ) is
obtained between all elements of the two arrays, (ν, l) = [1, . . . , N = 12]. When
all 12 microphones on each array are properly functioning, this corresponds to 144

retrievals.

For the open field experiment, let us consider the arrays that are separated by 300 m
on the propagation axis: array A, whose center is located at xAc = 100 m downrange
of the source, and array B, whose center is located at xBc = 400 m downrange. In
the forested area, let us consider the arrays with an on-axis separation of 200 m,
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corresponding to the array centers located at xAc = 100 m and xBc = 300 m down-
range.

Figure 16 shows typical spectrograms for pressure field measurements of three
propane cannon shots in the open field: the unfiltered signal measured at the
10-m reference microphone (upper left), and the filtered signal measured at the ref-
erence microphone (lower left), 100-m array (upper right), and 400-m array (lower
right). Physically, the signal is decaying as it propagates forward and this decay
is frequency-dependent—spherical spreading, ground absorption, and atmospheric
absorption all play a role. The propane cannon has a large absolute amplitude; there-
fore, while we observe a reduced SNR at 400 m with respect to that at 100 m, the
SNR is still high. We also notice some interfering noise sources at 100 m (after
40 s), that are slightly more pronounced at the 400-m array. Similar results are seen
for the forested area.

Fig. 16 Spectrogram of propane cannon measured in the open field: (upper left) unfiltered
and (lower left) filtered reference signals; (upper right) 100-m array and (lower right) 400-m
array filtered signals
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The corresponding retrieved Green’s functions for both the CC and MDD methods
are shown in Fig. 17 as a function of time a) in the open field and b) in the forested
area. For brevity in presentation, only the results across like channels, ν = l (verti-
cal label) are shown. It should be noted that some technical difficulties were encoun-
tered acquiring data in microphone array element ν = 7 throughout the experiment;
therefore, our analyses exclude the data from channel 7 on both arrays. Comparison
of the two retrieval methods finds that approximating the autocorrelation function
of the propane cannon as a delta function is a reasonable assumption for the CC
method.

Fig. 17 Retrieved Green’s functions for a propane cannon in the a) open field and b) forested
area between like elements (ν = l) of arrays A and B. CC method is red and MDD is blue

Similarly, the spectrograms for the foghorn S1, twirl S2, and decompression S3 are
given in Fig. 18 for the open field. These sources were broadcast through loud-
speakers and had a much lower source amplitude than the propane cannon. The
decompression sound, S3, had the lowest amplitude of these signals. This is evident
in the spectrograms. The SNR is reduced at 100 m compared to the reference micro-
phone measurements at 10 m. At 400 m, the SNR is notably reduced for all signals.
For S3, there is significant loss of signal content after 30 s. Examples of the retrieved
CC and MDD Green’s functions are shown in Fig. 19, again for A = 100 m and
B = 400 m. Since the autocorrelation function of these sources does not approach a
delta function, the retrieved CC represents the retrieved medium response function
and not the impulse response function. For this specific case, the MDD retrieval of
the Green’s function for S3 failed. Low signal to noise can lead to instabilities in the
inversion (i.e., varying the value of ε in Eq. 32 did not result in a stable inversion).
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S1: Foghorn, Open Field

S2: Twirl, Open Field

S3: Decompression, Open Field

Fig. 18 Spectrograms for nonimpulsive source S1, S2, and S3 measured in the open field. For
each source: (upper left) unfiltered and (lower left) filtered reference signals; (upper right)
100-m array and (lower right) 400-m array filtered signals
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Fig. 19 CC (upper) and MDD Green’s function (lower) retrievals for nonimpulsive sources
(left) foghorn S1, (center) twirl S2, and (right) decompression S3 between arrays A = 100m
and B = 400m in the open field

The spectrograms for measurements of sources S1, S2, and S3 in the forest are
shown in Fig. 20. Again there is a notable reduction in SNR at the furthest array,
located 300 m downrange. The retrieved MDD Green’s function between arrays
A = 100 m and B = 300 m is shown in Fig. 21. For this case the retrieval for S3

did not fail, though we do see small oscillations outside the signal window—again
this is most probably due to the numerical inversion.
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S1: Foghorn, Forest

S2: Twirl, Forest

S3: Decompression, Forest

Fig. 20 Spectrograms for nonimpulsive source S1, S2, and S3 measured in the forest. For each
source: (upper left) unfiltered and (lower left) filtered reference signals; (upper right) 100-m
array and (lower right) 300-m array filtered signals.
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Fig. 21 MDD Green’s function retrievals for nonimpulsive sources (left) foghorn S1, (center)
twirl S2, and (right) decompression S3 measured in the forest between arrays A = 100m and
B = 300m

Let us now consider an application. The Green’s function is retrieved from the im-
pulsive events (propane cannon shots) between the 100-m array (A) and the 400-m
array (B), then applied to predict the received signal at the 400-m array using the
recorded signal at the 100-m array. That is, we are comparing the measured re-
sponse pδ(rBl , t) to the predicted response pδ(rAν , t)∗ ĜCC,MDD

δ (rBl , r
A
ν ; t). For one

pulse, there are 121 retrievals used in the analysis (corresponding to all combina-
tions of the microphone elements l, ν = [1, . . . , 6, 8, . . . , 12] across the two arrays).
Figure 22 compares the measured signal (blue) for the propane cannon to the pre-
dicted signal (red) for open field propagation. The cases shown correspond to the
maximum correlation coefficient of ρCC

max,δ = 0.92 for the CC method, and
ρMDD

max,δ = 0.97 for the MDD method. The box plots for the correlation coefficients
across the 121 retrievals are also presented. The median correlation coefficient for
the CC method is ρ̄CC

δ = 0.70 with an interquartile range of IQRCC
δ = 0.87, and for

the MDD method ρ̄MDD
δ = 0.75 and IQRMDD

δ = 0.93.

Fig. 22 Estimated response pδ(rAν , t)∗ ĜCC,MDD
δ (rBl , r

A
ν ; t) compared with measured response

pδ(r
B
l , t) for a propane cannon detected at A = 100m and B = 400m in the open field
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Similarly for the forested area, Fig. 23 compares the measured response to a propane
cannon shot pδ(rBl , t) to the predicted response pδ(rAν , t)∗ ĜCC,MDD

δ (rBl , r
A
ν ; t) for

A = 100 m and B = 300 m. Again, the cases with the maximum correlation co-
efficient are presented: ρCC,MDD

max,δ = 0.81 for both CC and MDD methods. The box
plots across the 121 retrievals are also shown, with ρ̄CC

δ = 0.28 and IQRCC
δ = 0.94

for the CC method, and ρ̄MDD
δ = 0.29 and IQRMDD

δ = 0.72 for the MDD method.

Fig. 23 Estimated response pδ(rAν , t)∗ ĜCC,MDD
δ (rBl , r

A
ν ; t) compared with measured response

pδ(r
B
l , t) for a propane cannon detected at A = 100m and B = 300m in the forested area

Using the MDD-retrieved Green’s functions for the nonimpulsive sources S1, S2,
and S3 (not pictured), we find that the maximum correlation coefficients are less
than 0.5 when comparing the estimated versus measured responses.

7. Green’s Function Retrieval: Propagation Distances > 400 m
In this section, we consider Green’s function retrieval for propagation distances up
to 600 m in an open field. The experimental configuration is shown in Fig. 24. We
consider data collected on 30 Aug 2017.
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Fig. 24 Experimental setup for long-range propagation tests (image: Google Earth)

Examples of the CC and MDD retrieved Green’s functions betweenA = 400 m and
B = 600 m arrays (on the propagation axis) for a propane cannon shot are shown
in Fig. 25. For this experiment, all 12 microphones are considered, leading to 144
retrievals per event. Therefore, for brevity, Fig. 25 only shows retrievals across like
elements of the two arrays (vertical label), gCC

δ (rBl , r
A
l ; t) (left) and gMDD

δ (rBl , r
A
l ; t)

(right).
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Fig. 25 Long-range propagation Green’s function retrieval using propane cannon: (left) CC
and (right) MDD

The measured responses at B, pδ(rBl , t), are then compared to the predicted re-
sponses at B, pδ(rAν , t)∗ ĜCC,MDD

δ (rBl , r
A
ν ; t), for all 144 cases. Figure 26 depicts

the cases with the maximum correlation coefficients: ρCC
max,δ = 0.92 for the CC

method and ρMDD
max,δ = 0.96 for the MDD method. The corresponding box plots

across the 144 retrievals are also shown. The CC and MDD methods have a median
correlation coefficient of ρ̄CC,MDD

δ = 0.77, with interquartile values of
IQRCC

δ = 1.07 and IQRMDD
δ = 0.77.

Fig. 26 Long-range propagation estimated response pδ(rAν , t)∗ ĜCC,MDD
δ (rBl , r

A
ν ; t) compared

with measured response pδ(rBl , t) for a propane cannon shot detected at A = 400m and B =
600m

Figure 27 shows example MDD Green’s function retrievals for the nonimpulsive
sources S1, S2, and S3. We notice oscillations, particularly from S1 and S3. While
this may be due to numerical instabilities in the inversion or low SNR, it may also
be that the MDD method is not fully removing the source function. These results
are then used to compare the measured response pSi

(rBl , t) to the estimated response
pSi

(rAν , t)∗GMDD
Si

(rBl , r
A
ν ; t) for each Si. Figure 28 show the results for the maxi-
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mum correlation coefficients, as well as the box plots for the correlation coefficients
and SNRs. An interesting note in these comparisons is the good phase alignment,
particularly for S3.

Fig. 27 Long-range propagation MDD Green’s function retrieval for nonimpulsive sources S1,
S2, and S3

Fig. 28 Long-range propagation estimated response pSi
(rAl , t)∗GMDD

Si
(rBl , r

A
l ; t) compared

with measured response pSi(r
B
l , t) for nonimpulsive sources S1, S2, and S3 detected at A =

400m and B = 600m

8. Green’s Function Retrieval: Influence of Source Distribution
Additional experiments were conducted allowing examination of the effect of the
source distribution. The distance between the source and the center of the array
stations we term the source-to-array center radius. Figure 29a–c shows the three ex-
perimental setups we consider to compare the retrieved Green’s function for three
different source-to-array center radii, r�: a) 500 m, b) 300 m, and c) 250 m. Only a
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single source is considered. Figure 29d shows the experimental setup used to inves-
tigate the effect of the angular distribution of sources on Green’s function retrieval:
five sources are uniformly distributed along a circular arc of radius 300 m from the
array center in 38◦ increments. For the propane cannon, the shots were done sequen-
tially from each source location (only a single propane cannon was used, and thus
had to be moved for each source location). For the nonimpulsive broadcast signals,
a loud speaker was located at each source location and all five speakers broadcast
simultaneously. It should also be noted that for b) and d), the arrays were no longer
aligned with the propagation axis. The array element numbering and axis alignment
with respect to north remains as for a), since the arrays were left in place and the
sources moved.

Fig. 29 Experimental setups with varying source-to-array center radii (images: Google Earth)
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For the analyses in this section, we consider a propane cannon and two nonimpul-
sive broadband sources, as shown in Fig. 30. The first nonimpulsive source is the
foghorn S1, and the other wideband source S4 has a ramp up in amplitude followed
by a decay.

Fig. 30 Normalized pressure responses for sources considered in the source distribution study:
a) propane cannon, b) foghorn S1, and c) broadband source S4

First let us consider the effect of varying the source-to-array center radius.
Figure 31 shows examples of the retrieved Green’s function for the experiment
shown in Fig. 29a (long range), r� = 500 m. Figure 31a compares the retrieved
Green’s function using the CC and MDD methods for the propane cannon and the
the MDD method for S1. Similarly, Fig. 31b shows example comparisons for S4. We
see good agreement for all cases. As before, we now use the retrieved Green’s func-
tions to estimate the response. Figure 31c compares the measured response pδ(rBl , t)
to the estimated response pδ(rAν , t)∗ ĜCC

δ (rBl , r
A
ν ; t) using the CC retrieval for the

propane cannon; Fig. 31d similarly compares for the MDD retrieval for the propane
cannon. The cases depicted correspond to the maximum achieved correlation coef-
ficients, which is greater than 0.9 for both the CC and MDD methods.
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Fig. 31 Retrieved Green’s function for r� = 500m for the source waveforms: a) MDD and
CC propane cannon Green’s function, and the MDD recorded signal S1 Green’s function,
and b) MDD and CC propane cannon Green’s function, and the MDD recorded signal S4

Green’s function. Estimated response pδ(rAν , t)∗ Ĝδ(rBl , rAν ; t) (red) and measured response
pδ(r

B
l ; t) (blue) for the propane cannon using the c) CC and d) MDD methods for the maximum

correlation coefficient cases, ρCC
max,δ = 0.92 and ρMDD

max,δ = 0.96, respectively.

The statistical comparisons of the correlation coefficient for all the experimen-
tal setups using the CC and MDD retrieved Green’s function are summarized in
Table 2. High median correlation coefficient values (ρ > 0.7) were observed for
the 250-, 300-, and 500-m source-to-array center radii single-source experiments,
except for S4 with r� = 250 m (ρ = 0.5). Also, low IQR values (ρ < 0.1) were ob-
served in all the single-source experiments, signifying that most of the correlation
coefficient values were close to the median. Additionally, the median correlation
coefficient for the r� = 250 m experiment is less than those for the 300- and 500-m
single-source experiments. Note, the station-to-station distance in the former case
is larger (300 m) in comparison to the latter cases (200 m).

Comparisons between single- and multiple-source experiments in Table 2 demon-
strate that adding more sources in Fig. 29d lowers the median correlation coeffi-
cients (ρ̄ < 0.55) for experiments with the same array station-to-station distance
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(200 m) for 300- and 500-m source-to-array center radii. The lower correlation co-
efficients for the prerecorded sounds maybe attributed to the different propagation
paths from each source (due to the angular distribution) relative to each array sta-
tion, as opposed to the complications of the source waveform. This may be sup-
ported by the results of the propane cannon, which display low median correlation
coefficients (ρ̄ < 0.5) for both the MDD and CC methods. Therefore, a different
configuration other than uniform angular distribution may need to be considered for
the retrieval of the Green’s function for the scenario of multiple controlled sources
in a nondiffused field.

Additionally, the assumptions on the propagation environment may contribute. While
the wind speeds were low, ≤ 3.0 m/s for 30 Aug and 1 Sep 2017, there was more
variability in wind direction. Moving the propane cannon to each of the five source
locations means that the environmental state may have changed sufficiently to be
observed in the statistical analysis. The relative orientation between the sources and
receivers could also contribute.

9. Conclusions
In summary, we have examined two methods of retrieving the Green’s function for
outdoor sound propagation using audible sources with a limited number of receiv-
ing arrays: CC and MDD. The CC method is only valid when the autocorrelation
function of the source approaches a delta function, for example, propane cannon
shots. The MDD method removes the PSF, and thus in theory, can be applied to
other broadband sources. The good agreement between the CC and MDD methods
for the propane cannon validates the assumption that the autocorrelation function
for the propane cannon may be approximated as a delta function.

The analysis presented here assumes that the propagation medium is constrained:
approximate spatial reciprocity, approximate time invariance over the analysis win-
dow, and sufficient statistics to capture the random medium. Additionally, it was
shown that for low flow velocity (Mach numbers below 0.15) that flow reversal
need not be considered. We have considered propagation distances up to 600 m.

As a measure of performance of the retrieval, we compared measured pressure field
responses to predicted pressure field responses using the retrieved Green’s function,
calculating the statistics of the corresponding correlation coefficient. When consid-
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ering single sources, the propane cannon yielded the highest correlation coefficients
in the open field, with median values exceeding 0.7 and maximum values exceed-
ing 0.9. The forested area had lower correlation coefficients for both the CC and
MDD methods, with median values less than 0.3 and IQRs greater than 0.7. For
the nonimpulsive broadband sources examined, we found that the maximum corre-
lation coefficient exceeded 0.5. When considering multiple sources with a uniform
angular distribution about the array stations center, the correlation coefficients were
found to be less than 0.5.

The results suggest that source-to-receiver distance does not degrade the accuracy
of the Green’s function retrieval, except when the source-to-array center distance
is large in comparison to the station-to-station array distance. Fan and Snieder43

analytically demonstrated that the source-to-array center distance has negligible ef-
fects on Green’s function retrieval, but only when the source-to-array center radius
is much larger than the distance between the two receivers. The influence of in-
creasing the number of sources requires further investigation.

Overall, MDD Green’s function retrieval has better performance based on correla-
tion coefficient and other statistical measures, and reduces the constraints on the
source. Use of MDD for broadband source results in better signal reconstruction,
particularly, phase alignment, when considering the same source. Further investi-
gation is required to determine whether the MDD sufficiently removes the source
autocorrelation function under a variety of propagation environments. Moreover,
the cases considered were for low flow velocity. Additional analyses are needed for
other environmental states.

This research is continuing to mission, where applications such as acoustic tomog-
raphy of the atmosphere and beamforming are being considered.
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List of Symbols, Abbreviations, and Acronyms

1-D 1-dimensional

2-D 2-dimensional

AGL above ground level

CC cross correlation

IQR interquartile range

ISR intelligence, surveillance, and recon-
naissance

MDD multidimentional deconvolution

PSF point-spread function

SNR signal-to-noise ratio

UTC Coordinated Universal Time
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