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ABSTRACT 

 Maintenance operations play a critical role in both civilian and military domains, 

and they can influence the state of their operational readiness. Thus, having access to 

superior solutions that can be used to train maintenance personnel is essential. Virtual 

reality (VR) technology, with its capability to simulate 3D objects with high fidelity, is a 

good candidate for maintenance training solutions. The main component of a large 

majority of maintenance tasks includes assembly and disassembly of physical setups. 

These tasks involve judgment of distance, depth, sizing and fit. Various factors may 

influence the operator’s performance in a VR system by affecting perception of the 

components and, consequently, task execution. Two such factors are stereoscopic depth 

cue and immersion. This study uses assembly tasks as a context for exploring operator 

performance while manipulating virtual objects positioned within arm’s reach. A user 

study collected a comprehensive data set over four distinct experimental conditions: 

immersive stereoscopic, immersive non-stereoscopic, non-immersive stereoscopic, and 

non-immersive non-stereoscopic. Data analysis suggests that the immersive stereoscopic 

condition was superior when compared to others; most people in that condition finished 

their assembly tasks, and they did it in shortest time. No significant simulator sickness 

issues were recorded in any condition. 
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I. INTRODUCTION 

A. RESEARCH DOMAIN 

Over the last five years, we have witnessed emergence and maturation of various 

low cost technologies that are used to visualize, interact with and manipulate virtual three-

dimensional (3D) objects. Collectively, they have been developed and improved to the 

point that they show clear promise of their large-scale adoption. Benefits from masses of 

users adopting an innovation mean that the same individuals have conditions to receive 

training, improve their performance with low cost solutions which means reduction of 

investment in training domain, manufacturing costs and, consequently, end product price, 

all resulting in large scale saving of material and human resources.   

Those technologies include but are not limited to virtual reality (VR) headsets, non-

immersive stereoscopic displays, tracking systems, hand controllers, and haptic devices. 

Considering that, “generally, complex data can be interpreted more effectively when 

displayed in three dimensions” (Reichelt et al. 2010, p. 1), the ability to reproduce 3D 

objects and their physics in high fidelity have been making those devices an interesting 

opportunity for training of tasks that involve judgment of distances, depth, sizing, and fit. 

The demand that those tasks pose to the users is to master navigation and manipulation of 

those objects at distances that are characterized as ‘within arms’ reach’; such tasks are 

typically performed by doctors, dentists, sculptors, craftsmen, and maintenance personnel. 

Different factors may influence user’s performance when manipulating 3D objects 

in a virtual environment (VE); those factors can improve human perception of the 

components and environment and, consequently facilitate execution of the tasks. Two 

significant factors are stereoscopic depth cue and immersion (Wichansky 1991; Pausch, 

Proffitt, and Williams 1997). 

Immersion is defined as an extent to which simulated information surrounds and 

envelops a user (Slater and Wilbur 1997), while presence is defined as a sense of being 

present in an artificial environment that is different from immediate (physical) environment 

(Slater and Wilbur 1997; Draper, Kaber, and Usher 1998; Bowman and Mcmahan 2007; 
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Slater et al. 2009); this is done by presenting a human with any subset of stimuli that mimics 

interactions in real time—visual (images), sounds, haptics, and others. Visual stimulus is 

often associated with information presented inside VR headsets, also called head-mounted 

displays (HMDs). Those displays show stereoscopic images calculated by an image 

generator, usually a desktop computer or a video-game console, and presented to the user’s 

eyes. Interaction between the user and virtual environment in typically conducted with the 

help of tracking system (tracks user’s head, hands or even full body) and input controllers 

operated by user’s hands. Examples of VR headsets that provide virtual reality experiences 

are HTC VIVE, Oculus Rift, GearVR and PlayStation VR. 

Stereoscopic depth cue is a phenomenon closely related to the way human see the 

world. This type of binocular cue consists of the illusion of three-dimensional depth from 

given two-dimensional images (Howard and Rogers 1996), each viewed by one eye. They 

are largely used on VR headsets (spatial separation of images form left and right eye) and 

on desktop-style stereoscopic displays, such as zSpace (use of polarized glasses) and Cave 

Automatic Virtual Environment – CAVE (use of active shutter glasses). 

B. RESEARCH PROBLEM AND MOTIVATION 

The importance of maintenance tasks has always been significant in both civilian 

and military domain, especially in all Department of Defense (DoD) services. Maintenance 

tasks can be very complex; they require the knowledge of specific techniques and 

procedures that involve use of cognitive memory and fine motor ability (Gutiérrez et al. 

2010). 

Main components of maintenance tasks include assembly and disassembly steps; 

they, in turn, involve judgement of distance, depth, sizing, and fit. Different factors may 

influence the operator’s performance in assembly and disassembly tasks done using VR 

technology. They include but are not limited to variety of depth cues (both monocular and 

binocular), immersion, level of realism, presence of haptic cues, and interactive techniques 

made available to the user. They can affect operator’s perception of the components in the 

environment and, consequently, influence the execution of tasks. This study uses assembly 
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tasks as a context for exploring operator’s performance while manipulating the objects 

made of multiples components positioned within arms’ reach in a VE.  

Two main parameters most closely related to maintenance task in VR system are 

stereoscopic depth cue and immersion. We use stereoscopic depth cue images as a factor 

in this study due to its potential to improve ratings of subjective image quality and increase 

in judgement of depth (Reinhart, Beaton, and Snyder 1990; Ware and Franck 1996). 

Immersion is used due to its potential benefits of spatial understanding, decrease in 

information clutter, and increase in peripheral awareness (Bowman and Mcmahan 2007). 

Both immersion and stereoscopic depth cues are typical for VR headsets, and with 

emergence of low-cost headsets, we wanted to examine their potential in being 

advantageous in maintenance domain. 

The purpose of this thesis is to study the influence of stereoscopic depth cue and 

immersion on performance of human operator in tasks that heavily involve judging of 

distances, depth, sizing, and fit. VR environments and VR technology will be used to 

provide fully immersive / non-immersive, and stereoscopic / non-stereoscopic depth cues 

user experiences.  

C. RESEARCH QUESTIONS 

The following research questions provided much of the motivation for this study 

and are the focal points in this thesis: 

• Can stereoscopic depth cue improve human performance in assembly 

tasks? 

• Can immersion improve human performance in assembly tasks? 

• What is the type of VR display solution that provides best results for 

assembly tasks? 

D. SCOPE 

The scope of this thesis is to design and execute an experiment that requires subjects 

to perform two maintenance procedure tasks, and compare their performance in four 
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different study conditions. The maintenance tasks will be performed using following low-

cost commercial-of-the-shelf (COTS) display solutions: 

1. Immersive stereoscopic VR display: Oculus Rift 

2. Non-immersive stereoscopic VR display: 3D-ready TV (3DTV) with 

shutter glasses 

3. Non-immersive non-stereoscopic VR display: 3DTV used in monoscopic 

mode 

4. Immersive non-stereoscopic VR display: Oculus Rift with same image 

presented to both eyes 

An additional comparison to a virtual maintenance task will be done using 3D 

printed object that is a replica of virtual model used in this study. 

E. APPROACH 

In order to properly address the research questions, the methodology used for this 

study consisted of several steps.  

First, a literature review was done on domains closely related to this thesis. This 

included studies focused on maintenance tasks, depth perception, stereoscopic platforms, 

immersive and non-immersive environments, and haptic feedback.  

Our second step included task analysis; this work was performed to identify the 

main elements of maintenance task and their order, sensory stimuli typical for this task, 

conditions under this task is performed, profile of a typical user, skills required for the 

users, and the standards of human performance. 

After the task analysis, a user study was designed; this included identifying target 

audience (subjects), experimental conditions, procedures that subjects will go through, the 

apparatus that will allow us to support subjects’ activity and collect data, type of data and 

methods of data collection, and the metrics to evaluate users’ performance. IRB 

documentation was also developed and approval to execute study was received prior to 

execution of the study. 
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A virtual reality application was developed using Unity game engine; this software 

provided participants with capability of interacting with virtual environment and 

assembling virtual objects. Before the main study was executed, we conducted a pilot test 

to identify elements of application that could be improved and to test user study design. 

The main study was then executed and a comprehensive set of data was collected. 

Finally, after the data collection, qualitative and quantitative data analysis were 

performed and, based on the results of the analysis, conclusions were stated. 

F. THESIS STRUCTURE 

The remainder of this thesis is structured as follows:  

Chapter II reviews previous studies in domains related to this thesis: depth 

perception, stereoscopic platforms, fully and non-fully immersive environments, VR use 

in maintenance tasks and haptic feedback.  

Chapter III provides a task analysis on basic maintenance tasks, including assembly 

and disassembly procedures. 

Chapter IV details the user study, describing the study design, participants, 

methodology and apparatus used, IRB process and metrics of performance. 

Chapter V describes the system development for each of the platforms used on this 

study. 

Chapter VI details the work done on the pilot test, lessons learned and modifications 

applied to the final experiment. 

Chapter VII presents the analysis of the data collected in the experiments and the 

results of this analysis. 

Chapter VIII presents the conclusions of the study and details the future work. 
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II. BACKGROUND 

This chapter reviews previous studies in domains related to this thesis: depth 

perception, stereoscopic platforms, fully and non-fully immersive environments, and use 

of VR technology in support of maintenance tasks. 

A. DEPTH PERCEPTION 

Depth perception can be characterized as the visual ability to perceive the world, 

i.e. see things, in three dimensions and to judge how far the object is. It is typically 

influenced by different monocular and binocular depth cues that, together, cognitively lead 

to a specific depth perception (Kleiber and Winkelholz 2008). 

Cues for depth perception can be classified in oculomotor, which includes the 

known ocular near triad of oculomotor responses (this includes accommodation, 

convergence, and myosis, also known as pupillary constriction cues), and in visual, which 

includes binocular and monocular cues (Reichelt et al. 2010).  Monocular depth cues can 

be classified as static or pictorial depth cues, such as interposition, linear perspective, and 

light and shadow distribution, and motion-based cues, such as motion parallax, kinetic 

depth effect, and dynamic occlusion. 

Reinhart, Beaton, and Snyder (1990) analyzed the impact of monocular and 

binocular depth cues on objective task performance and subjective image quality. Their 

results indicated that stereoscopic depth cues strongly improved ratings of subjective image 

quality and that stereoscopic images may provide subjectively more compelling depth 

information than images containing only monocular cues. 

B. STEREOSCOPIC VR PLATFORMS 

Ponce and Born (2008) defined stereopsis as “the use of differences in the images 

projected onto the retinas of the two eyes — so-called ‘binocular disparity’ — to 

reconstruct the third visual dimension of depth” (p. R845). This human ability to process 

both images is widely taken advantage of by VR platforms. Two main types of stereoscopic 

VR platforms are head mounted displays (also known as fully-immersive VR displays) and 
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non-HMD type of 3D displays that use either polarized (passive stereo) or shutter glasses 

active stereo) to separate images and ‘deliver’ them to appropriate eye. 

Stereoscopic head mounted displays present slightly different images (one for left 

eye and one for right eye) presented on the screens that are placed in front of each eye 

(Costello 1997). Besides the ability to induce the sense of depth, this type of platform has 

the advantage of providing the user with a 360o field of regard, i.e., independent of the 

direction the user is looking, a visual image will be computed in real time and delivered to 

the displays for human use. Contemporary examples of stereoscopic VR HMDs are Oculus 

Rift and HTC VIVE. 

Stereoscopic 3D displays (non-HMD VR display solutions) need to present two 

slightly different images on the same screen. There are two major methods for doing this: 

images can be displayed onto the screen simultaneously or they can be displayed 

alternatively i.e. they are separated over the time dimension (temporal separation). For the 

first method, users wear glasses with polarizing filters, which allow only light polarized in 

the same direction to pass and reach the one of the user’s eye. The second method uses 

alternated images that are synchronized with the shutter glasses, which become opaque if 

the image is not intended for that specific eye, or transparent otherwise. Examples of 3D 

displays with either polarized or shutter glasses are 3D TV, zSpace, CAVE or any size of 

display solution that use passive stereo like in movie theaters. 

C. IMMERSIVE AND NON-IMMERSIVE ENVIRONMENTS 

Slater and Wilbur (1997) defined immersion as a characteristic of a technology that 

describes the extent to which simulated information surrounds and envelops a user. Their 

definition is based on the following dimensions of immersion: inclusive (extent to which 

physical reality is inhibited i.e. removed from human observation), extensive (range of 

sensory modalities accommodated), surrounding (extent to which VR is panoramic rather 

than limited to a narrow field of view), vivid illusion (resolution, fidelity, and variety of 

energy simulated within a particular modality), and body matching and tracking. Potential 

benefits of immersion include better spatial understanding, decrease in information clutter, 

and increase in peripheral awareness (Bowman and Mcmahan 2007).  
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Costello (1997) ranked immersive and non-immersive environments in three 

different categories, according to the sense of immersion, or degree of presence they 

provide: non-immersive, semi-immersive, and fully immersive. Non-immersive and semi-

immersive systems use the least immersive implementation of VR technologies and, 

generally, do not require the highest level of graphics performance. Additionally, they use 

one or more screen monitor or projector systems that can be combined with shutter glasses, 

and their field of regard (total area that can be captured by a movable sensor) is limited. 

On the other hand, immersive systems use the most immersive implementation of VR 

technologies and, generally, require the highest level of graphics performance. Usually 

they consist of HMDs or CAVEs, and provide the highest sense of presence and the largest 

field of regard. 

For the purpose of this study, we consider both non-immersive and semi-immersive 

environments simply as “non-immersive”, and fully immersive environment as 

“immersive”. 

D. USE OF VR TECHNOLOGY IN SUPPORT OF MAINTENANCE TASKS 

Pausch, Proffitt, and Williams (1997) showed on their study that VR can improve 

users’ performance on a search task when compared to stationary monitor and hand-input 

device, being significantly better if they already had searched the virtual environment. 

Thus, researchers started to analyze the use of VR in different domains, such as virtual 

maintenance. 

Duan et al. (2012) defined virtual maintenance as “a process of maintenance 

evaluation or maintenance audit by applying the virtual reality technology in virtual 

environment created by computer auxiliary design (CAD)” (p. 1396), and described some 

of its main training advantages: capability of exhibiting a realistic training environment 

without costing any actual equipment, enhancement of trainees’ science and technology 

qualities, simulation of the actual training field as accurate as possible, and capability of 

providing different virtual training set ups. Additionally, virtual maintenance has become 

an “important force in improving product development efficiency, reducing costs, 
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promoting information integration and standardization system construction” (Cheng et al. 

2011, p. 3546). 

In a recent study, Murcia-Lopez and Steed (2018) analyzed the effectiveness of 

virtual training and physical training for learning transfer of a bimanual assembly task, in 

which participants assembled three versions of 3D burr puzzles. Results on their study 

showed that the performance of virtually trained participants was promising. 

E. SUMMARY 

This chapter detailed previous works in main domains related to this study, 

including depth perception, stereoscopic platforms, immersive and non-immersive 

environments, and use of VR technology in support of maintenance tasks. 
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III. TASK ANALYSIS 

This chapter provides a task analysis on basic maintenance tasks, including 

assembly and disassembly procedures. The identification of tasks actions was done by 

observing how maintenance personnel performs their regular tasks. 

A. IDENTIFICATION OF TASK ACTIONS 

Basic maintenance tasks consist of assembly and disassembly steps, in which the 

operator needs to judge distance, depth, sizing, and fit of objects. Additionally, those steps 

demand the operator to master navigate and manipulate objects at distances that are 

characterized as ‘within arms’ reach’. In this study, our main task is to assembly objects, 

for which we identified the following main task actions: 

• Grab: user grabs the object with their hand. 

• Move: when grabbing an object, user manipulates and repositions it, 

whether by moving across the space or rotating it.  

• Release: user releases the object from their hand. 

• Connect: user moves the object to a specific position—close enough or 

touching another object—that makes the object to connect to the other 

one. 

B. USER SKILLS 

Skills required for maintenance personnel vary based on the type of job. However, 

there are a few skills that are common for basic maintenance tasks:  

• Spatial perception: the user’s ability to be aware of their relationships with 

themselves and with the surrounding environment. 

• Spatial orientation: the user’s ability to maintain body orientation and 

posture in relation to the surrounding environment. 
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• Time management: users must be able to manage their time and execute 

tasks in the allotted time. 

• Problem-solving ability: when facing a problem, users are responsible for 

diagnosing its root cause and applying a solution. 

• Instruction/reading comprehension: the user’s ability to read instruction 

and execute them as expected. 

C. ENVIRONMENT 

The environment in which maintenance personnel works varies according to the 

type of job. Nonetheless, for tasks that mainly involve manipulation of objects within arms’ 

reach, the usual environment consists of a chair and a table, in which the equipment and 

tools stays on top of.  

D. TYPE OF SENSORY INFORMATION USED 

Sensory information consists of the all the information that the human sensory 

systems collects from the surrounding environment, and make available to the brain for 

further processing. A set of sensory modalities consist of visual (sight), tactile (touch), 

auditory (hearing), vestibular, proprioception, olfactory (smell), and gustation (taste). The 

sensory modality inputs that are most closely related to maintenance tasks are vision, touch 

(somatosensation), and hearing (audition). The sense that humans rely heavily while 

operating in physical environment is the sight: maintenance worker use it to visually 

identify the components and tools they will use to perform the task, to identify the size of 

each component, their depth (position in space) and its shape. Besides sight, they largely 

use touch—in particular haptic, that is related to the perception and manipulation of objects 

through touch (e.g. feeling when parts collide and when they connect)—and hearing—the 

ability to perceive sounds (e.g. hearing when two parts collide or connect). 

E. TOOLS AND MANUALS 

Most of maintenance tasks require the use of specific tools in order to be performed. 

Depending on the task complexity, or even on the tool complexity, manuals are necessary 
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to correctly guide the user in the procedures. Common tools used in maintenance 

operations are hand tools; depending on the type of job and system that needs to be worked 

on, they can include wrench, screwdriver, hammer, sleeve, pliers, scissors, utility knife or 

similar. Manuals, also known as user guides, are technical communication documents 

intended to give assistance to users using a tool or system.  

F. EXAMPLE MAINTENANCE TASK 

1. Preventive 

Preventive maintenance focuses on maintaining a level of service on an equipment. 

Programmed inspections or interventions are performed with pre-defined frequency over 

the time to lessen the likelihood of an equipment failing. The approaches to different types 

of preventive maintenance are based on time, failure finding, risk, condition, and 

prediction. Examples of preventive maintenance tasks are: daily lubrication of an engine, 

control console lamps testing, tightening of connections, and calibration of system 

pressure. 

2. Corrective 

Corrective maintenance focuses on fixing failures found in a system, i.e., it is 

performed when a failure has occurred and the system functionality needs to be reinstated. 

The approaches to different types of corrective maintenance are based on deferrable and 

emergency. Examples of corrective maintenance task are: replacement of a defective 

component, overhaul of an engine, welding a circuit board, and repairing a tire. 

G. SUMMARY 

This chapter detailed the identification of basic maintenance tasks actions of 

assembly procedures used on this study. 
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IV. USER STUDY 

This chapter details the elements of user study that was designed and executed as a 

part of this thesis research. Sections in this chapter review study research goals and 

expectations, subject pool, methodology and apparatus, study procedure, IRB process, and 

metrics of user performance used in the study. 

A. RESEARCH GOALS AND EXPECTATIONS FOR THE STUDY 

The goal of this research was to ascertain the effectiveness of stereoscopic depth 

cue and immersion in maintenance related tasks, i.e., determine if and how the performance 

in assembly tasks is affected when human operator uses immersive or non-immersive 

environments, and stereoscopic or non-stereoscopic images on VR displays. 

The expectations for the study were to acquire guidance and indication of the type 

of low-cost commercial of the shelf VR display solution that assured best results for 

assembly task. 

B. STUDY DESIGN 

Study has been designed to have two independent variables with two different 

levels each. It was classified as a 2x2 between-group design, resulting in four distinct study 

conditions. The independent variables are Stereoscopic Depth Cue and Immersion. The 

levels for the first variable were “Immersive (I)” and “Non-Immersive (NI)”, and for the 

second variable, the levels were “Stereoscopic (S)” and “Non-Stereoscopic (NS)”. The 

combination of these two variables provided four study conditions, as shown in Table 1. 
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Table 1. Study conditions of the 2x2 between-group design 

 
 STEREOSCOPIC DEPTH CUE 

 
 Stereocopic (S) Non-Stereoscopic (NS) 

IMMERSION 

Immersive (I) Immersive 
Stereoscopic (IS) 

Immersive Non-
Stereoscopic (INS) 

Non-Immersive 
(NS) 

Non-Immersive 
Stereoscopic (NIS) 

Non-Immersive Non-
Stereoscopic (NINS) 

 

Participants in immersive conditions (IS and INS) used the following equipment: 

Oculus Rift headset, Oculus Rift sensors for tracking, and Oculus Touch controllers, as 

shown in Figure 1. Participants in non-immersive conditions (NIS and NINS) used the 

following equipment: 3D-ready TV with shutter glasses, TrackIR head tracker, and Oculus 

Touch controllers, as shown in Figure 2. 

 

Figure 1. Example of participant in immersive conditions (IS and INS) 
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Figure 2. Example of participant in non-immersive conditions (NIS and 
NINS) 

C. HYPOTHESIS 

The hypothesis for this study were: 

• Null hypothesis (Ho): There is no difference in user performance and user 

satisfaction between the four experimental conditions. 

• Alternative hypothesis (Ha): There is difference in user performance 

between experimental conditions, and Immersive Stereoscopic (IS) 

condition results in best user performance and user satisfaction. 

D. PARTICIPANTS 

Participants in this study included general public (adults over 18 years old) with no 

specific skill set required. They were recruited at the Naval Postgraduate School (NPS) via 

one bulk email, and in person by the researcher. To minimize coercion and undue influence 

during the recruitment process, participants voluntarily signed up for the experiment using 

a free online scheduling service that allowed them to select date and time of their choice. 

The researcher did not have any command, academic, or employment influence over 

participants and explained the voluntary nature of the experiment in person and via email 
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during recruitment process. The researcher also explained the voluntary nature of the study 

to participants during the informed consent process before any tasks begun. 

E. PROCEDURE 

Each participant was assigned to one of the four treatment conditions. The list of 

steps executed for each subject, including the approximated time for each step (in 

parenthesis), consisted of the following: 

1. Participant arrived to the research location, and was given the opportunity 

to provide informed consent (5 minutes). If conditions of the study were 

accepted by participant, the experimenter continued with the remainder of 

the session and participant’s involvement in it.  

2. Participant completed the baseline Simulator Sickness Questionnaire 

(SSQ) (Kennedy et al. 1993) (2 minutes). 

3. Participant received initial instruction about the system (2 minutes). 

4. Participant got familiarized with VR device and interface, and did a 

training session (5 minutes). 

5. Participant completed the second Simulator Sickness Questionnaire (SSQ) 

(2 minutes). 

6. Participant received instructions about the main experimental tasks. 

7. Participant executed task #1 in virtual environment (10 minutes). 

8. Participant completed the third Simulator Sickness Questionnaire (SSQ) (2 

minutes). 

9. Participant completed the post-task #1 questionnaire (3 minutes). 

10. Participant executed task #2 in virtual environment (10 minutes). 

11. Participant completed the fourth Simulator Sickness Questionnaire (SSQ) 

(2 minutes). 
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12. Participant completed the post-task #2 questionnaire (3 minutes). 

13. Participant received instructions about task #3 (1 minute). 

14. Participant executed task #3 in physical environment (5 minutes). 

15. Participant completed the post-task #3 questionnaire (3 minutes). 

16. Participant completed System Usability Scale (SUS) questionnaire 

(Brooke 1995) and demographic survey (5 minutes). 

17. Participant received a short debrief/explanation of the study and were 

permitted to ask questions (5 minutes). 

Copy of IRB application form that details the procedure used in this study is listed 

in Appendix A. Copy of checklist (step-by-step procedure) that was used by the 

experimenter is listed in Appendix B. 

F. APPARATUS 

The main elements of study hardware and software setups are:  

1. Hardware 

1. Oculus Rift bundle (headset, touch controllers, and two tracking sensors) 

2. 3DTV bundle: Sony Bravia 3D TV with shutter glasses 

3. Desktop computer: Alienware PC with NVIDIA GeForce GTX 1080 

graphics card 

4. TrackClip Pro Bundle (TrackIR 5, and TrackClip Pro) 

5. Video camera: Sony HDR-XR520 

6. Video camera stand: Bogen Manfrotto 3063 

7. 3D printer with polymer filament: MakerBot Replicator+ 
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2. Software 

1. Scatterfix 2018, in-house developed software. Source: (Yamashita de 

Moura, Sadagic, Heine, Johnson, & Lee, personal communication, July 

22, 2018)1 

2. Unity 2017.4.2.f2 

3. Oculus Rift Software 

4. Oculus Utilities for Unity 

5. Oculus Avatar Software Development Kit (SDK) 

6. Oculus Integration Asset 

7. Virtual Reality Toolkit (VRTK) SDK Manager 

8. TrackIR Software 

9. TrackIR Enhanced SDK 

10. MakerBot Print Software 

Details about the selection of the main elements of the VR setup—Oculus Rift, 

3DTV, and TrackIR—that were used for this study are described in Chapter V. 

G. LIMITATIONS IN THE APPARATUS 

Several issues related to both hardware and software setup limited the creation of 

an ideal system environment for the study. Given those physical limitations, we created the 

best possible environment that could be provided with selected equipment. 

                                                 
1 Sadagic conceptualized the original application for zSpace, and the development team (Heine, 

Johnson, & Lee) programmed the application and created the 3D objects. The thesis author, based on the 
original software, created the application for Oculus Rift and 3DTV. 
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1. Oculus Rift 

Oculus Rift presents a predefined setting for the field-of-view (FOV) when on the 

monoscopic mode, and its value could not be modified. Thus, the FOVs of IS (110°) and 

INS (96°) conditions were different. 

2. 3D TV and Shutter Glasses 

It has been noticed that the brightness and contrast of the TV image with the 3D 

mode turned on (NIS condition) were different from the ones with the 3D mode turned off 

(NINS condition). In NIS mode, the TV image appeared to us as slightly darker and with 

less contrast. 

3. TrackIR 

TrackIR has a FOV of 51.7º—this is the area with optimal tracking performance, 

which limits the participant’s head movements. If the participant’s head is out of the FOV, 

TrackIR automatically resets the current head position to the initial position. 

4. Unity 

In order to provide 3D video signals for the 3DTV for the NIS condition, we created 

a side-by-side image in Unity. We used the images captured from two distinct cameras 

(1920x1080), horizontally separated by 3 cm, to create rendered textures, which were 

horizontally scaled to 50% and applied to (i.e., the images were projected to) two planes of 

960x1080 pixels each located side-by-side, creating a combined plane of 1920x1080. A 

third camera captured the combined plane (with views from both left and right eye cameras) 

and its signal was sent to the 3DTV, which processed the side-by-side 3D signal and turned 

it into 3D images synchronized with the shutter glasses. Thus, there was a loss of 50% on 

the horizontal resolution when creating the 3D video signal. It was also noticed that the 

processing of the video signal was sometimes slow, resulting in flickering and ‘stuttering 

image’ effects on the 3DTV. 
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H. IRB PROCESS 

The study involved human subjects research, and it required creation of official 

IRB package that was submitted to the NPS Institutional Review Board. The approval 

process lasted around three weeks. The IRB package consisted of the following documents: 

1. Initial Review Application 

2. Scientific Review Form 

3. Conflict of Interest Disclosure Form 

4. Informed Consent Form 

5. Collaborative Institutional Training Initiative (CITI) Program certificates 

6. Recruitment Email 

7. Recruitment Flyer 

8. Post-task questionnaires 

9. Demographics and SUS questionnaires 

10. Simulator Sickness Questionnaire (SSQ) 

11. Proposal Approval Form for Thesis & Reports (TPF) 

12. Approved Thesis Proposal 

I. METRICS OF USER PERFORMANCE 

Objective and subjective data sets for each participant were collected during the 

study. 

1. Objective Data Set 

Objective data recorded from each participant includes the following elements: 

• Time on each task 
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• Success of assembly 

• Time stamped events of correct assembly 

• Time stamped events of grabbing action 

• Time stamped events of releasing action 

• Time stamped events of collision between two objects (two parts of one 

large object that needed to be assembled) 

• Time stamped events of entering the snap-drop zone 

2. Subjective Data Set 

Subjective data recorded from each participant includes the following elements: 

a. Simulator Sickness Questionnaire (SSQ) 

Participants filled the SSQ (Appendix C) at the beginning of the study – this 

allowed us to form a baseline SSQ data set, and after each use of the VR application, i.e., 

after the training session, Task 1, and Task 2. The SSQ consists of 16 symptoms of 

simulator sickness on a four-point scale (0-3), which are weighted and summed together to 

obtain a single score, resulting in an overall simulator sickness score for a given simulator. 

b. Post-task Questionnaires 

Participants filled post-task questionnaires after each of the three tasks—Tasks 1, 

2 and 3 (Appendixes D, E, and F). The post-task questionnaires included, but it was not 

limited to, participants’ information about their success in completing the task within the 

allotted time (including the reasons for not completing it if that happened), their experience 

with selecting, manipulating, and assembling the objects, presence—their sense of being 

in the virtual room, and their rating of difficulty level with different elements of assembly 

task. 
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c. Demographic Survey 

Participants filled the demographic survey (Appendix G) after they completed the 

third post-task questionnaire. The demographic survey included, but it was not limited to 

information about year of birth, sex, use of regular glasses, occupation, video game 

experience, and prior use of VR headsets. 

d. System Usability Scale (SUS) 

Participants filled out a modified SUS (Appendix H) at the end of the study. The 

SUS questionnaire was created by John Brooke, and is typically described as a “quick and 

dirty” reliable tool for measuring the usability of a system. 

J. SUMMARY 

This chapter discussed the design of user study. Research goals and expectations 

were presented, as well as the study design, participants, methodology used on the study, 

and procedure that was followed for each participant. Also, it described the tasks each 

participant executed, the apparatus used on the study and their limitations, the IRB process, 

and the metrics of user performance recorded during the experiment.  
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V. SYSTEM DEVELOPMENT 

This chapter details a design and development of the system architecture and 

software application that were used in support of this study. 

A. HARDWARE ENVIRONMENT 

1. Immersive Display Solution 

Two alternatives were considered for immersive display solution: Oculus Rift and 

HTC VIVE, as shown in Figure 3, which were two VR major makers of head-mounted 

displays at the time when this research was done. 

   

Figure 3. HTC VIVE (left) and Oculus Rift (right) bundles 

Both Oculus Rift and HTC VIVE provide immersive VR experience (they are 

visual displays), support six degrees of freedom (6DOF) navigation, they have established 

community of developers, have development packages for Unity, and their costs are 

affordable. Also, both have very similar technical specifications, as shown in Table 2, and 

similar minimum system requirements, as shown in Table 3. 
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Table 2. Oculus Rift and HTC VIVE specs comparison. Adapted from Eva 
(2017). 

 Oculus Rift HTC VIVE 

Display OLED OLED 

Resolution 2160 x 1200 2160 x 1200 

Refresh Rate 90 Hz 90 Hz 

Field of View 110º 110º 

Tracking Area 5 ft x 11 ft 15 ft x 15 ft 

Built-In Audio 
Output Yes Yes 

Built-In Audio 
Input Yes Yes 

Store Platform Oculus Home SteamVR & VIVEPORT 

Connections HDMI, USB 2.0 & USB 3.0 HDMI, USB 2.0 & USB3.0 

Sensors Camera 
Accelerometer, 

magnetometer, gyroscope 
and Constellation tracking 

Accelerometer, gyroscope, 
front facing camera and 

Lighthouse system 

Controller Options Oculus Touch, XBox One 
Controller 

HTC VIVE Controller or any 
compatible PC gamepad 

 

Table 3. Oculus Rift and HTC VIVE minimum requirements comparison. 
Adapted from Eva (2017).  

 Oculus Rift HTC VIVE 

Graphics Card 
NVIDIA GeForce GTX 960 / 

AMD Radeon RX 470 or 
greater 

NVIDIA GeForce GTX 960 / 
AMD Radeon RX 470 or 

greater 

Processor AMD FX4350 / Intel Core 
i3-6100 

Equivalent to Intel Core i5-
4590 or greater 

Memory 8GB+ RAM 4GB+ RAM 

Video Output Compatible HDMI 1.3 Compatible HDMI 1.3 

Required Free Ports 2x USB 3.0 1x USB 2.0 

Minimum OS 
Compatibility Windows 7 SP1 Windows 7 SP1 
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The key differences between those two VR systems are consisted in the tracking 

area, range of sensors, and form of hand controller. Our major concern was related to two 

factors: size of tracking area and suitability of hand controllers for assembly task. In the 

study the participant is required to stay seated and move the arms to manipulate parts of 

the object that is been assembled. Although HTC Vive has a larger tracking area, the area 

covered by Oculus sensors is also sufficiently large for the purpose of this study. Regarding 

the tracking sensors, both provide a high-quality tracking of user’s head in the space. The 

size and weight of hand controllers, and the way they are held by the user, are different 

though, as shown in Figure 4. HTC Vive controller weights 190g each while Oculus Touch 

controller weights 150g each. Also, HTC Vive controller is bigger than Oculus Touch 

controller due to the size of tracking elements at its front end, limiting the user when they 

want to bring them very close to each other. This limitation inhibits the user to correctly 

replicate the proprioceptive feedback one would feel when assembling two parts together, 

as shown in Figure 4 (top). 

The decision to choose Oculus Rift was based on the size of the controller and the 

way user holds them while interacting with virtual world. As the objects used for the 

assembly tasks on this study were relative small, most of them measuring a few inches, 

smaller controllers could provide more natural user experience when manipulating and 

connecting the parts to each other. The way controllers are held by the users (the grip) is 

more similar to the way that humans would hold pieces of object that is been assembled, 

and in the end this ultimately led to decision to choose Oculus Touch and consequently 

Oculus Rift HMD. 
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Figure 4. Position of operator’s hands while holding physical parts (top), 
Oculus Touch controllers (middle) and HTC VIVE controllers 

(right) 

2. Non-Immersive Display Solution 

The initial choice for non-immersive display solution was zSpace display platform; 

this display combines both stereoscopic capability and head tracking in the same device 

that looks like a tablet. With the use of a stylus, the system allows manipulation of virtual 

objects, which can be seen as three-dimensional objects with the aid of polarized glasses. 

Although zSpace seemed as a good candidate, two main issues prevented its use: number 
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of input devices that can be used simultaneously and the type of basic interaction technique 

supported in each platform. 

zSpace uses only one stylus at the time to conduct selection and manipulations of 

3D objects, as shown in Figure 5. This is a concern because the performance of an operator 

who is assembling objects could be dramatically impaired if he would use only one input 

device and not two (similar to using only one hand and not two to assemble the objects). 

More natural mode of interaction would be if the operator would use two input devices at 

the same time, such as Oculus Touch controllers. 

 

Figure 5. Non-immersive zSpace display with head tracking and unimanual 
stylus interaction  

The second issue relates to the type of interaction technique that allows operator to 

interact with virtual objects. The zSpace stylus uses an infrared (IR) light-emitting diode 

(LED) that, when pointed to the 3D object, works like a lever, keeping a distance between 

the stylus and the object. The opposite was the case for Oculus Rift controllers: the 

operator’s interaction with the virtual objects is similar to manipulation of objects with 

their own hands i.e. direct manipulation. 



30 

Thus, in order to support two input devices and have type of interaction that closely 

resembles to the way humans do assembly task in real world, zSpace display could not be 

used and we had to identify another (different) non-immersive display with stereoscopic 

capability. The solution was found in 3D-ready TV (3D TV) with shutter glasses, and that 

display was integrated with Oculus Touch hand controllers (Oculus tracking was used to 

track both hand controllers). A 3D TV has two distinct modes for image rendering: 

stereoscopic mode, which creates 3D images with the aid of shutter glasses (active stereo), 

and monoscopic mode, which is the default mode with the same image for both eyes. 

The 3DTV chosen for this study was the Sony Bravia XBR-52LX900 and the active 

shutter glasses were the Sony TDG-BR100 3D Glasses. This 3DTV has three different 3D 

formats: over-under, side-by-side, and simulated 3D. The first two formats require a video 

signal input with two different images, one for each eye, and they are horizontally arranged 

for the over-under format, and vertically arranged for the side-by-side format. On the other 

hand, the third format uses a regular video signal and converts regular two-dimensional 

(2D) images in simulated 3D images. We decided to use the side-by-side format. Thus, the 

video signal input to the 3DTV needed to have a resolution of 1920x1280 pixels, consisting 

of two images of 960x1280 pixels. It is important to emphasize that the 3DTV scales both 

images to 1920x1280 pixels, so these images should be previously scaled down to half of 

their width.  

3. Head Tracking 

In order to enable the same mode of navigation for all four study conditions, it was 

necessary to integrate head tracking for the NIS and NINS conditions. The decision was to 

use lightweight TrackIR 5 with TrackClip Pro, as shown in Figure 6, which provides a 

FOV of 51.7° and six degrees of freedom (6DOF) technology. The sensor form factor and 

its light weight allowed us to mount it on shutter glasses, as shown in Figure 7 (shutter 

glasses and TrackClip Pro sensor weight an approximately total of 100 grams); Figure 8 

shows an example of a participant wearing shutter glasses with tracked sensor mounted on 

it. 



31 

 

Figure 6. TrackClip Pro and TrackIR 5 devices. Source: Natural Point (n.d.).  

 

Figure 7. Tracking sensor mounted on shutter glasses 
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User’s full profile on the left, and user’s half profile on the right. 

Figure 8. User wearing shutter glasses with tracked sensor mounted on it 

4. Computer Systems 

Oculus Rift requires a high performance computer system with special graphics 

card to function correctly and to be able to generate stereoscopic images with satisfactory 

frame rate. Alienware PC with the following specification was used on this study: 

• Processor: Intel® Core i7-5820K CPU @ 3.30Gz 

• Installed Memory (RAM): 16.0 GB 

• System Type: 64-bit Operating System, x64-based processor 

• Operating System: Windows 10 Home 

• Video board: NVIDIA GeForce GTX 1080 

5. 3D Printing 

The third task the participants were asked to execute in this study was to assembly 

a physical version of the second task’s virtual object. Thus, this researcher used MakerBot 
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Replicator+, as shown in Figure 9, to 3D print fifteen individual parts that make up chosen 

object 

Figure 9. MakerBot Replicator+ 3D Printer. Source: Makerbot Industries, 
LLC (n.d.). 

B. SOFTWARE ENVIRONMENT 

1. Unity Editor

Unity is a game development platform used to build high-quality 3D and 2D games, 

which can be deployed in mobile, desktop, VR/AR, and consoles. This system was chosen 

for the application development because of three main reasons:  

1. Unity was already well stablished in the game development area and had a

large developer community, which was very helpful when developing a

software.

2. Unity provided ways to integrate different VR platforms using the same

application, an important requirement for this study (study conditions

include both immersive and non-immersive VR platforms).

3. The software in which the new application was based was developed in

Unity.
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A few years ago, MOVES Institute developed a software for zSpace named 

Scatterfix, in which the user could assembly and disassembly objects using the zSpace 

stylus. We used some of its core classes—mainly related to objects relationships and 

behaviors—and developed new application that supported user study. 

2. Oculus Rift Software 

Oculus Rift Software required to use Oculus Rift bundle. It was downloaded and 

installed on the PC, and an Oculus account was also created. The software provided the 

means to setup the Oculus Rift bundle, and download and install apps. 

3. TrackIR 

TrackIR 5.4 required to use TrackClip Pro bundle. It was downloaded and installed 

on the PC; it allowed the user to setup the bundle and change the settings of the sensor. 

4. MakerBot Print 

MakerBot Print software was used to load the digital objects, on the Standard 

Triangle Language (STL, also known as Standard Tessellation Language) format, and send 

them to the MakerBot Replicator+ 3D Printer. 

5. System Development Kits (SDKs) 

System Development Kits are packages that help the user quickly and easily 

develop applications for a specific development environment; they also facilitate the 

integration of COTS devices to other platforms or software. We used SDKs to integrate 

Oculus Rift and Track IR 5 to Unity. 

a. Oculus Integration Asset 

Oculus Integration is an asset designed to provide advanced support to Oculus Rift, 

Oculus Touch, and Gear VR for rendering, audio, social, and avatars (“Oculus Integration 

- Asset Store” 2018). We used it mainly to create the virtual hands on the VE, as shown in 

Figure 10. 
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Figure 10. Avatar of virtual hands on the VE 

b. Oculus Utilities for Unity 

The Oculus Utilities for Unity is a basic package designed to help developers with 

the essential scripts, prefabs, and other resources to supplement Unity’s built-in support, 

including “an interface for controlling VR camera behavior, a first-person control prefab, 

a unified input API for controllers, advanced rendering features, object-grabbing and 

haptics scripts for Touch, debugging tools, and more” (“Oculus Utilities for Unity | 

Developer Center | Oculus” 2018). This researcher used it mainly to integrate Oculus Rift 

cameras (HMD right-eye and left-eye cameras) to the application. 

c. Virtual Reality Toolkit (VRTK) SDK Manager 

VRTK is a package that includes useful scripts and concepts to help developers to 

build VR applications in Unity. Among others, the solution for interactions like touching, 

grabbing, and using objects, was an important aid on the development of this study’s 

application.  

d. TrackIR Enhanced SDK 

In order to integrate TrackIR to Unity, this researcher used the TrackIR Enhanced 

SDK, gently provided by the TrackIR manufacturer, NaturalPoint Inc. 
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C. SYSTEM ARCHITECTURE 

This study used two distinct system architectures: one for the immersive conditions, 

(conditions IS and INS), and one for the non-immersive conditions (conditions NIS and 

NINS). The first system architecture includes Oculus Rift bundle (with Oculus Touch 

controller) and PC, as shown in Figure 11. 

 

Figure 11. System architecture for immersive conditions 

The second architecture includes Oculus Touch controller, PC, 3DTV, shutter 

glasses, and TrackIR, as shown in Figure 12. 
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Figure 12. System architecture for non-immersive conditions 

D. USER TASKS 

Three user tasks were designed and used in this study: 

1. Task 1: Assembly of a virtual toy helicopter, as shown in the images on 

the left of Figure 13. 

2. Task 2: Assembly of a more complex toy helicopter, as shown in the 

images on the right of Figure 13. 

3. Task 3: Assembly of a physical object that was a 3D-printed version of the 

object from Task 2, as shown in Figure 14. 

Task 3 served two main purposes: (1) it was an opportunity for participant self-

discovery—to see the same parts in their physical form and comment on potential issues 

that prevented them from completing Task 2, and (2) to compare participant's body posture 

and assembly strategies in real life with body postures and assembly strategies used during 

virtual assembly tasks.  
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An additional task—a training task, as shown in Figure 15—was designed to allow 

participants to get familiarized with the virtual environment and with the devices used on 

the experiment. Participants got used to holding hand controllers, wearing headset or 

shutter glasses (depending on condition that they were in). The learned interaction 

techniques that would be used in the experimental tasks, how to manipulate the assembly 

diagram, and they got familiar with visual system feedback. 

 
Stages of Tasks 1 and 2 assemblies: start stage (top), intermediate stage (middle), and end 
stage (bottom). 

Figure 13. Models and stages of Task 1 (left) and Task 2 (right) 
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Figure 14. Initial setup layout and model assembled of Task 3 

 

Figure 15. Start (left) and end (right) stages of the training task 

In order to guide the participants on how to assemble the objects, we created a 

diagram for each of the tasks that showed how all parts should be connected, and how the 

object should look like at the end of the assembly, as shown in Figure 16. Participants could 

move and rotate the diagram and position it wherever it suited them.  
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Figure 16. Assembly diagrams for Task 1 (left) and Task 2 (right) 

E. SUMMARY 

This chapter detailed the development of the system used to support user study, and 

elaborated the reasons that led us to choose specific hardware and software environment. 
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VI. PILOT TESTING 

This chapter details the work done on refining the experiment through a pilot 

testing. Also, it describes the lessons learned and the modifications on the system and user 

study design that were done before we submitted it to IRB Committee. 

A. USABILITY AND PHYSICAL FACTORS 

A pilot testing was performed in order to identify factors that could affect the 

system usability, participant’s physical conditions, and experiment pace. Our preliminary 

test participants were students, faculty and interns at NPS, and they went through partial 

and complete user study sessions. At the end, they provided feedback about the experiment 

set up, such as chair height and order of events; physical factors, such as arm’s position 

while manipulating objects and tiredness level at the end of the session; and difficulty of 

the assembly tasks. The following avenues are the main feedbacks and lessons learned:  

• Experiment set up: We defined the location of the apparatus used on the 

study, including chairs, table, 3DTV, PC, and video camera locations, as 

shown in Figure 17 and Figure 18. 

• Participant’s position: We adjusted the participant position both in 

physical and virtual environment so they could execute similar movements 

in all experimental conditions. 

• Heights of chair and virtual table: We adjusted the chair and virtual 

table heights so the participants could keep their arms in a comfortable 

position, which minimized the tiredness effect on their performance. 

• Task difficulty: We increased the distance and rotation angle tolerances 

of the snap drop zone (region in which the parts snap together if released) 

due to the difficulty presented by some of the participants when trying to 

connect the parts. 
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• Task time limit: We adjusted the time limit for the three tasks to ten 

minutes, so a larger number of participants could complete the tasks. 

• 3D TV brightness and contrast: We changed the brightness and contrast 

parameters values in order to make the image seen by the participants in 

all conditions as similar as possible. 

• Electronic questionnaires: We fixed the input format so the participants 

could fill in the questionnaires in a faster and easier way. 

• 3D objects: We modified some parts of the 3D objects to make them more 

distinguishable from the other parts, and to highlight their correct 

orientation. Ambiguities in shape were rectified, and 3D models were 

changed accordingly. 

• 3D printed object setup: We defined a standard initial set up for the 3D 

printed parts. 

  

Figure 17. Experiment setup 
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Figure 18. Main visualization station setup with dimensions 



44 

B. 3D PRINTING 

We made 3D printed version of the toy helicopter that was used in Task 2, and 

noticed that some parts were easily detaching from each other during the assembly of its 

parts. This prompted us to slightly modify our virtual model and print a modified version. 

Modification on the connections included increasing the diameter size of the circular joints, 

adding bumps to the joints, and increasing their depth. We tested different types of 

connections and the one that worked best was the connection with two bumps around the 

circular joint, as shown in Figure 19. 

 

Figure 19. Connections on 3D printed parts with bumps added for easier 
assembly 

C. SUMMARY 

This chapter detailed the work done on the pilot testing, lessons learned, and 

modifications applied to the final experiment. 
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VII. RESULTS AND DISCUSSIONS 

This chapter presents the results of user study. Sections in this chapter analyses the 

user performance, and discusses the results. The data sets that were analyzed include 

objective data set (system logs) and subjective data set (questionnaires). 

A. RESULTS 

This section presents a summary of the analysis of objective and subjective data set 

that were collected during the user study. The data set included participant’s performance 

on each of the three tasks, post-task questionnaires, demographic survey and system 

usability questionnaires. 

1. Demographic Survey Questionnaire 

A total of 68 participants (24 female, 44 male; average age 37.28 years, standard 

deviation (SD) = 9.95) completed this study. Table 4 shows the distributions of participants 

per experimental condition, including their average age, and number of participants that 

successfully completed the tasks. Seven participants wore regular glasses and all of them 

kept the glasses during the sessions. When asked about what hand they used to manipulate 

the computer mouse, 65 reported they used the right hand and 3 reported they use either 

hand. Additionally, half of the participants used to play video games, and 29 of 68 (42.65%) 

have used VR HMD before the experiment. Regarding the problems faced during the tasks, 

a few participants reported that the image contrast was low on the NIS condition, making 

it difficult to identify objects’ features. 
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Table 4. Distribution of participants per experimental condition 

      IS INS NIS NINS 
      Female Male Female Male Female Male Female Male 

Number of participants 12 5 7 10 1 16 4 13 

Age 
(years) 

Average 40.25 37.40 40.43 41.30 29.00 34.81 35.50 33.92 
SD 11.71 7.20 8.47 14.69 0.00 6.98 3.04 7.29 

Overall 
average 40.94 39.41 34.47 34.29 

Overall SD 10.67 12.52 6.90 6.58 

Completed 
Task 1 

# 11 5 7 8 1 8 2 11 
% 92 100 100 80 100 50 50 85 

Task 2 
# 9 5 3 6 1 8 3 11 
% 75 100 43 60 100 50 75 85 

2. Objective Data Set 

a. Type of Error 

Unsuccessful assembly completions during tasks were due to one reason: the time 

allocated for object assembly has run out, i.e., participants did not complete the object 

assembly within the given maximum time (610s). Completion time for participants that did 

not assemble the objects were corrected by assigning them the upper time limit (610s). It 

is important to highlight that we considered the total time limit as 610 seconds instead of 

600 seconds due to imprecision on starting and stopping the time watch. 

b. Number of Successful Assemblies 

The number of successful and unsuccessful assemblies in Tasks 1, 2 and 3 is shown 

in Figure 20. Figure 21 shows the number of successful and unsuccessful assemblies in the 

VE (Task 1 and Task 2) and overall (all three tasks) 
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Figure 20. Number of successful (blue) and unsuccessful (orange) assemblies 
in Tasks 1, 2 and 3 for each experimental condition 

 

Figure 21. Number of successful (blue) and unsuccessful (orange) assemblies 
for each experimental condition in the VE (VE Total) and overall 

(Total) 
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IS condition resulted with the largest number of successful assemblies for Task 1, 

Task 2 (tied with NINS condition), VE Total and Overall Total, as show in Table 5, in 

which maximum values are highlighted in red. For the third task, NIS and NINS conditions 

resulted with the largest number of successful assemblies.  

Table 5. Number of successful assemblies for each task, VE Total and 
Overall Total  

  IS INS NIS NINS 
Task 1 16 15 9 13 
Task 2 14 9 9 14 
Task 3 15 14 16 16 

VE Total 30 24 18 27 
Overall Total 45 38 34 43 

 

c. Assembly Times 

Boxplots with assembly times for each task are shown in Figure 22, and boxplots 

with the assembly times for VE Total and Overall Total are shown in Figure 23. We 

performed a non-parametric statistical analysis for assembly times—Task 1, Task 2, VE 

Total and Overall Total times—because the collected data was not normally distributed as 

shown by a Shapiro-Wilk test in Appendix I. 

 

Figure 22. Boxplot containing assembly times for each task 
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Figure 23. Boxplot containing VE Total and Overall Total assembly times 

We performed a Kruskall-Wallis H test to check if there was an overall statistically 

significant difference in assembly times between the four experimental conditions for each 

of the three tasks, VE Total and Overall Total times. Additionally, we performed pairwise 

comparisons using Dunn’s method for joint ranking with Bonferroni adjustment. 

(1) Task 1 

The means and standard deviations of assembly times for the first task are shown 

in Figure 24. 

 

Figure 24. Means and standard deviations of assembly times for Task 1 

The Kruskall-Wallis H test for the first task showed that there was an overall 

statistically significant difference in assembly times between the four experimental 

conditions, χ2 (3) = 28.1916, p < 0.0001, with a mean rank score of 16.5882 for IS, 30.3824 

for INS, 50.9706 for NIS, and 40.0588 for NINS, as shown in Figure 25. 
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Figure 25. Kruskall-Wallis H test of assembly times for Task 1 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in assembly times for the first task. There was a statistically 

significant difference between NIS (mean rank = 50.9706) and IS (mean rank = 16.5882) 

(p < 0.0001), NINS (mean rank = 40.0588) and IS (mean rank = 16.5882) (p = 0.0031), 

and NIS (mean rank = 50.9706) and INS (mean rank = 30.3824) (p = 0.0139), as shown in 

Figure 26. 

 

Figure 26. Pairwise comparisons using Dunn’s method of assembly times for 
Task 1 

(2) Task 2 

The means and standard deviations of assembly times for the second task are shown 

in Figure 27. 
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Figure 27. Means and standard deviations of assembly times for Task 2 

The Kruskall-Wallis H test for the second task showed that there was an overall 

statistically significant difference in assembly times between the four experimental 

conditions, χ2 (3) = 11.8441, p = 0.0079, with a mean rank score of 23.5294 for IS, 39.6176 

for INS, 44.3824 for NIS, and 30.4706 for NINS, as shown in Figure 28. 

 

Figure 28. Kruskall-Wallis H test of assembly times for Task 2 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in assembly times for the second task. There was a statistically 

significant difference between NIS (mean rank = 44.3824) and IS (mean rank = 23.5294) 

(p = 0.0103), as shown in Figure 29. 
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Figure 29. Pairwise comparisons using Dunn’s method of assembly times for 
Task 2 

(3) Task 3 

The means and standard deviations of assembly times for the third task are shown 

in Figure 30. 

 

Figure 30. Means and standard deviations of assembly times for Task 3 

The Kruskall-Wallis H test for the third task showed that there was an overall 

statistically significant difference in assembly times between the four experimental 

conditions, χ2 (3) = 13.3850, p = 0.0039, with a mean rank score of 43.0000 for IS, 43.0882 

for INS, 23.1765 for NIS, and 28.7353 for NINS, as shown in Figure 31. 
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Figure 31. Kruskall-Wallis H test of assembly times for Task 3 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in assembly times for the second task. There was a statistically 

significant difference between NIS (mean rank = 23.1765) and IS (mean rank = 43.0000) 

(p = 0.0213), and NIS (mean rank = 23.1765) and INS (mean rank = 43.0882) (p = 0.0204), 

as shown in Figure 32. 

 

Figure 32. Pairwise comparisons using Dunn’s method of assembly times for 
Task 3 

(4) VE Total 

The means and standard deviations for the VE Total assembly times are shown in 

Figure 33. 
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Figure 33. Means and standard deviations of the VE Total assembly times for 
all experimental conditions 

The Kruskall-Wallis H test for the VE Total assembly times showed that there was 

an overall statistically significant difference in assembly times between the four 

experimental conditions, χ2 (3) = 21.3136, p < 0.0001, with a mean rank score of 18.5294 

for IS, 33.9412 for INS, 49.6765 for NIS, and 35.8529 for NINS, as shown in Figure 34. 

 

Figure 34. Kruskall-Wallis H test of assembly times for VE tasks 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in the VE Total assembly times. There was a statistically significant 

difference between NIS (mean rank = 49.6765) and IS (mean rank = 18.5294) (p < 0.0001), 

as shown in Figure 35. 
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Figure 35. Pairwise comparisons using Dunn’s method of assembly times for 
VE tasks 

(5) Overall Total 

The means and standard deviations for the Overall Total assembly times are shown 

in Figure 36. 

 

Figure 36. Means and standard deviations of the Overall Total assembly times 
for all experimental conditions 

The Kruskall-Wallis H test for the Overall Total assembly times showed that there 

was an overall statistically significant difference in assembly times between the four 

experimental conditions, χ2 (3) = 9.1096, p < 0.0279, with a mean rank score of 23.6471 

for IS, 38.3529 for INS, 43.1176 for NIS, and 32.8824 for NINS, as shown in Figure 37. 
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Figure 37. Kruskall-Wallis H test for of assembly times for all tasks 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in the VE Total assembly times. There was a statistically significant 

difference between NIS (mean rank = 38.3529) and IS (mean rank = 23.6471) (p = 0.0252), 

as shown in Figure 38. 

 

Figure 38. Pairwise comparisons using Dunn’s method f of assembly times 
for all tasks 

d. Correct Connections/Parts 

Boxplots with number of correct connections/parts for each task are shown in 

Figure 39, and boxplots with VE Total and Overall Total number of correct 

connections/parts are shown in Figure 40. We performed a non-parametric statistical 

analysis for number of correct connections/parts—Task 1, Task 2, VE Total and Overall 
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Total—because the collected data was not normally distributed as shown by a Shapiro-

Wilk test in Appendix J. 

 

Figure 39. Boxplot containing number of correct connections/parts for each 
task 

 

Figure 40. Boxplot containing VE Total and Overall Total number of correct 
connections/parts 

We performed a Kruskall-Wallis H test to check if there was an overall statistically 

significant difference in number of correct connections/parts between the four 

experimental conditions for each of the three tasks, VE Total, and Overall Total. 

Additionally, we performed pairwise comparisons using Dunn’s method for joint ranking 

with Bonferroni adjustment. 
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(1) Task 1 

The means and standard deviations of number of correct connections for the first 

task are shown in Figure 41. 

 

Figure 41. Means and standard deviations of number of correct connections 
for Task 1 

The Kruskall-Wallis H test for the first task showed that there was an overall 

statistically significant difference in number of correct connections between the four 

experimental conditions, χ2 (3) = 12.5779, p < 0.0056, with a mean rank score of 40.5882 

for IS, 38.2059 for INS, 24.0882 for NIS, and 35.1176 for NINS, as shown in Figure 42. 

 

Figure 42. Kruskall-Wallis H test of correct connections for Task 1 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in number of correct connections for the first task. There was a 

statistically significant difference between NIS (mean rank = 24.0882) and INS (mean rank 
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= 38.2059) (p = 0.0315), and NIS (mean rank = 24.0882) and IS (mean rank = 40.5882) (p 

= 0.0066), as shown in Figure 43. 

 

Figure 43. Pairwise comparisons using Dunn’s method of correct connections 
for Task 1 

(2) Task 2 

The means and standard deviations of number of correct connections for the second 

task are shown in Figure 44. 

 

Figure 44. Means and standard deviations of number of correct connections 
for Task 2 

The Kruskall-Wallis H test for the second task showed that there was no overall 

statistically significant difference in number of correct connections between the four 

experimental conditions, χ2 (3) = 7.7643, p = 0.0511, with a mean rank score of 38.8235 

for IS, 27.6176 for INS, 30.5882 for NIS, and 40.9706 for NINS, as shown in Figure 45. 
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Figure 45. Kruskall-Wallis H test of correct connections for Task 2 

(3) Task 3 

The means and standard deviations of number of correct parts for the third task are 

shown in Figure 46. 

 

Figure 46. Means and standard deviations of number of correct parts for Task 
3 

The Kruskall-Wallis H test for the third task showed that there was no overall 

statistically significant difference in number of correct parts between the four experimental 

conditions, χ2 (3) = 2.0786, p = 0.05563, with a mean rank score of 34.1765 for IS, 31.6471 

for INS, 36.0882 for NIS, and 36.0882 for NINS, as shown in Figure 47. 
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Figure 47. Kruskall-Wallis H test of correct parts for Task 3 

(4) VE Total 

The means and standard deviations of the VE Total number of correct connections 

are shown in Figure 48. 

 

Figure 48. Means and standard deviations of correct connections for VE tasks 

The Kruskall-Wallis H test for the VE Total showed that there was an overall 

statistically significant difference in number of correct connections between the four 

experimental conditions, χ2 (3) = 9.4311, p = 0.0241, with a mean rank score of 41.8529 

for IS, 30.0882 for INS, 26.0294 for NIS, and 40.0294 for NINS, as shown in Figure 49. 
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Figure 49. Kruskall-Wallis H test of correct connections for VE tasks 

However, the pairwise comparison using Dunn’s method showed that there was no 

statistically significant difference (p < 0.05) in VE Total number of correct connections. 

The difference that was closest to be statistically significant was between NIS (mean rank 

= 26.0294) and IS (mean rank = 41.8529) (p = 0.0590), as shown in Figure 50. 

 

Figure 50. Pairwise comparisons using Dunn’s method of correct connections 
for VE tasks 

(5) Overall Total 

The means and standard deviations for the Overall Total number of correct 

connections/parts are shown in Figure 51. 
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Figure 51. Means and standard deviations of the Overall Total number of 
correct connections/parts 

The Kruskall-Wallis H test for the first task showed that there was an overall 

statistically significant difference in number of correct connections between the four 

experimental conditions, χ2 (3) = 8.6899, p = 0.0337, with a mean rank score of 41.6765 

for IS, 29.6765 for INS, 26.8235 for NIS, and 39.8235 for NINS, as shown in Figure 52. 

 

Figure 52. Kruskall-Wallis H test of number of correct connections/parts for 
all tasks 

However, the pairwise comparison using Dunn’s method showed that there was no 

statistically significant difference (p < 0.05) in Overall Total number of correct 

connections/parts. The difference that was closest to be statistically significant was 

between NIS (mean rank = 26.8235) and IS (mean rank = 41.6765) (p = 0.0925), as shown 

in Figure 53. 



64 

 

Figure 53. Pairwise comparisons using Dunn’s method of number of correct 
connections/parts for all tasks 

e. Collisions 

Boxplots with number of collisions for tasks 1, 2, and VE Total are shown in Figure 

54. We performed a non-parametric statistical analysis of number of collisions—Task 1, 

Task 2, and VE Total—because the collected data was not normally distributed as shown 

by a Shapiro-Wilk test in Appendix K. 

 

Figure 54. Boxplot containing number of collisions for each task 

We performed a Kruskall-Wallis H test to check if there was an overall statistically 

significant difference in number of collisions between the four experimental conditions for 

tasks 1, 2, and VE Total. Additionally, we performed pairwise comparisons using Dunn’s 

method for joint ranking with Bonferroni adjustment. 
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(1) Task 1 

The means and standard deviations of number of collisions for the first task are 

shown in Figure 55. 

 

Figure 55. Means and standard deviations of number of collisions for Task 1 

The Kruskall-Wallis H test for the first task showed that there was an overall 

statistically significant difference in number of collisions between the four experimental 

conditions, χ2 (3) = 13.0145, p = 0.0046, with a mean rank score of 20.4706 for IS, 35.2059 

for INS, 43.7353 for NIS, and 38.5882 for NINS, as shown in Figure 56. 

 

Figure 56. Kruskall-Wallis H test of number of collisions for Task 1 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in number of collisions for the first task. There was a statistically 

significant difference between NIS (mean rank = 43.7353) and IS (mean rank = 20.4706) 
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(p = 0.0037), and NINS (mean rank = 38.5882) and IS (mean rank = 20.4706) (p = 0.0465), 

as shown in Figure 57. 

 

Figure 57. Pairwise comparisons using Dunn’s method of number of 
collisions for Task 1 

(2) Task 2 

The means and standard deviations of number of collisions for the second task are 

shown in Figure 58. 

 

Figure 58. Means and standard deviations of number of collisions for Task 2 

The Kruskall-Wallis H test for the second task showed that there was an overall 

statistically significant difference in number of collisions between the four experimental 

conditions, χ2 (3) = 16.0585, p = 0.0011, with a mean rank score of 21.0000 for IS, 34.5294 

for INS, 48.1765 for NIS, and 34.2941 for NINS, as shown in Figure 59. 
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Figure 59. Kruskall-Wallis H test of number of collisions for Task 2 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in number of collisions for the second task. There was a statistically 

significant difference between NIS (mean rank = 48.1765) and IS (mean rank = 21.0000) 

(p = 0.0004), as shown in Figure 60. 

 

Figure 60. Pairwise comparisons using Dunn’s method of number of 
collisions for Task 2 

(3) VE Total 

The means and standard deviations for the VE Total number of collisions are shown 

in Figure 61. 
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Figure 61. Means and standard deviations of the VE Total number of 
collisions for all experimental conditions 

The Kruskall-Wallis H test for the VE Total number of collisions showed that there 

was an overall statistically significant difference in number of collisions between the four 

experimental conditions, χ2 (3) = 15.8991, p = 0.0012, with a mean rank score of 19.8824 

for IS, 35.4706 for INS, 46.7059 for NIS, and 35.9412 for NINS, as shown in Figure 62. 

 

Figure 62. Kruskall-Wallis H test of number of collisions for VE tasks 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in the VE Total number of collisions. There was a statistically 

significant difference between NIS (mean rank = 46.7059) and IS (mean rank = 19.8824) 

(p = 0.0005), as shown in Figure 63. 
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Figure 63. Pairwise comparisons using Dunn’s method of number of 
collisions for VE tasks 

3. Subjective Data Set 

a. Simulator Sickness Questionnaire (SSQ) 

Participants filled a total of 272 reports of SSQ (four reports per participant). For 

the most part, participants reported no symptoms of any kind, and only one participant 

reported having severe symptom. The most common symptoms were reported with 'slight' 

level rating: fatigue (23.16%), eye strain (23.16%), difficulty focusing (11.40%), sweating 

(10.66%), and blurred vision (10.29%). The most common reports of moderate level 

symptoms were: eye strain (2.21%), general discomfort (1.84%), and sweating (1.10%). 

Of the baseline SSQs, 26 of 68 participants (38.23%) reported having some slight 

symptoms, and 2 of 68 (2.94%) reported having moderate symptom. The most common 

baseline reports of symptoms with slight level were: fatigue (23.53%), eye strain (10.29%), 

difficulty focusing (8.82%), and sweating (8.82%). The baseline symptoms reported with 

moderate level were: general discomfort (2.94%), and sweating (1.47%). The results of 

collected data are shown in Table 6. 
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Table 6. SSQ overall results 

  None Slight Moderate Severe 

Symptom Number % Number % Number % Number % 

1. General discomfort 243 89.34 24 8.82 5 1.84 0 0.00 

2. Fatigue 209 76.84 63 23.16 0 0.00 0 0.00 

3. Headache 261 95.96 11 4.04 0 0.00 0 0.00 

4. Eye strain 203 74.63 63 23.16 6 2.21 0 0.00 

5. Difficulty focusing 241 88.60 31 11.40 0 0.00 0 0.00 

6. Salivation increasing 268 98.53 4 1.47 0 0.00 0 0.00 

7. Sweating 240 88.24 29 10.66 3 1.10 0 0.00 

8. Nausea 266 97.79 5 1.84 1 0.37 0 0.00 

9. Difficulty concentrating 264 97.06 8 2.94 0 0.00 0 0.00 

10. "Fullness of the Head" 261 95.96 11 4.04 0 0.00 0 0.00 

11. Blurred vision 243 89.34 28 10.29 1 0.37 0 0.00 

12. Dizziness with eyes open 265 97.43 7 2.57 0 0.00 0 0.00 

13. Dizziness with eyes closed 261 95.96 10 3.68 1 0.37 0 0.00 

14. *Vertigo 268 98.53 4 1.47 0 0.00 0 0.00 

15. **Stomach awareness 254 93.38 18 6.62 0 0.00 0 0.00 

16. Burping 259 95.22 11 4.04 0 0.00 2 0.74 

* Vertigo is experienced as loss of orientation with respect to vertical upright. 

** Stomach awareness is usually used to indicate a feeling of discomfort which is just short of 
nausea. 

The order of questionnaires filled by the participants was: 

• 1st (Baseline): At the very beginning of the entire session (before any 

exposure to VE) 

• 2nd: After training period (length of exposure to immersive VE: 10 min) 

• 3rd: After first experimental session (length of exposure to immersive VE: 

10 min) 

• 4th: After second experimental session (length of exposure to immersive 

VE: 10 min) 
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Table 7 shows how the participants reported symptoms for each of the four 

questionnaires, in numbers, and Table 8 details their percentage. It is noticeable that most 

symptoms were reported on the third and fourth questionnaires, immediately after the first 

and second experimental sessions, respectively. 

Additionally, during the user study, only one participant reported severe symptom 

related to simulator sickness for burping. It is important to make a remark that the 

experimenter did not notice this symptom on the participant. Only eight participants 

reported symptoms of simulator sickness with moderate level after they started the VE 

sessions (five reported eye strain, two presented sweating, one presented nausea, one 

presented blurred vision, and one presented dizziness with eyes closed); two participants 

reported moderate symptoms before they started the VE sessions. Forty-nine participants 

reported slight symptoms related to simulator sickness. 

The most common simulator sickness symptom reported in the IS condition was 

eye strain, which affected eight participants (47.05%) after they started the VE sessions 

(three participants reported moderate symptom, and five reported symptoms at the slights 

level). For the INS condition, the most common symptoms were general discomfort, eye 

strain, difficulty focusing, and sweating (two participants reported moderate symptoms and 

one participant presented severe symptom). For the NIS condition, the most common 

symptoms were eye strain, difficulty focusing, blurred vision and stomach awareness (no 

participant reported moderate symptom). And, for the NINS condition, the most common 

symptoms were general discomfort, eye strain, difficulty focusing, and blurred vision 

(three participants reported moderate symptoms). 
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Table 7. SSQ reported symptoms according to number of participants 

Symptom Session 

Levels 

None (number) Slight (number) Moderate (number) Severe (number) 

IS  INS  NIS  NINS  IS  INS  NIS  NINS IS  INS  NIS  NINS  IS  INS  NIS  NINS 

1.  General 
discomfort 

1st (Baseline) 15 16 16 16 0 1 1 1 2 0 0 0 0 0 0 0 
2nd 16 16 16 16 0 1 1 1 1 0 0 0 0 0 0 0 
3rd 16 13 16 14 0 4 1 3 1 0 0 0 0 0 0 0 
4th 16 13 16 12 0 4 1 5 1 0 0 0 0 0 0 0 

2.  Fatigue 

1st (Baseline) 9 12 15 16 8 5 2 1 0 0 0 0 0 0 0 0 
2nd 10 13 15 16 7 4 2 1 0 0 0 0 0 0 0 0 
3rd 12 12 15 14 5 5 2 3 0 0 0 0 0 0 0 0 
4th 11 12 14 13 6 5 3 4 0 0 0 0 0 0 0 0 

3.  
Headache 

1st (Baseline) 17 16 17 17 0 1 0 0 0 0 0 0 0 0 0 0 
2nd 17 16 16 17 0 1 1 0 0 0 0 0 0 0 0 0 
3rd 17 16 16 16 0 1 1 1 0 0 0 0 0 0 0 0 
4th 16 15 16 16 1 2 1 1 0 0 0 0 0 0 0 0 

4.  Eye 
strain 

1st (Baseline) 12 16 17 16 5 1 0 1 0 0 0 0 0 0 0 0 
2nd 12 16 16 17 5 1 1 0 0 0 0 0 0 0 0 0 
3rd 10 12 9 10 6 5 8 6 1 0 0 1 0 0 0 0 
4th 10 11 9 10 5 5 8 6 2 1 0 1 0 0 0 0 

5.  
Difficulty 
focusing 

1st (Baseline) 15 14 17 16 2 3 0 1 0 0 0 0 0 0 0 0 
2nd 16 16 16 16 1 1 1 1 0 0 0 0 0 0 0 0 
3rd 15 14 16 15 2 3 1 2 0 0 0 0 0 0 0 0 
4th 14 13 14 14 3 4 3 3 0 0 0 0 0 0 0 0 

6.  
Salivation 
increasing 

1st (Baseline) 17 17 17 16 0 0 0 1 0 0 0 0 0 0 0 0 
2nd 17 17 17 16 0 0 0 1 0 0 0 0 0 0 0 0 
3rd 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
4th 17 16 16 17 0 1 1 0 0 0 0 0 0 0 0 0 

7.  
Sweating 

1st (Baseline) 15 14 17 15 2 2 0 2 0 1 0 0 0 0 0 0 
2nd 15 16 17 17 2 1 0 0 0 0 0 0 0 0 0 0 
3rd 13 14 16 14 4 3 1 2 0 0 0 1 0 0 0 0 
4th 14 13 16 14 3 3 1 3 0 1 0 0 0 0 0 0 

8.  Nausea 

1st (Baseline) 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
2nd 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
3rd 17 15 17 16 0 2 0 1 0 0 0 0 0 0 0 0 
4th 17 15 17 16 0 2 0 0 0 0 0 1 0 0 0 0 

9.  
Difficulty 

concentrati
ng 

1st (Baseline) 16 16 17 16 1 1 0 1 0 0 0 0 0 0 0 0 
2nd 17 16 17 16 0 1 0 1 0 0 0 0 0 0 0 0 
3rd 17 17 17 15 0 0 0 2 0 0 0 0 0 0 0 0 
4th 17 17 17 16 0 0 0 1 0 0 0 0 0 0 0 0 

10.  
“Fullness 
of head” 

1st (Baseline) 16 15 17 17 1 2 0 0 0 0 0 0 0 0 0 0 
2nd 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
3rd 16 17 16 16 1 0 1 1 0 0 0 0 0 0 0 0 
4th 16 16 16 15 1 1 1 2 0 0 0 0 0 0 0 0 

11.  
Blurred 
vision 

1st (Baseline) 16 16 17 17 1 1 0 0 0 0 0 0 0 0 0 0 
2nd 16 17 16 17 1 0 1 0 0 0 0 0 0 0 0 0 
3rd 14 15 15 15 3 2 2 2 0 0 0 0 0 0 0 0 
4th 11 14 14 13 6 3 3 3 0 0 0 1 0 0 0 0 

12.  
Dizziness 
with eyes 

open 

1st (Baseline) 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
2nd 16 17 17 17 1 0 0 0 0 0 0 0 0 0 0 0 
3rd 16 17 17 16 1 0 0 1 0 0 0 0 0 0 0 0 
4th 15 17 16 16 2 0 1 1 0 0 0 0 0 0 0 0 

13.  
Dizziness 
with eyes 

closed 

1st (Baseline) 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
2nd 15 17 16 17 2 0 1 0 0 0 0 0 0 0 0 0 
3rd 15 17 16 17 2 0 1 0 0 0 0 0 0 0 0 0 
4th 15 16 16 16 1 1 1 1 1 0 0 0 0 0 0 0 

14.  
*Vertigo 

1st (Baseline) 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
2nd 17 17 17 17 0 0 0 0 0 0 0 0 0 0 0 0 
3rd 16 17 17 17 1 0 0 0 0 0 0 0 0 0 0 0 
4th 15 16 17 17 2 1 0 0 0 0 0 0 0 0 0 0 

15.  
**Stomach 
awareness 

1st (Baseline) 15 16 17 17 2 1 0 0 0 0 0 0 0 0 0 0 
2nd 16 16 17 17 1 1 0 0 0 0 0 0 0 0 0 0 
3rd 15 14 16 17 2 3 1 0 0 0 0 0 0 0 0 0 
4th 16 14 14 17 1 3 3 0 0 0 0 0 0 0 0 0 

16.  
Burping 

1st (Baseline) 17 15 17 17 0 2 0 0 0 0 0 0 0 0 0 0 
2nd 16 14 17 17 1 2 0 0 0 0 0 0 0 1 0 0 
3rd 17 15 15 17 0 1 2 0 0 0 0 0 0 1 0 0 
4th 17 16 16 16 0 1 1 1 0 0 0 0 0 0 0 0 
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Table 8. SSQ reported symptoms according to percentage of participants 

Symptom Session 

Levels 

None (%) Slight (%) Moderate (%) Severe (%) 

IS INS NIS NINS IS INS NIS NINS IS INS NIS NINS IS INS NIS NINS 

1.  General 
discomfort 

1st (Baseline) 88.24 94.12 94.12 94.12 0.00 5.88 5.88 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 94.12 94.12 94.12 0.00 5.88 5.88 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 94.12 76.47 94.12 82.35 0.00 23.53 5.88 17.65 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 94.12 76.47 94.12 70.59 0.00 23.53 5.88 29.41 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2.  Fatigue 

1st (Baseline) 52.94 70.59 88.24 94.12 47.06 29.41 11.76 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 58.82 76.47 88.24 94.12 41.18 23.53 11.76 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 70.59 70.59 88.24 82.35 29.41 29.41 11.76 17.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 64.71 70.59 82.35 76.47 35.29 29.41 17.65 23.53 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

3.  Headache 

1st (Baseline) 100.00 94.12 100.00 100.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 94.12 94.12 100.00 0.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 100.00 94.12 94.12 94.12 0.00 5.88 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 94.12 88.24 94.12 94.12 5.88 11.76 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

4.  Eye strain 

1st (Baseline) 70.59 94.12 100.00 94.12 29.41 5.88 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 70.59 94.12 94.12 100.00 29.41 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 58.82 70.59 52.94 58.82 35.29 29.41 47.06 35.29 5.88 0.00 0.00 5.88 0.00 0.00 0.00 0.00 
4th 58.82 64.71 52.94 58.82 29.41 29.41 47.06 35.29 11.76 5.88 0.00 5.88 0.00 0.00 0.00 0.00 

5.  Difficulty 
focusing 

1st (Baseline) 88.24 82.35 100.00 94.12 11.76 17.65 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 94.12 94.12 94.12 5.88 5.88 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 88.24 82.35 94.12 88.24 11.76 17.65 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 82.35 76.47 82.35 82.35 17.65 23.53 17.65 17.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

6.  Salivation 
increasing 

1st (Baseline) 100.00 100.00 100.00 94.12 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 100.00 100.00 94.12 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 100.00 94.12 94.12 100.00 0.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

7.  Sweating 

1st (Baseline) 88.24 82.35 100.00 88.24 11.76 11.76 0.00 11.76 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 88.24 94.12 100.00 100.00 11.76 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 76.47 82.35 94.12 82.35 23.53 17.65 5.88 11.76 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 
4th 82.35 76.47 94.12 82.35 17.65 17.65 5.88 17.65 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 

8.  Nausea 

1st (Baseline) 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 100.00 88.24 100.00 94.12 0.00 11.76 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 100.00 88.24 100.00 94.12 0.00 11.76 0.00 0.00 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 

9.  Difficulty 
concentrating 

1st (Baseline) 94.12 94.12 100.00 94.12 5.88 5.88 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 94.12 100.00 94.12 0.00 5.88 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 100.00 100.00 100.00 88.24 0.00 0.00 0.00 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 100.00 100.00 100.00 94.12 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

10.  “Fullness 
of head” 

1st (Baseline) 94.12 88.24 100.00 100.00 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 94.12 100.00 94.12 94.12 5.88 0.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 94.12 94.12 94.12 88.24 5.88 5.88 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

11.  Blurred 
vision 

1st (Baseline) 94.12 94.12 100.00 100.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 100.00 94.12 100.00 5.88 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 82.35 88.24 88.24 88.24 17.65 11.76 11.76 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 64.71 82.35 82.35 76.47 35.29 17.65 17.65 17.65 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 

12.  Dizziness 
with eyes 

open 

1st (Baseline) 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 100.00 100.00 100.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 94.12 100.00 100.00 94.12 5.88 0.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 88.24 100.00 94.12 94.12 11.76 0.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

13.  Dizziness 
with eyes 

closed 

1st (Baseline) 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 88.24 100.00 94.12 100.00 11.76 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 88.24 100.00 94.12 100.00 11.76 0.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 88.24 94.12 94.12 94.12 5.88 5.88 5.88 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

14.  *Vertigo 

1st (Baseline) 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 94.12 100.00 100.00 100.00 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 88.24 94.12 100.00 100.00 11.76 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

15.  
**Stomach 
awareness 

1st (Baseline) 88.24 94.12 100.00 100.00 11.76 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 94.12 100.00 100.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3rd 88.24 82.35 94.12 100.00 11.76 17.65 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4th 94.12 82.35 82.35 100.00 5.88 17.65 17.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

16.  Burping 

1st (Baseline) 100.00 88.24 100.00 100.00 0.00 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2nd 94.12 82.35 100.00 100.00 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.88 0.00 0.00 
3rd 100.00 88.24 88.24 100.00 0.00 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 5.88 0.00 0.00 
4th 100.00 94.12 94.12 94.12 0.00 5.88 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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b. Post-task Questionnaires 

Participants filled post-task questionnaires about their experience in each of the 

tasks using a 7-point scale varying from “1 – It was very difficult” to “7 – It was very easy”. 

Table 9 shows the overall results for the self-reported data on post-task questionnaires of 

Task 1 and Task 2, and highest ratings are highlighted in red. 

The results show that participants in IS condition reported the most favorable 

responses for both tasks, which were perceived as the easiest, level of realism as the 

highest, and difficulty while interacting as the lowest. Also, the sense of being in the room 

with parts on the table, and of being able to imagine themselves as interacting with the 

parts, were qualified as the highest in IS condition. In case of Task 1, closest second was 

INS condition, and in Task 2, it was NINS condition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



75 

Table 9. Self-reported data on post-task questionnaires of Task 1 and Task 2 

      IS INS NIS NINS 

Task Question Description Average SD Average SD Average SD Average SD 

1 

3 

Selecting 5.12 1.45 5.35 1.75 4.94 1.39 4.24 1.77 

Manipulating 5.41 1.54 5.29 1.49 4.88 1.45 4.82 1.69 

Assembling 4.65 1.57 4.18 1.58 3.00 0.91 3.76 1.63 

4 Overall experience 4.94 1.59 4.65 1.57 3.71 0.96 3.94 1.76 

5 Performance rating 5.65 1.57 5.47 1.42 3.88 1.53 4.71 1.67 

6 Presence 5.82 1.04 5.47 1.58 4.59 1.37 4.47 1.54 

7 Post-task interaction 6.59 0.60 6.29 0.82 5.82 1.10 5.53 1.42 

8 

Visual representation 6.47 0.78 6.18 0.98 5.88 1.28 6.24 0.81 

Interaction (one part) 5.94 0.94 5.82 0.98 5.24 1.44 5.06 1.66 

Interaction (between parts) 5.82 1.25 5.35 1.13 4.71 1.74 4.18 1.69 

Hands and arms movements 6.53 0.70 6.41 0.84 6.06 1.26 6.12 1.18 

Head movement 6.88 0.32 6.71 0.75 6.12 1.45 6.00 1.14 

9 Task rating 5.53 1.42 4.59 1.42 4.00 1.37 3.94 1.73 

10 Distinguish depth 6.12 0.76 4.76 1.73 3.94 1.66 4.59 1.65 

2 

3 

Selecting 5.29 1.74 5.06 1.55 4.76 1.48 4.94 1.35 

Manipulating 5.41 1.54 4.94 1.47 5.18 1.29 5.41 1.50 

Assembling 4.47 1.50 3.47 1.72 3.71 1.46 4.71 1.64 

4 Overall experience 4.47 1.79 3.65 1.57 3.76 1.48 4.47 1.68 

5 Performance rating 5.35 1.68 4.47 2.15 4.41 1.48 5.76 0.94 

6 Presence 5.94 1.06 5.12 1.78 4.88 1.25 5.00 1.53 

7 Post-task interaction 6.35 0.76 5.76 1.55 5.94 0.70 5.88 0.96 

8 

Visual representation 6.24 1.06 5.88 1.13 6.06 1.58 6.35 0.68 

Interaction (one part) 5.88 1.37 5.41 1.42 5.47 1.25 5.06 1.55 

Interaction (between parts) 5.59 1.33 4.71 1.52 5.18 1.05 4.88 1.37 

Hands and arms movements 6.29 1.02 6.35 1.19 6.00 0.70 5.88 1.23 

Head movement 6.71 0.57 6.41 1.19 6.35 0.49 6.06 1.06 

9 Task rating 4.59 1.78 3.41 1.57 3.59 1.28 4.65 1.71 

10 Distinguish depth 5.82 1.29 4.59 1.78 4.41 0.99 5.00 1.81 

11 Task 2 compared to Task 1 2.88 1.18 2.47 0.98 3.47 0.90 4.59 1.54 

 

One of the questions was how would they rate the assembly task. Boxplots with 

participants’ ratings for Task 1 and Task 2, and average for VE Total, are shown in Figure 

64. We performed a non-parametric statistical analysis for tasks ratings because the 
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collected data was not normally distributed as shown by a Shapiro-Wilk test in Appendix 

L. 

 

Figure 64. Boxplot containing participants’ ratings for Task 1 and Task 2, and 
VE Total 

We performed a Kruskall-Wallis H test to check if there was an overall statistically 

significant difference in task ratings between the four experimental conditions for each of 

the two tasks, and for VE Total. Additionally, we performed pairwise comparisons using 

Dunn’s method for joint ranking with Bonferroni adjustment. 

(1) Task 1 

The means and standard deviations of participant’s ratings for the first task are 

shown in Figure 65. 

 

Figure 65. Means and standard deviations of participants’ ratings for Task 1 
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The Kruskall-Wallis H test for the first task showed that there was an overall 

statistically significant difference in participants’ ratings between the four experimental 

conditions, χ2 (3) = 10.5903, p = 0.0142, with a mean rank score of 46.6765 for IS, 35.4412 

for INS, 27.9118 for NIS, and 27.9706 for NINS, as shown in Figure 66. 

 

Figure 66. Kruskall-Wallis H test for the first task rating 

The pairwise comparison using Dunn’s method showed that there was statistically 

significant difference in participants’ ratings for the first task. There was a statistically 

significant difference between NINS (mean rank = 27.9706) and IS (mean rank = 46.6765) 

(p = 0.0309), and NIS (mean rank = 27.9118) and IS (mean rank = 46.6765) (p = 0.0300), 

as shown in Figure 67. 

 

Figure 67. Pairwise comparisons using Dunn’s method for the first task 
ratings 
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(2) Task 2 

The means and standard deviations of participant’s ratings for the second task are 

shown in Figure 68. 

 

Figure 68. Means and standard deviations of participants’ ratings for Task 2 

The Kruskall-Wallis H test for the second task showed that there was no overall 

statistically significant difference in participants’ ratings between the four experimental 

conditions, χ2 (3) = 6.2576, p = 0.0997, with a mean rank score of 39.7941 for IS, 27.4118 

for INS, 30.0294 for NIS, and 40.7647 for NINS, as shown in Figure 69. 

 

Figure 69. Kruskall-Wallis H test for the second task rating 

(3) VE Total 

The means and standard deviations of participant’s ratings for VE Total (average 

rating of Task 1 and Task 2) are shown in Figure 70. 
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Figure 70. Means and standard deviations of participants’ ratings for VE 
Total 

The Kruskall-Wallis H test for the VE Total showed that there was no overall 

statistically significant difference in participants’ ratings between the four experimental 

conditions, χ2 (3) = 3.8874, p = 0.2739, with a mean rank score of 24.8889 for IS, 16.9545 

for INS, 15.9375 for NIS, and 18.3333 for NINS, as shown in Figure 71. 

 

Figure 71. Kruskall-Wallis H test for the VE Total rating 

c. System Usability Scale (SUS) Questionnaires 

We slightly adjusted SUS scale from a 5-point scale to a 7-point scale for 

uniformity purposes. We used the majority of SUS questions as a useful instrument rather 

than using it in its original form because some of the original questions were not applicable 

to our system, what made us disregard them in our data analysis. 

Participants reported different opinions about the system usability, using a 7-point 

scale grading, according to which experimental condition they were in. One factor that 

should be highlighted is the number of participants that responded “Strongly agree” to “I 
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though the system was easy to use”: 9 of 17 (52.94%) in the IS condition, 5 of 17 (29.41%) 

in the INS condition, and only 3 of 17 (17.65%) for both NIS and NINS conditions. Another 

interesting observation is the number of participants that answered “Strongly agree” to “I 

felt very confident using the system”: 9 of 17 (52.94%) in the IS condition, 4 of 17 

(23.53%) in the INS condition, 5 of 17 (29.41%) for the NIS condition, and 7 of 17 

(41.18%) in the NINS condition. 

d. Behavioral 

We recorded and monitored all sixty-eight experiment sessions for physical 

behavioral cues. The camera captured participants as they were seating while manipulating 

objects. The main observations are: 

(1) Use of hands: The majority of participants used only one hand at a time to 

manipulate the objects. 

(2) Movement of body and head: Participants in immersive conditions 

presented more movement of their body and head—leaning towards or to 

the sides—than participants in non-immersive conditions. 

(3) Disorientation: No participant presented signs of disorientation, fell off the 

chair, or injured themselves during the sessions. 

B. DISCUSSION 

1. Task 1 

Analysis of assembly times for the first task revealed a statistically significant 

difference between NIS and IS, NINS and IS, and NIS and INS conditions. Additionally, 

analysis of number of correct connections revealed a statistically significant difference 

between NIS and INS, and NIS and IS conditions. Also, analysis of number of collisions 

revealed a statistically significant difference between NINS and IS, and NIS and IS 

conditions.  Furthermore, IS condition presented the largest numbers of successful 

assemblies, the highest ranking self-reported data, and the smallest number of collisions, 

indicating a better performance of the participants in this condition. 
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2. Task 2 

Analysis of assembly times for the second task revealed a statistically significant 

difference between NIS and IS conditions. Additionally, analysis of number of collisions 

revealed a statistically significant difference between NIS and IS conditions. Also, there 

was no statistically significant difference between the conditions for number of correct 

connections. Although IS and NINS conditions presented the largest numbers of successful 

assemblies and the highest ranking self-reported data, IS condition presented the smallest 

number of collisions, suggesting a better performance of the participants in this condition. 

3. VE Total 

Analysis of VE Total (Task 1 and Task 2) assembly times revealed a statistically 

significant difference between NIS and IS conditions. Additionally, analysis of number of 

collisions revealed a statistically significant difference between NIS and IS conditions. We 

found no statistically significant differences in VE Total number of correct connections in 

VE Total ratings. Additionally, IS condition presented the largest numbers of successful 

assemblies and the smallest number of collisions, suggesting a slight better performance of 

the participants in this condition. 

C. SUMMARY 

This chapter presented the results of user study, detailing system performance and 

user performances, and analyzed and discussed about the objective and subjective data sets. 
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VIII. CONCLUSIONS AND FUTURE WORK 

This chapter highlights the main contributions of this study. It also discusses future 

work in the virtual reality and maintenance domains. 

A. MAIN CONTRIBUTIONS 

In this thesis we have presented a study that compares operator’s performance on 

assembly task using virtual reality. The user study consisted of four distinct experimental 

conditions in which two factors were analyzed: stereoscopic depth cue and immersion. 

Following a between-subjects experimental design, participants executed three 

assembly tasks: two in virtual environment and one in physical environment. We analyzed 

performance in terms of assembly times, number of correct connections, and number of 

successful assemblies. Additionally, we used subjective measurements—task ratings and 

system usability—to understand participants’ perception and evaluation on the type of 

device used to perform the tasks. Our results show that the performance on the immersive 

stereoscopic condition was promising. 

We found a statistically significant difference between the experimental conditions 

in assembly times (NIS and IS, NINS and IS, and NINS and INS) and number of correct 

connections (NIS and INS, and NIS and IS) in the first task. Additionally, immersive 

stereoscopic condition presented the largest number of successful assemblies and the 

highest participants’ rating. When we analyzed data in the second task, we found a 

statistically significant difference between the experimental conditions in assembly times 

(NIS and IS). We found no statistically significant difference in number of correct 

connections. Additionally, immersive stereoscopic and non-immersive non-stereoscopic 

conditions presented the largest number of successful assemblies and the highest 

participants’ ratings. Our results on virtual environment (Tasks 1 and Task 2) show a 

statistically significant difference the experimental conditions in assembly times (NIS and 

IS). We found no statistically significant difference in number of correct connections and 

participants’ ratings. Additionally, immersive stereoscopic condition presented the largest 

number of successful assemblies. 



84 

Overall, the results suggest that immersive stereoscopic condition was superior 

when compared to other experimental conditions. The main reasons are: most people in 

that condition finished their assembly tasks, they did it in a shortest time, they correctly 

connected the largest number of parts, and they rated better this condition. Also, the results 

of this study provide an important input and guidance that people who work in training 

domain need to have before making their decision about acquisition of new solutions for 

training of assembly tasks. 

Additionally, the work of this study contributes to several other domains that 

involve master navigation and manipulation of objects positioned within arms’ reach, in 

which it is necessary to judge distance, depth, sizing, and fit. Besides maintenance 

personnel, a proper virtual training can benefit doctors, dentists, sculptors, and craftsmen, 

among others. 

B. FUTURE WORK 

As this study focused on the analysis of two specific visual factors (stereoscopic 

depth cue and immersion), the most obvious future work would be the inclusion of other 

factors that can affect operator’s performance in assembly tasks using VR. Those factors 

can be visual (such as shades), auditory (such as sounds), and tactile (such as haptics 

feedback). 

Also, it would be interesting to analyze operator’s performance in more difficult 

levels. It can be done either using more complex objects, more parts, more difficult 

connections, or creating additional steps, such as disassembling. 

Another critical extension of this work would be the creation of additional sessions 

with physical parts and measure human performance very closely, which would provide 

the researcher with ability of investigating a transfer of training. That way, besides the 

results for each of the sessions, it would provide guidance on the effectiveness of virtual 

training. 
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C. SUMMARY 

This chapter detailed the main contributions of this thesis work and suggested 

future avenues of development and work in the virtual reality and maintenance domains.  



86 

THIS PAGE INTENTIONALLY LEFT BLANK  



87 

APPENDIX A.  IRB APPLICATION FORM 
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APPENDIX B. CHECKLIST 

USER STUDY CHECKLIST 

LONG BEFORE PARTICIPANT COME: 
� Make sure you have copies of all forms that you need (including backup copies in case electronic fail to work) 
� Make sure controllers are fully charged! 
� Make sure 3D printed pieces and printed mini-map are ready/available 
� Make sure you have extra bottles of water in case participant needs water 
� Assign participant to proper study condition 

BEFORE PARTICIPANT COME: 
� Put up the sign “DO NOT DISTURB - STUDY IN PROGRESS”  
� Check videorecorder and tripod: it is staged in predetermined position, and ready 
� Check if printed consent form and pen are ready for participant – position them on the table 
� Check if electronic version of surveys for participant is ready (loaded on laptop) 
� Make sure unity scene for training session is loaded for that particular study condition 
� Make sure fresh/new protective liner for HMD is attached in the headset (if they are to use HMD) 

EXPERIMENTAL SESSION: 
� Welcome participant, offer them water if they need it 
� Ask participant to complete informed consent document 
� Ask participant if he/she has any question 
� Make note if the participant wears corrective lenses or glasses 
� Make note if the participant who normally wears glasses used them during experiment 
� Ask participant to fill initial SSQ (baseline - 1st SSQ) 
� Check if all questions in SSQ were answered 
� Brief participant about training environment (introduce controller use, task and time limit using written briefing) 
� Help participant put on HMD/hat and take seat: Adjust participant position and set up with controllers and HMD/hat 
� Start/play training environment and allow participant familiarization period (10 min max). Start stopwatch. 
� Walk participant through set of checks in training environment (“grab… release… move head…“) 
� Check stopwatch: Let participant know when training session is over (after 10 min) 
� End training session and ask participant to fill 2nd SSQ 
� Check if all questions were answered in SSQ, and save file 
� Ask participant to read instructions that introduce experimental environment and objective 
� Turn ON recording equipment (camcorder) 
� Load and start task #1 environment 
� Signal to the participant that they can start the session and start stopwatch 
� Keep checking stopwatch and make necessary notes. Signal when 10 min is reached, and stop the session 
� Ask subject to fill 3rd SSQ (the end of 1st session – 3rd SSQ) 
� Ask participant to fill post-task #1 questionnaire 
� Check if all questions were answered in SSQ and in post-task #1 questionnaire, and save file  
� Load and start task #2 environment  
� Signal to the participant that they can start the session, and start stopwatch 
� Keep checking stopwatch and make necessary notes. Signal when 10 min is reached, and stop the session 
� Ask subject to fill 4th SSQ (the end of 2st session – 4th SSQ) 
� Ask participant to fill post-task #2 questionnaire and SUS questionnaire 
� Check if all questions were answered in SSQ and in post-task #2 questionnaire, and save file 
� Introduce task #3 (including 10 min time limit)  
� Signal to the participant that he/she can start the session and start stopwatch 
� Keep checking stopwatch and make necessary notes. Signal when 10 min is reached, and stop the session 
� Ask participant to fill post-task #3 questionnaire 
� Turn OFF the camcorder 
� Check if all questions were answered in post-task #3 questionnaire, and save file 
� Ask participant to complete demographic survey 
� Check if all questions were answered in demographic survey, and save file 

DEBRIEFING: 
� Conduct final debriefing and answer any question that participant may have 

AFTER DEBRIEFING, IF POSSIBLE, OR END OF DAY: 
� Copy questionnaires and surveys to NPS secure server 
� Fill electronic version of notes and save to NPS secure server 
� Copy video recordings to NPS secure server and delete them from camcorder 
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Metrics to be reported by observer (tally during experimental environment) 

1. List main participant’s problems during Task #1  
 
 
 
 
 

2. Check number of correct connections during Task #1  
I I I I I     I I I I I 

3. Additional observations during Task #1  
 
 
 
 
 

4. List main participant’s problems during Task #2  
 
 
 
 
 

5. Check number of correct connections during Task #2  
I I I I I     I I I I I     I I I I  

6. Additional observations during Task #2  
 
 
 
 
 

7. List main participant’s problems during Task #3  
 
 
 
 
 

8. Check number of correct connections during Task #3  
I I I I I     I I I I I     I I I I 

9. Additional observations during Task #3 
 
 
 
 
 

10. General observations during experiment 
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APPENDIX C.SIMULATOR SICKNESS QUESTIONNAIRE (SSQ) 
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APPENDIX D.  POST-TASK #1 QUESTIONNAIRE 

1. Did you successfully complete the task within allotted time?   

YES        NO  

2. If ‘NO’: 

Why were you not able to complete it? List anything that hindered you from completing the task:   

______________________________________________________________________________ 
       
______________________________________________________________________________ 

3. How was your experience with following actions? 
 It was 

very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult 
nor easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

a.  Selecting 
objects? 

○ ○ ○ ○ ○ ○ ○ 
b.  Manipulating 

objects? 
○ ○ ○ ○ ○ ○ ○ 

c.  Assembling 
(putting 
together) 
parts? 

○ ○ ○ ○ ○ ○ ○ 

 
4. How was your overall experience with this assembly task? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very easy 

○ ○ ○ ○ ○ ○ ○ 

5. How would you rate your own performance in this task? 

Strongly 
dissatisfied 

Moderately 
dissatisfied 

Slightly 
dissatisfied 

Neither 
dissatisfied 
nor satisfied 

Slightly 
satisfied 

Moderately 
satisfied 

Strongly 
satisfied 

○ ○ ○ ○ ○ ○ ○ 
6. To what extent did you have the sense of being in that room which has table with all parts 
of that object laid out on it.  (For example, if you were asked this question about the room you are 
in now, you would give a score of 7. However, if you were asked this question about whether you 
were sitting in a room at home now, you would give this a score of 1). 

      In the last session, the extent to which I had a sense of being in the room which has the table with 
all parts of that object on it, was: 
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Not at all 
being there 

Moderately 
not being 

there 

Slightly not 
being there Neutral Slightly 

being there 
Moderately 
being there 

Very much 
so being 

there 

○ ○ ○ ○ ○ ○ ○ 

7. Think about the session that you just completed, and imagine that you are doing it now. 
To what extent in your imagination can you interact with the parts of that object? 

I can think about myself back into that room interacting with parts of that object: 

Strongly not 
interacting 

Moderately 
not 

interacting 

Slightly not 
interacting Neutral Slightly 

interacting  
Moderately 
interacting 

Strongly 
interacting 

○ ○ ○ ○ ○ ○ ○ 

8. How well did you fell the virtual environment accurately portrayed the experience of 
manipulating parts of the objects? 

 
Strongly 

Inaccurate 
Moderately 
Inaccurate 

Slightly 
Inaccurate 

Neither 
inaccurate 
or accurate 

Slightly 
Accurate 

Moderately 
Accurate 

Strongly 
Accurate 

a. Visual 
representation 
of individual 
parts 

○ ○ ○ ○ ○ ○ ○ 

b. Interaction 
with 
individual 
parts 
(grabbing and 
manipulating) 

○ ○ ○ ○ ○ ○ ○ 

c. Interaction 
between the 
parts 

 

○ ○ ○ ○ ○ ○ ○ 

d. Real time 
visualization 
of my hands 
and arms 
movements 

○ ○ ○ ○ ○ ○ ○ 

e. Real time 
visualization 
of my head 
movements 

○ ○ ○ ○ ○ ○ ○ 

 

9. How would you rate this assembly task? 

 



111 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

○ ○ ○ ○ ○ ○ ○ 

10. How well were you able to distinguish position of the parts in space (parts that were 
closer to you vs parts that were further away from you)? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

○ ○ ○ ○ ○ ○ ○ 
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APPENDIX E.  POST-TASK #2 QUESTIONNAIRE 

1. Did you successfully complete the task within allotted time?   

YES        NO  

2. If ‘NO’: 

Why were you not able to complete it? List anything that hindered you from completing the task:   

______________________________________________________________________________ 
       
______________________________________________________________________________ 

3. How was your experience with following actions? 
 It was 

very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult 
nor easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

a.  Selecting 
objects? 

○ ○ ○ ○ ○ ○ ○ 
b.  Manipulating 

objects? 
○ ○ ○ ○ ○ ○ ○ 

c.  Assembling 
(putting 
together) 
parts? 

○ ○ ○ ○ ○ ○ ○ 

 
4. How was your overall experience with this assembly task? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly easy 

It was 
moderately 

easy 

It was 
very 
easy 

○ ○ ○ ○ ○ ○ ○ 
 
5. How would you rate your own performance in this task? 

Strongly 
dissatisfied 

Moderately 
dissatisfied 

Slightly 
dissatisfied 

Neither 
dissatisfied 

nor 
satisfied 

Slightly 
satisfied 

Moderately 
satisfied 

Strongly 
satisfied 

○ ○ ○ ○ ○ ○ ○ 
 
6. To what extent did you have the sense of being in that room which has table with all parts 
of that object laid out on it.  (For example, if you were asked this question about the room you are 
in now, you would give a score of 7. However, if you were asked this question about whether you 
were sitting in a room at home now, you would give this a score of 1). 
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In the last session, the extent to which I had a sense of being in the room which has the table with 
all parts of that object on it, was: 

Not at all 
being there 

Moderately 
not being 

there 

Slightly not 
being there Neutral Slightly 

being there 
Moderately 
being there 

Very much 
so being 

there 

○ ○ ○ ○ ○ ○ ○ 
 
7. Think about the session that you just completed, and imagine that you are doing it now. 
To what extent in your imagination can you interact with the parts of that object? 

I can think about myself back into that room interacting with parts of that object: 

Strongly not 
interacting 

Moderately 
not 

interacting 

Slightly not 
interacting Neutral Slightly 

interacting  
Moderately 
interacting 

Strongly 
interacting 

○ ○ ○ ○ ○ ○ ○ 
 
8. How well did you fell the virtual environment accurately portrayed the experience of 
manipulating parts of the objects? 

 
Strongly 

Inaccurate 
Moderately 
Inaccurate 

Slightly 
Inaccurate 

Neither 
inaccurate 
or accurate 

Slightly 
Accurate 

Moderately 
Accurate 

Strongly 
Accurate 

a. Visual 
representation 
of individual 
parts 

○ ○ ○ ○ ○ ○ ○ 

b. Interaction 
with 
individual 
parts 
(grabbing and 
manipulating) 

○ ○ ○ ○ ○ ○ ○ 

c. Interaction 
between the 
parts 

 

○ ○ ○ ○ ○ ○ ○ 

d. Real time 
visualization 
of my hands 
and arms 
movements 

○ ○ ○ ○ ○ ○ ○ 

e. Real time 
visualization 
of my head 
movements 

○ ○ ○ ○ ○ ○ ○ 

 
9. How would you rate this assembly task? 
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It was 
very 

difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly easy 

It was 
moderately 

easy 

It was very 
easy 

○ ○ ○ ○ ○ ○ ○ 
 
10. How well were you able to distinguish position of the parts in space (parts that were 
closer to you vs parts that were further away from you)? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very easy 

○ ○ ○ ○ ○ ○ ○ 
11. How would you compare this task #2 to task #1 (your previous task)?  

Task #2 was ________ than task #1.  (select the answer bellow) 

Much more 
difficult 

Moderately 
more 

difficult 

Slightly 
more 

difficult 

Neither 
more 

difficult nor 
easier 

Slightly 
easier 

Moderately 
easier 

Much 
easier 

○ ○ ○ ○ ○ ○ ○ 
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APPENDIX F.  POST-TASK #3 QUESTIONNAIRE 

1. Did you successfully complete the task within allotted time?   

YES        NO  

2. If ‘NO’: 

Why were you not able to complete it? List anything that hindered you from completing the task:   

______________________________________________________________________________ 
       
______________________________________________________________________________ 

3. How was your experience with following actions? 
 It was 

very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult 
nor easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

a.  Selecting 
objects? 

○ ○ ○ ○ ○ ○ ○ 
b.  Manipulating 

objects? 
○ ○ ○ ○ ○ ○ ○ 

c.  Assembling 
(putting 
together) 
parts? 

○ ○ ○ ○ ○ ○ ○ 

 
4. How was your overall experience with this assembly task? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very 
easy 

○ ○ ○ ○ ○ ○ ○ 
 
5. How would you rate your own performance in this task? 

Strongly 
dissatisfied 

Moderately 
dissatisfied 

Slightly 
dissatisfied 

Neither 
dissatisfied 
nor satisfied 

Slightly 
satisfied 

Moderately 
satisfied 

Strongly 
satisfied 

○ ○ ○ ○ ○ ○ ○ 
 
6. How would you rate this assembly task? 

It was very 
difficult 

It was 
moderately 

difficult 

It was 
slightly 
difficult 

Neither 
difficult nor 

easy 

It was 
slightly 

easy 

It was 
moderately 

easy 

It was 
very easy 

○ ○ ○ ○ ○ ○ ○ 
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7. How would you compare this task #3 to task #2 (your previous task)?  

Task #3 was ________ than task #2.  (select the answer below) 

Much more 
difficult 

Moderately 
more 

difficult 

Slightly 
more 

difficult 

Neither 
more 

difficult nor 
easier 

Slightly 
easier 

Moderately 
easier 

Much 
easier 

○ ○ ○ ○ ○ ○ ○ 
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APPENDIX G.  DEMOGRAPHIC SURVEY 

1. Year of birth:  ______ 

2. Sex: 

FEMALE      MALE 

3. Do you wear regular glasses? 

YES NO 

4. If ‘YES’: 

a. What is your vision?  __________________________________________________ 

b. Did you wear your glasses with the VR headset or shutter glasses during the experiment? 

YES NO 

5. What hand do you use to manipulate computer mouse? (circle one that applies) 

RIGHT  LEFT  EITHER 

6. What is your occupation?  __________________________________ 

7. Does your daily activity or your hobbies involve assembly of objects?  

YES NO 

8. If ‘YES’: 

a. What type of tasks do you perform?  _________________________________________ 

__________________________________________________________________________  

__________________________________________________________________________ 

b. How do you feel about the importance of assembly job in those tasks? 

Strongly not 
important 

Moderately 
not 

important 

Slightly not 
important Neither Slightly 

important 
Moderately 
important 

Strongly 
important 

○ ○ ○ ○ ○ ○ ○ 

9. How do you feel about your ability of assembling the objects? 

Strongly 
Dissatisfied 

Moderately 
Dissatisfied 

Slightly 
Dissatisfied Neither Slightly 

Satisfied 
Moderately 

Satisfied 
Strongly 
Satisfied 

○ ○ ○ ○ ○ ○ ○ 

10. Do you play video games? 

YES NO 
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11. If ‘YES’: 

a. How often? (circle one that applies) 

Less than 2 hrs/wk 2-4 hrs/wk 4-8 hrs/wk  More than 8 hrs/wk 

b. What percentage of game types do you play?   (Ensure that all values add up to 100%) 

Single-player: ______ %     Multi-player: ______ % 

c. What percentage of game types do you play?  (Ensure that all values add up to 100%) 

First-person view: ______ %     Third-person view: ______ % 

12. Have you used a virtual reality head mounted display before?  

YES NO 

13. If  ‘YES’: 

a. What kind? (circle all that apply) 

HTC VIVE       Oculus Rift        Gear VR       Google Cardboard-style       Hololens 

Other:  

________________________________________________________________ 

b. How many times in last 3 years? (circle one that applies) 

Only once      Less than 5 times      Between 5 and 10 times     More than 10 times 

c. When was the last time you used it? (circle one that applies) 

Within last 30 days    Within last 6 months   Within the last year   More than a year ago 

14. Please leave any comments and suggestions about the experiment: 

______________________________________________________________________________ 

______________________________________________________________________________ 

______________________________________________________________________________ 

______________________________________________________________________________ 

______________________________________________________________________________ 
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APPENDIX H.  SYSTEM USABILITY SCALE (SUS) 

 

  

 Strongly 
Disagree 

Moderately 
Disagree 

Slightly 
Disagree Neither Slightly 

Agree 
Moderately 

Agree 
Strongly 
Agree 

1. I think that I would like to use 

this system frequently 
○ ○ ○ ○ ○ ○ ○ 

2. I found the system 

unnecessarily complex 
○ ○ ○ ○ ○ ○ ○ 

3. I thought the system was easy 

to use 
○ ○ ○ ○ ○ ○ ○ 

4. I think that I would need the 

support of a technical person 

to be able to use this system 

○ ○ ○ ○ ○ ○ ○ 

5. I found the various functions 

in this system were well 

integrated 

○ ○ ○ ○ ○ ○ ○ 

6. I thought there was too much 

inconsistency in this system 
○ ○ ○ ○ ○ ○ ○ 

7. I would imagine that most 

people would learn to use this 

system very quickly 

○ ○ ○ ○ ○ ○ ○ 

8. I found the system very 

cumbersome to use 
○ ○ ○ ○ ○ ○ ○ 

9. I felt very confident using the 

system 
○ ○ ○ ○ ○ ○ ○ 

10. I needed to learn a lot of 

things before I could get 

going with this system 

○ ○ ○ ○ ○ ○ ○ 
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APPENDIX I.  SHAPIRO-WILK TEST FOR ASSEMBLY TIMES 

 

Figure 72. Shapiro-Wilk test of assembly times for Tasks 1, 2 and 3 in IS condition 
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Figure 73. Shapiro-Wilk test of assembly times for Tasks 1, 2 and 3 in INS condition 
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Figure 74. Shapiro-Wilk test of assembly times for Tasks 1, 2 and 3 in NIS condition 
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Figure 75. Shapiro-Wilk test of assembly times for Tasks 1, 2 and 3 in NINS condition 
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Figure 76. Shapiro-Wilk test of assembly times for VE Total and Overall Total in IS condition 
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Figure 77. Shapiro-Wilk test of assembly times for VE Total and Overall Total in INS condition 
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Figure 78. Shapiro-Wilk test of assembly times for VE Total and Overall Total in NIS condition 



130 

 

Figure 79. Shapiro-Wilk test of assembly times for VE Total and Overall Total in NINS condition 



131 

APPENDIX J.  SHAPIRO-WILK TEST FOR CONNECTIONS/PARTS 

 

Figure 80. Shapiro-Wilk test of connections/parts for Tasks 1, 2 and 3 in IS condition 
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Figure 81. Shapiro-Wilk test of connections/parts for Tasks 1, 2 and 3 in INS condition 
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Figure 82. Shapiro-Wilk test of connections/parts for Tasks 1, 2 and 3 in NIS condition 
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Figure 83. Shapiro-Wilk test of connections/parts for Tasks 1, 2 and 3 in NINS condition 



135 

 

Figure 84. Shapiro-Wilk test of connections/parts for VE Total and Overall Total in IS condition 
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Figure 85. Shapiro-Wilk test of connections/parts for VE Total and Overall Total in INS condition 
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Figure 86. Shapiro-Wilk test of connections/parts for VE Total and Overall Total in NIS condition 
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Figure 87. Shapiro-Wilk test of connections/parts for VE Total and Overall Total in NINS condition 
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APPENDIX K.  SHAPIRO-WILK TEST FOR COLLISIONS 

 

Figure 88. Shapiro-Wilk test of collisions for Tasks 1 and 2, and VE Total in IS condition 
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Figure 89. Shapiro-Wilk test of collisions for Tasks 1 and 2, and VE Total in INS condition 
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Figure 90. Shapiro-Wilk test of collisions for Tasks 1 and 2, and VE Total in NIS condition 
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Figure 91. Shapiro-Wilk test of collisions for Tasks 1 and 2, and VE Total in NINS condition 
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APPENDIX L.  SHAPIRO-WILK TEST FOR TASK RATINGS  

 

Figure 92. Shapiro-Wilk test of task ratings for Tasks 1 and 2, and VE Total in IS condition 
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Figure 93. Shapiro-Wilk test of task ratings for Tasks 1 and 2, and VE Total in INS condition 
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Figure 94. Shapiro-Wilk test of task ratings for Tasks 1 and 2, and VE Total in NIS condition 
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Figure 95. Shapiro-Wilk test of task ratings for Tasks 1 and 2, and VE Total in NINS condition 
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