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1. SUMMARY

This project continues a research effort at the University of Michigan to simulate atomistic- 
and meso-scale behavior of defect evolutions in compound semiconductors, including ultrafast 
displacement cascades, intermediate defect stabilization, and cluster formation, as well as slow 
defect reaction and migration. The fundamental mechanisms and knowledge gained from atomic- 
and meso-scale simulations will be input into rate-diffusion theory as initial conditions to calculate 
the steady-state distribution of point defects in a mesoscopic layered-structured system, thus 
allowing the development of a multi-timescale theory to study radiation degradation in electronic 
and optoelectronic devices. To achieve this goal, we have further analyzed the results from 
molecular dynamics simulations and compared the defect production, defect morphology, and 
defect clustering in GaAs and GaN, as well as the non-ionizing energy loss (NIEL), a model 
developed based on atomic-level information in previous fiscal year. In general, the calculated 
NIEL in GaN is often found smaller than that predicted by a model based on the simple Kinchin-
Pease formula or SRIM calculations. The comparisons of defect creation, density, and effective 
NIEL in GaN to those of GaAs suggest that GaN may be much more resistant to displacement 
damage than GaAs, and therefore, very suitable for use in high-power space-energy systems and 
space-probe applications. Based on an analytical bond-order potential (ABOP) approach, we have 
developed the interatomic potentials for indium arsenide (InAs), but the detailed calculations 
demonstrate that the potentials are not good enough for describing the properties of all possible 
defects in InAs. Thus, we have launched a comprehensive study of the formation and electronic 
structures of 15 kinds of intrinsic point defects in InAs using first-principles calculations. The 
substitutional point defects are the primary intrinsic point defects except the shallow doped In-rich 
environment where the dominant intrinsic point defects are In tetrahedral interstitials. The 
dumbbell interstitials prefer <110> configurations. For tetrahedral interstitials, In atoms prefer a 
4-As tetrahedral site under both As-rich and In-rich environments. The most popular vacancy-type
defect is VIn (vacancy on In site) in As-rich environment, but switched to VAs (vacancy on As site)
in In-rich environment. These defect properties are used to refit the interatomic potentials for InAs,
which should be suitable for simulating defect generation. The simulations of defect generation
and defect clustering and the calculations of the effect of NIEL in InAs are in progress. In addition,
one journal paper and one conference paper that compare the simulation results of GaN and GaAs
have been published, and another paper describing ab initio calculations of defect properties in
InAs is prepared for submission.

2. INTRODUCTION

  Semiconductor compounds from the III-V direct band gap family have received 
considerable attention and been extensively studied for the last decades due to some unique 
properties. For example, those semiconductors often exhibit a large band gap, strong interatomic 
bonds, and a high thermal conductivity, which make them ideal materials for optoelectronic and 
high-temperature/high-power devices. Their applications have also been extended to the 
replacement of silicon in microelectronic components [1, 2] and solar cells [3]. In compound 
semiconductors, GaN, GaAs and InAs have been proposed to be used for high-power space-energy 
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systems and space-probe applications, including those for satellites or avionics with radiation 
hardness being a key requirement [4,5]. However, for space-based applications, electronic devices 
are often exposed to high fluxes of cosmic rays including protons, α-particles, and other heavier 
ions. These high-energy charged particles would cause space radiation damage, which may 
degrade the electrical performance of many devices, being a limiting factor to GaN, GaAs and 
InAs on interplanetary missions unless sufficient shielding is provided to keep damage levels under 
acceptable limits. A variety of experimental techniques has been used to study the effect of 
radiation in compound semiconductors. Meanwhile, as a means of fabricating optoelectronic 
devices, the well-known technique of ion implantation is often used on an industrial scale. Thus, 
the interaction of atoms of compound semiconductors with highly energetic ions could inevitably 
result in point defects, defect clusters, and even disordering. A full understanding of defect 
production, stabilization, clustering, migration, and interaction with microstructural imperfection 
in compound semiconductors is a crucial aspect for developing a multiscale theory to explore 
radiation degradation in electronic and optoelectronic devices.  

Ab initio calculations based on density functional theory (DFT) are employed to determine 
defect properties, while a large scale molecular dynamics method is used to simulate displacement 
damage and defect generation. One of the fundamental questions is the formation energy of the 
point defects, which is required to understand the creation of defects from an energetics aspect. In 
addition, thermodynamic arguments suggest that the intrinsic or native defects will be inevitably 
present within a crystal under finite temperatures or under irradiation. Therefore, ab initio 
calculations of the formation energy of various point defects will provide insights to understand 
defect energetics within the bulk crystals. Generally, DFT describes reasonably well the structural 
properties, such as lattice constants and bulk moduli [6]. The aims of ab initio studies of defect 
properties are to provide an extensive and accurate study on the intrinsic point defect formation 
which is missed in the literature, for example a very recent computational study [7], but desirable. 
In addition, these calculations will provide important inputs for fitting interatomic potentials for 
large scale molecular dynamics simulations of displacement damage.  

As described in our previous reports, we have developed a model for studying non-ionizing 
energy loss (NIEL) in compound semiconductors, which is based on atomic-level simulation of 
radiation damage, and the model has been applied to study GaAs [8] and GaN [9]. NIEL is a 
calculation of the rate of energy loss due to atomic displacements as an incoming particle traverses 
a material, and the product of the NIEL and the particle fluence gives the displacement damage 
energy along the track. Many studies have successfully demonstrated that the degradation of 
semiconductor devices or optical sensors in a radiation field can be linearly correlated to the 
displacement damage energy, and subsequently to the NIEL deposited in the semiconductor 
devices or optical sensors [10-12]. Understanding these correlations is of importance for space 
applications since the space environment consists of high energy particles. The energies of some 
particles are high enough to penetrate hard satellite shielding material and interact with the 
sensitive internal sensors, often made of semiconducting materials. Therefore, understanding 
radiation damage mechanisms in GaAs and GaN as described by the NIEL model is essential in 
the development and design of electronics for space applications.  
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We present a detailed molecular dynamics (MD) study of defect generation, defect 
clustering, and disordering of GaN and GaAs. Specifically, the displacement cascades were studied 
in a wide energy range (0.5-20 keV). Effective NIELs in both GaN and GaAs after incident particle 
impact (i.e. proton, α, and Xe) were compared in combination with the knowledge acquired by 
atomic simulations and energy partition functions. In addition, we present an ab initio approach to 
determine defect formation energy and the corrections, and the computational details of DFT 
calculations for InAs. The results and analysis of formation energy of the fifteen intrinsic defects 
in five groups as a function of Fermi level under different chemical environments and charge states 
is provided, based on which the new interatomic potentials are developed.  

3. METHODS, ASSUMPTIONS, AND PROCEDURES

3.1. MD Simulation of Effective NIEL 

The MD method has been employed to perform the defect generation process. All of the MD 
simulations were performed using an updated version of the code MOLDY [13], which has been 
modified to semiconductors [8,9]. Constant volume and constant number of atoms were applied to 
each simulation with periodic boundary conditions in three directions. MD cell size was carefully 
chosen for different cases to avoid the overlap of a displacement cascade with itself due to 
periodicity. For a displacement cascade of 20 keV, a crystal of 1000000 atoms (50×50×50 unit 
cells) is employed for simulation. The lattice temperature is initially set to 100 K, which imitates 
a thermal energy just about zero-point value. During the simulation, the computational block was 
held at a temperature of 100 K and equilibrated for 10 ps prior to a recoil event to achieve an 
equilibrium phonon state. A single cascade was simulated by given a gallium primary recoil atom 
(Ga-PKA) a kinetic energy equal to the damage energy, and the subsequent evolution was followed 
for 20 ps. We have carried out simulations of displacement cascades in the energy range from 500 
eV to 20 keV, and at least 20 PKA events were performed at each energy in various 
crystallographic directions to maintain a good statistic. Interstitials and vacancies were recognized 
in the simulations using a Wigner-Seitz cell analysis of the atom positions. 

The interactions between atoms were described by analytical bond-order potentials 
developed for GaN [14] and GaAs [15], respectively. These potentials have been widely used to 
study a variety of properties of GaN and GaAs. The excellent description of their properties as 
compared with the experimental data and first-principle calculations validates its accuracy and 
transferability of the potentials. However, it still has its shortage in obtaining a satisfactory 
description in the short-range interactions which are important to simulate atomic displacement 
and defect creation at high recoil energies. To overcome this deficiency, the potential has been 
further modified by adding a repulsive potential, Ziegler-Biersack-Littmark (ZBL) ‘Universal’ 
potential [16], which optimally describes the high energy scattering of atoms in solids. This is 
achieved by coupling the original BOPs and the short-range function through the use of Fermi-
type function. 

 𝐹𝐹(𝑟𝑟) =
1

1 + 𝑒𝑒−𝑏𝑏𝑓𝑓�𝑟𝑟−𝑟𝑟𝑓𝑓�
, (1)
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where 𝐹𝐹(𝑟𝑟) quickly goes to one as r increases. The total potential is given by connecting BOP to 
ZBL potential, 

 𝐹𝐹(𝑟𝑟) = 𝑉𝑉𝑍𝑍𝑍𝑍𝑍𝑍[1 − 𝐹𝐹(𝑟𝑟)] + 𝑉𝑉𝑍𝑍𝐵𝐵𝐵𝐵𝐹𝐹(𝑟𝑟),  (2) 

which yields a repulsive potential that is dominated by the ZBL for a very short distance and 
quickly approaches the BOP as r increases, as desired. The parameters of 𝑏𝑏𝑓𝑓 and 𝑟𝑟𝑓𝑓 are adjusted to 
make sure that the potential and its first derivative are smoothly transitioned. The values of bf are 
determined to be 14, 14, and 7.5 Å-1 for both of GaN and GaAs system. The values 𝑟𝑟𝑓𝑓 that has been 
used for Ga-Ga, Ga-N, and N-N interactions are 0.86, 0.95 and 0.60 Å, respectively, while the 
values used for Ga-Ga, Ga-As, and As-As are 0.95, 0.95, and 0.65 A, respectively. 

Conventionally, the NIEL can be determined through Linhard energy partition function, 
G(T) [17] 

 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝛼𝛼� 𝑇𝑇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝐸𝐸𝑑𝑑
𝐺𝐺(𝑇𝑇)𝑑𝑑𝑇𝑇,    (3) 

where 𝛼𝛼 is the atomic density of the target material, T the kinetic energy of the recoil, 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  the 
maximum energy that can be transferred to a recoil nucleus by an incident particle. 𝑁𝑁𝑑𝑑stands for 
the threshold displacement energy. At low incident energies, the NIEL is sensitive to the values of 
the threshold energy used. As is already known, unlike SiC, the 𝑁𝑁𝑑𝑑 of GaAs is weakly depends on 
the crystallographic direction [18]. It is taken to be 25 eV conventionally. However, GaN finds an 
average threshold displacement energy in all directions to be 50 eV, which is in excellent 
agreement with available experimental data. 𝑑𝑑𝑑𝑑

𝑑𝑑𝑇𝑇
 is the differential interaction cross section. At low 

energy, the recoil energy of a PKA, 𝑁𝑁𝐵𝐵𝑃𝑃𝑃𝑃, is close to 𝑇𝑇, but at high energy most of the energy of a 
PKA contributes to ionization. Since the number of displacements can be estimated through 𝐺𝐺(𝑇𝑇) 
by the Kinchin-Pease (K-P) model, it can be rewritten by 

 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝛼𝛼� 𝐹𝐹(𝑇𝑇)𝐺𝐺(𝑇𝑇)
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝐸𝐸𝑑𝑑
𝑑𝑑𝑇𝑇,    (4) 

where (𝑇𝑇) = 𝐸𝐸𝑑𝑑
0.4
𝑁𝑁𝐹𝐹(𝑇𝑇). Based on K-P model, it has long been realized that 𝑁𝑁𝐹𝐹 is proportional to 

the recoil energy, showing a linear relation between NIEL and the number of defects produced by 
irradiation. However, the NIEL is not necessarily proportional to 𝑁𝑁𝐹𝐹, due to non-linear process 
happened in semiconductor. Accordingly, based on MD simulations, we introduce an “effective 
NIEL” where the non-linear features are taken in to account 

 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝛼𝛼�
𝑁𝑁𝑑𝑑
0.4

𝑁𝑁𝐹𝐹𝑀𝑀𝑀𝑀𝐺𝐺(𝑇𝑇)
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝐸𝐸𝑑𝑑
𝑑𝑑𝑇𝑇,    (5) 

Thus, 𝑁𝑁𝐹𝐹𝑀𝑀𝑀𝑀(𝑇𝑇) results from the MD simulation being the number of defects produced at a given 
recoil energy of 𝑇𝑇. The ZBL Universal Formalism is chosen to calculate the differential interaction 
cross section [19], 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

= −
𝜋𝜋𝑎𝑎𝑈𝑈2𝑓𝑓(𝑡𝑡1/2)

2𝑡𝑡3/2 ,  (6) 

where 𝑡𝑡 = 𝜖𝜖2𝑇𝑇/𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  is a dimensionless collision parameter related to recoil energy 𝑇𝑇, 𝜖𝜖 is the 
ZBL reduced energy, and 𝑎𝑎𝑈𝑈 is the ZBL Universal screening length. 𝑓𝑓(𝑡𝑡1/2) refers to Thomas-
Fermi scattering function [19,20]. The energy partition function used throughout the study is 
described as 

 𝐺𝐺(𝑇𝑇) = −
1

1 + 𝑘𝑘𝑑𝑑𝑔𝑔(𝜖𝜖𝑑𝑑)
,  (7) 

where 𝑘𝑘𝑑𝑑, 𝜖𝜖𝑑𝑑, and 𝑔𝑔(𝜖𝜖𝑑𝑑) are dimensionless parameters, and their detailed formulas and values 
are described elsewhere [19]. 

3.2. AB Initio Calculation Method 

 Ab initio calculation was applied to investigation of intrinsic defects of InAs. The 
conventional unit cell contains eight atoms (four indium and four arsenic atoms). We used a 3 × 3 
× 3 supercell containing 216 regular lattice sites, which consists of 108 indium and 108 arsenic 
atoms before introduction of defects. The total energies of the system and forces on each atom are 
characterized via first-principles calculations within the framework of DFT. All DFT calculations 
were carried out with the Vienna Ab-initio Simulation Package (VASP) [21,22] which is based on 
the Kohn-Sham Density Functional Theory (KS-DFT) [23,24] with the generalized gradient 
approximations of the exchange-correlation functions [25] as parameterized by Perdew, Burke and 
Ernzerh (PBE) revised for solids (PBEsol) [26]. The electrons explicitly included in the 
calculations are the 5s25p1 and 4s24p3 electrons for indium and arsenic atoms, respectively. The 
core electrons are replaced by the projector augmented wave (PAW) and pseudo-potential 
approach [43, 44]. A plane-wave cutoff of 400 eV is used in the geometry relaxation to reduce 
Pulay stress. For all other calculations, we used a plane-wave cutoff of 400 eV with accurate and 
dense k-mesh. The irreducible Brillouin Zone was sampled with a Gamma-centered 3 × 3 × 3 k-
mesh for all the calculations. The calculations are performed at zero temperature. The criterion to 
stop the relaxation of the electronic degrees of freedom is set by total energy change to be smaller 
than 10-5 eV. The optimized atomic geometry was achieved through minimizing Hellmann-
Feynman forces acting on each atom until the maximum forces on the ions were smaller than 0.01 
eV/Å.  

After geometry optimization of the perfect crystal, we introduced defects by either removal 
of an appropriate atom to create a vacancy, or addition of an extra atom to create an interstitial in 
a pre-specified position (tetrahedral or dumbbells). The resulting structures are allowed to relax 
energetically, permitting atoms to move in all three dimensions. Geometry optimization is 
performed using the classical conjugate gradient algorithm. 
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4. RESULTS AND DISCUSSION

4.1.  Effective NIEL: A Comparative Study of GaN and GaAs 

4.1.1.  Cascade Morphology 

The approach of MD simulations and the atomic-level based NIEL model have been detailed 
in [8] and previous reports. Here, we only summarize the main results obtained from the 
simulations.   

Similar to other semiconductors, the displacement cascades modeled in the present work 
exhibit two basic phases, i.e., a ballistic phase and a recombination phase. The ballistic phase can 
live for a few tenths of picoseconds, during which a rapid build-up in the number of displaced 
atoms is established. Displacement damage occurs when sufficient energy is transferred from an 
incident energetic particle to a lattice atom to dislodge it from its normal location. The number of 
displacements increases with time, reaching a maximum amount (known as peak damage state) at 
around 1 ps. Subsequently, the system cools down and the recombination process occurs.  

A typical 10 keV cascade of GaAs and GaN at their peak and final damage states are shown 
in Figure 1 (a) and (b), and Figure 1 (c) and (d), respectively. Only displaced atoms and antisite 
defects are demonstrated for better view. The interstitials are represented by large spheres and 
vacancies by small ones. Every lattice site is associated with a regime defined by a Wigner-Seitz 
cell. The vacancies are lattice sites that have no atoms within a Wigner-Seitz cell, while two or 
more atoms within a cell indicates interstitials. At 10 keV, the cascades in GaAs are clearly broken 
up into spatially separated subcascades as shown in Figure 1 (a), which is similar to the observation 
for Si [27]. These subcascades form distinct regions, in which a number of atoms are displaced. 
The primary knock-on atom (PKA) in GaN results in a lot of displacements at peak damage and 
the defect density within the cascade region is high (see Figure 1 (c)), which lead to a sharp thermal 
spike. This feature is unique in comparison with those in GaAs and SiC. At final damage state, the 
remaining number of displaced atoms in GaAs as illustrated in Figure 1 (b) is surprisingly 
comparable to those at peak damage state with only 20% recombination with vacancies, which 
means the recombination in GaAs is mild. This phenomenon can be explained by the low threshold 
displacement energy of GaAs [18] as the PKA is able to create disordered regions, leading to the 
formation of amorphous domains, which eventually prevent the displaced atoms from recombining 
with the empty lattice sites. In contrast to the displacement cascade in GaAs, the recombination of 
displacement atoms with vacancies is significant in GaN due to the pseudo-metallic behavior 
(PMB). The recombination level reaches 96% as compared with that in a real metal [28] and SiC 
[29], where a typical cascade leads to a recombination of 90% and 50% of displacement atoms 
with empty lattice sites, respectively. Direct inspection of the defects (Figure 1 (d)) indicates the 
majority of surviving defects are just single interstitials or vacancies associated with a small 
amount of clusters. In order to further characterize the evolution and nature of these cascades, the 
number of antisite defects and atoms displaced into interstitial positions from both GaAs and GaN 
are plotted in Figure 2 (a) and Figure 2 (b) as a function of time for a 10 keV and 20 keV cascade, 
respectively. Within a certain time range from beginning to peak damage at tpeak 0.5 ps, the number 
of displaced atoms, Nd, increases with the increasing of time. Beyond this range, the Nd decreases 
as recombination processes take place. It is of interest to note that the number of “interstitial” 
defects declines rapidly to final values within 1.2 ps and 3 ps for GaAs and GaN, respectively. 
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This demonstrates that the cascade lifetime, defined as the time during which the number of defects 
reaches its final value, is very short for both GaAs and GaN, similar to SiC [29,30].  As 
aforementioned, the recombination is not significant in GaAs. Only a slight decrease has been 
illustrated in Figure 2. Most antisite defects in GaAs are generated during the collisional phase, 
and the increase in antisite defects is very small during relaxation, where multiple amorphous 
domains prevent them from recovery. Unlike GaAs, the surviving defects generated in the primary 
damage indicate that the direct-impact amorphization in GaN does not exist during the cascade 
lifetime. Additionally, the antisite defects can be easily recovered. This gives evidence that the 
formation of antisite defects in GaN might result from the short replacement collision sequences. 

Figure 1. A Typical 10keV Cascade in (a) GaAs at Peak Damage (b) GaAs at Final 
Damage (c) GaN at Peak Damage (d) GaN at Final Damage 
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Figure 2. Comparison of GaN and GaAs in Terms of Number of Displacements and 
Anti-site defects at (a) 10 keV and (b) 20 keV 

Figure 3 presents cascade morphology of GaAs and GaN at the final defect state ranging 
from 2 to 20 keV. On the one hand, multiple sub-branches of a cascade along the collision path 
were observed in GaAs for all energy cases, forming amorphous domains. It is highly likely that 
the defects generated by a PKA energy under 2 keV exist only within a single-cascade region. The 
sub-cascade feature becomes more evident as shown in Figure 3 (b) and Figure 3 (c), which 
suggests that nonlinear effects take place in higher energy (>2 keV) cascades. On the other hand, 
the cascade morphology of GaN is not the same as GaAs. For all the energies considered, sub-
branches of cascades are invisible, while a single-cascade region is verified by Figure 3 (d)-(f). 
The surviving defects within the single-cascade region are mainly single interstitials and mono-
vacancies with a small portion of defect clusters which is consistent with the observation in the 10 
keV cascade discussed earlier.  
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Figure 3. The Final Damage States of a 2 keV (a), a 5 keV (b), a 20 keV (c) Cascade in 
GaAs and a 2 keV (d), a 5 keV (e), a 20 keV (f) Cascade in GaN 

4.1.2.  Defect Generation 

The final number of defects produced in displacement cascades is an important input to 
theories and models of radiation-damage evolution. Therefore, it is of great interest to calculate 
this parameter and compare with the standard formula in determining the displacement per atom 
in irradiated materials, which is developed by Norgett, Robison, and Torrens (NRT) [31]         

 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇 = 0.8𝑁𝑁𝐵𝐵𝑃𝑃𝑃𝑃/2𝑁𝑁𝑑𝑑,  (8) 

where 𝑁𝑁𝐵𝐵𝑃𝑃𝑃𝑃 is the energy of the primary recoil atom dissipated elastically in collisions and 
𝑁𝑁𝑑𝑑  is the mean threshold displacement energy (14 eV [18]  for GaAs and 50 eV for GaN [32]). 
Figure 4 presents the final number of Frenkel pairs, NF, created at the final damage state as a 
function of PKA energy, along with the values determined by the NRT model. It is worth 
mentioning that the NRT model originates from a binary-collision approximation. It is not able to 
describe the atom interactions in later stages. As expected, the NRT model underestimated the total 
number of Frenkel pairs in GaAs that have been obtained from our MD simulation, since NRT has 
its shortage in describing the subsequent stages in collisional and thermal spike phases. Such 
underestimation may be due to the existence of amorphous domains. However, the total number 
of defects simulated in GaN can be very well predicted by the simplified NRT formula. The 
interstitials can easily recover to the lattice sites resulting in a small number of surviving defects. 
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Figure 4. Number of Surviving Defects in the Cascades as a Function of PKA Energy, 
where Summation of Frenkel Pairs and Anti-site Defects are Presented 

4.1.3.  Effective NIEL 

To calculate the effective NIEL, we have used the number of Frenkel pairs, 𝑁𝑁𝐹𝐹
𝑀𝑀𝑀𝑀, obtained 

from our MD simulation to extrapolate the values into the high energy regime. The energy density 
deposited by a PKA is equal to 𝜌𝜌𝑒𝑒𝑑𝑑 =𝑁𝑁𝐵𝐵𝑃𝑃𝑃𝑃 /𝑁𝑁𝑝𝑝𝑝𝑝  b ased on t he ass ump tion  that energ y tra nsfer 
occurs just before the peak damage. Thus, the number of surviving defects can be described as 

 𝑁𝑁𝐹𝐹𝑀𝑀𝑀𝑀 = 𝐴𝐴(𝑁𝑁𝐵𝐵𝑃𝑃𝑃𝑃)𝑛𝑛𝜌𝜌𝑒𝑒𝑑𝑑𝑚𝑚 ,   (9) 

where A, n, and m are dimensionless parameters, which can be directly determined by fitting the 
MD data. Their values are summarized in Table 1.  

Table 1. The Dimensionless Parameters Required to Extrapolate data into High 
Energy Regime 

A n m 
GaAs 7635.95 2.15 1.11 
GaN 0.05 0.95 -0.54
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Based on NIEL equations detailed in [8,9] and earlier reports, the effective NIELs of GaAs 
and GaN are calculated for incident proton, alpha, and Xe particles with an extension of energy up 
to 10 MeV as illustrated in Figure 5. In general, the NIEL increases with increasing energy within 
a certain energy range. Beyond this range, the value decreases. The peak position and magnitude 
of the NIEL for both GaAs and GaN have a strong dependence on the incident particle type. 
Among them, proton and alpha were found to be similar in terms of the peak location. The Xe 
particle with larger mass leads to a higher incident energy to reach the peak value. For an incident 
proton particle, Khanna et al. [33] predicted the NIEL value in GaN using a K-P model which is 
an analytical approach, in which the displacement damage is proportional to the kinetic energy of 
recoil atoms. This prediction presents a similar tendency as our calculation. However, their value 
is slightly higher in magnitude than our MD-based model. This discrepancy is due to the fact that 
the simple NRT formula is based on the binary-collision approximation, while the number of 
defects created by MD simulation is often smaller than the NRT model for a given energy [34].  In 
addition, the NIEL has also been determined for incident protons in GaAs at high energies using 
the Transport of Ions in Matter (TRIM) code [35].  These data points are generally smaller than 
the MD modeled NIEL. The difference becomes severe when energy goes higher. This is expected 
since the TRIM calculation neglects the recombination process.  

Figure 5. NIEL Calculated Based on the MD Results by a PKA for Proton, Alpha, and Xe 
Particle. Filled Square is from Reference [33]; Open Triangle is from Reference [35] 
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Meanwhile, the effective NIEL in GaN is always smaller than that in GaAs. To obtain an 
intuitive image of the difference between GaAs and GaN in NIEL. We have also calculated the 
MD NIEL ratio for GaAs-to-GaN irradiated by proton, alpha, and Xe particle, respectively. The 
lowest ratio for proton particle is found to be 2.30 at 3.95 keV, while the lowest value for alpha 
particle is 1.49 at 1.15 keV. When a heavy ion Xe is incident at a certain low energy, i.e. 350 eV, 
the NIELs of GaAs and GaN are almost identical with the ratio being 1.01.  

4.2. AB Inito Calculations of Defects in InAs 

4.2.1.  Defect Formation Energy 

To reduce the artificial self-image interactions imposed by periodic boundary conditions, the 
defects are in general modeled in a large super cell. The selection of the supercell size is a 
compromise of the accuracy and the computing demands. In general, the defect formation energy 
for a defect with charges in a semiconductor or insulator has contributions from both ions and 
electrons. In a supercell formalism, for a defect or impurity X in charge state q, the formation 
energy of this defect E f (X q) is computed by 

E f (X q, EF ) = Etot (X q) − Etot (q = 0) − Σi∆niνi + q(EVBM + EF ) + Ecorr,              (10) 

where Etot (Xq) is the total energy of the supercell containing the defect X in charge state q, 
Etot (q = 0) is the total energy of the pristine bulk supercell which is neutral and free of any defects, 
∆ni is the number of atoms of species i added to (∆ni>0) or removed from (∆ni<0) the supercell as 
a result of forming the defect, νi = νbulk + ∆νi is the chemical potential of element species i. When 
an atom is added to the system, the associated electrons are also added to the system and contribute 
to the formation energy. Such contribution is in form of the chemical potential of electrons, which 
is also known as the Fermi level EF. The Fermi level of a semiconductor is treated as an 
independent variable that can assume any value within the bandgap. It is worth noting that this 
Fermi level is referred to as EVBM, energy of valence band maximum (VBM) of the bulk material. 

Since the exact value of the chemical potential cannot be determined, it is used as a parameter 
for the formation energy calculations. As such, the defect formation energies are given in the 
limiting conditions of As-rich and In-rich growth regimes. In the As-rich regime, the chemical 
potential of As is assumed to be its chemical potential in bulk As, whereas in the In-rich (As-poor) 
regime, it corresponds to the chemical potential difference between InAs and bulk In (and vice 
versa for the chemical potential of In). For an in-depth discussion of formation energy calculations, 
the reader is referred to the following papers [36-39]. 

The correction term of Ecorr is used to remove the errors introduced by finite size effects 
and the periodic boundary conditions, such as spurious overlaps of neighboring defect wave 
functions and, in case of charged defects, Coulomb interactions between image charges. There are 
still extensive debates on the performance and applicability of different schemes of corrections 
[40-42], for example Makov and Payne (MP) scheme [43], alignment-only scheme [44], Freysoldt, 
Neugebauer and Van de Walle (FNV) scheme [45], Lany and Zunger (LZ) scheme [46]. The 
mutual relation between the various schemes and in defining the conditions for their applications 
are discussed by Komsa et al. [47]. The classical MP scheme gives the correction terms as:  
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Ecorr(𝑞𝑞,𝑁𝑁) = 𝑁𝑁𝑚𝑚𝑚𝑚𝑛𝑛𝑚𝑚
𝑐𝑐𝑚𝑚𝑟𝑟𝑟𝑟 + 𝑁𝑁𝑞𝑞𝑞𝑞𝑚𝑚𝑑𝑑𝑐𝑐𝑚𝑚𝑟𝑟𝑟𝑟 = −𝛼𝛼𝑞𝑞2

𝜖𝜖𝑍𝑍
+ 𝑃𝑃3

𝑍𝑍3
(11) 

The first term is the monopole Madelung term [41], and the second term is the third-order 
quadrupole electrostatic correction. The constant α is the Madelung constant of the crystal, q is the 
defect charge state, embedded in a uniform compensating background charge, with the unit of e, 
the positive electron charge. ε is the static dielectric constant. The third-order parameter A3 is a 
fitting parameter. 

Some studies showed that the quadrupole correction does not always improve results, leaving 
its utility somewhat in question [48, 49]. Therefore, we only consider the leading term of the 
monopole Madelung correction. The Madelung constant α is 1.638 for zinc blende cubic lattice of 
point charges, and 2.8373 for simple cubic lattice of point charges. Within the approximation of 
the single charge monopole, we adopt α = 2.8373 for the cubic system. ε = 15.15 is the static 
dielectric constant of InAs. 

4.2.2.   Atomistic Defect Structures 

Under the ambient condition, the InAs, one of the most important III-V semiconductor has 
the crystalline structures of cubic 3C zinc-blende (zb) structure, We firstly have optimized the 
geometry of the pristine zb-InAs with lattice parameters measured between 6.0584 Å and 6.060 Å 
[50]. Our result of the lattice parameter of 6.058 Å from GGA-PBEsol agrees well with previous 
GGA-PBE results of 6.059 Å [50], PBE-PW91 results of 6.061 Å [51], and experiment of 6.0588 
Å reported by Thompson, Rowe, and Bubenstein in 1969 [52]. 

 Then we generate 15 defect configurations with intrinsic point defects of zb-InAs as depicted 
in Figure 6.  Each defective configuration sits around the center of a 3 × 3 × 3 supercell with 216 
lattice sites, which ensures the interactions between images are sufficiently small. All these defect 
configurations are fully relaxed so that the maximum amplitude of the forces on every atom is less 
than 0.02 eV/Å. The final relaxed atomic structures of these 15 configurations at neutral state 
(charge q = 0) are displayed in Figure 6. To denote these point defects, we take the form of the 
element or vacancy (V) with the subscript of the site. For example, As110 means a configuration 
that has an As atom on the <110> dumbbell position, and InAs means a configuration that in which 
an In atom replaces an As atom on site. 
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Figure 6. 15 Defect Configurations: (a) As100, (b) As110, (c) As111, (d) Ast , (e) In100, (f) In110, 
(g) In111, (h) InT , (i) AsIn, (j) VAs, (k) AsT , (l) VAsAsIn, (m) InAs, (n) VIn, (o) Int.

These defects are divided into five groups. The first group is the dumbbell interstitial- type 
point defects. The dumbbell configuration is formed when two atoms of the same species share 
one lattice site. There are three typical orientations as < 100 >, < 110 >, and < 111 >. Therefore, 
there are six dumbbell configurations: (a) As100, (b) As110, (c) As111, and (e) In100, (f) In110, (g) In111 
shown in Figure 6. The second group is the tetrahedral interstitial-type point defects. There are 
two kinds of tetrahedral sites in a zb-InAs lattice: one is formed by four In atoms denoted as “t” 
site, and the other is formed by four As atoms denoted as “T” site. Both In and As atoms could 
take either site, resulting in four tetrahedral interstitial-type point defects: (d) Ast , (h) InT , (k) AsT, 
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and (o) Int shown in Figure 6. The third group is the substitutional point defects, where a pristine 
As site is replaced by an In atom, or vise versa. The two intrinsic substitutional point defects in zb-
InAs are (i) AsIn and (m) InAs shown in Figure 6. The fourth group is the vacancy-type point 
defects. There are two kinds of intrinsic vacancy-type point defects in zb-InAs, as (j) VAs and (n) 
VIn, shown in Figure 6. The last group is a point-defect complex such as VAsAsIn, which is formed 
by an As vacancy VAs combined with a substitutional As on In site (AsIn) in the nearest neighbor 
site, as shown in Figure 6 (o). This defect is interesting because the In vacancy VIn could attract a 
nearby As atom to fill up, resulting in the VAsAsIn complex. It is worth mentioning that the relaxed 
atomic structure from dumbbell interstitial-type defect of In111 and tetrahedral interstitial-type 
defect of AsT are also point-defect complexes, indicating they are highly unstable. Next, we 
investigate the formation energies of all these defects.  

4.2.3.   Formation Energies 

The formation energies of the defects are computed according to the Equation 3 for different 
charge states from q = −4 to q = 4. In order to estimate the uncertainties caused by the finite size 
of supercells and the spurious image interactions, we evaluated the corrections, as detailed in the 
method section. We found deviations of up to 0.01 eV for defects of charge of q = ±4. We regard 
these values as unavoidable uncertainties that nevertheless do not alter significantly the main 
conclusions. 

It is clear from the formation energy formula of Equation 3 that the formation energies of 
intrinsic defects depend on the choice of chemical potentials, i.e., the choice of reservoir with 
which equilibrium is achieved. The chemical potentials are constrained by equilibrium conditions, 
which vary from case to case, location to location, time to time. Here we only consider two extreme 
conditions as (1) As-rich and (2) In-rich. 

Another factor we need to consider is the Fermi level, which is required for counting the 
formation energies from the electrons’ contributions. However, the exact value of the Fermi level 
is also very sensitive to the local environment including doping concentrations. As a result, we 
have expressed the defect formation energy as a function of the Fermi level which varies in the 
whole range of the electronic band gap. The experimental value of the bandgap is 0.418 eV. We 
adopted this value as the Fermi level range in this study. 

The formation energies of the 15 defect configurations in the dilute limit are computed using 
the supercell method as aforementioned. The formation energies as a function of the Fermi level 
in the As-rich environment and In-rich for all these intrinsic defects of zb-InAs with all possible 
charge states from -4 to +4 are displayed in left and right panels of Figure 7, respectively. Our 
results show the distinctive trend and large variations of the formation energies under various 
charge states as a function of Fermi level for each point defect for both As-rich and In-rich 
environments. All the possible formation energies are larger than 1.0 eV and smaller than 9.0 eV. 
The general trend is that the formation energy decreases for negative charge states (q < 0) and 
increases for positive charge states (q > 0) when the Fermi level increases. The slope of the 
formation energy as a function of Fermi level is positively correlated with the charge state. For q 
= +4e, the amount of the increment in the formation energy is larger than 1.5 eV when the Fermi 
level changed from VBM (0 eV) to CBM (0.418 eV). 
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The defect formation energy is the minimum energy for the generation of that defect. It is 
more practical to analyze the minimum formation energies among all the possible charge states 
given the fact that the electrons have much higher motilities (over three orders of magnitude) than 
atoms. Therefore, we define the lowest formation energy of a defect as the minimum formation 
energy among all possible charge states, here −4 < q < 4. We focus on the discussion of the lowest 
formation energies of these defects among various charge states in the following subsections. For 
simplicity, the formation energy refers to the lowest formation energy among various charge states 
hereafter until specified. We will discuss the formation energies of the five defect groups in the 
following subsections. 

Figure 7. Formation Energy as a Function of the Fermi level at the As-rich 
Environment (up) and In-rich (down) for 15 type of Point defects in Zinc-blende InAs 
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Figure 7. Formation Energy as a Function of the Fermi Level at the As-rich 
Environment (up) and In-rich (down) for 15 type of Point Defects in zinc-blende InAs 

(Continued) 

4.2.4. Formation Energies of Dumbbell Interstitials 

When one atom is squeezed into a lattice site taken by the same species in the pristine 
configuration, in general it will form a dumbbell interstitial-type point defect. We explicitly 
examined the six dumbbell interstitials of As100, As110, As111, In100, In110, In111 depicted in Figure 
6. The configuration of In111 after relaxation is much different from the original <111> dumbbell 
structure (not shown here but similar to Figure 6(c) for As111 with species switched). The result 
indicates that In111 is unstable and will relax to a complex simultaneously. The formation energy 
of these six dumbbell interstitials as a function of the Fermi level under As-rich and In-rich 
chemical environments are shown in the left and right panels, respectively, in Figure 8. The In111 
and As111 have the two highest formation energies for both cases, indicating that for either 
environment, the <111> dumbbell configurations are unfavorable, for both In and As atoms.
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Figure 8. Formation Energy as a Function of the Fermi Level in the As-rich Environment 
for 6 Dumbbell Type Point Defects in zinc-blende InAs with all Possible Charge States 

For an As-rich environment, the As110 has the lowest energy among the six 
dumbbell interstitials, followed by As100 and In110. For an In-rich environment, the 
configurations with the lowest three formation energies are In110, In100 and As110, similar to the 
As-rich case with switched elements. Therefore, we can conclude that the dumbbell interstitials 
prefer <110> configurations in zb-InAs under various charge states, chemical environment, and 
Fermi levels. 

4.2.5. Formation Energies of Tetrahedral Interstitials 

The tetrahedral sites are among the most energetic favorable sites for interstitials in 
diamond and zinc-blende structures. The four intrinsic tetrahedral interstitials of (1) As on 4-
As formed tetrahedral site Ast, (2) As on 4-In formed tetrahedral site AsT, (3) In on 4-As 
formed tetrahedral site Int, (4) In on 4-In formed tetrahedral site InT are explicitly studied.  The 
formation energy is illustrated in Figure 9 as a function of Fermi level for both As-rich 
and In-rich chemical environments.  There is no clear trend for all 8 cases. For As-rich 
environment and shallow doping of EF < 0.08 eV, the AsT has the lowest formation energy for 
the charge state of q = +3e.  In the higher Fermi level, Ast, in the 4-As tetrahedral site has much 
lower energy than other tetrahedral configurations. The AsT is energetically unfavorable at 
Fermi level larger than 0.26 eV. The InT prefers the q = +1e in the entire Fermi level range. 
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Figure 9. Formation Energy as a Function of the Fermi level in the As-rich (left) and In-rich 
(right) Environments for 4 tetrahedral-site Interstitial Type Point Defects 

The most interesting feature of the formation energy of tetrahedra interstitials is that for 
both As-rich and In-rich environments, In atoms prefer 4-As tetrahedral sites until EF > 0.23 eV, 
where In atoms have the same formation energy at both tetrahedral site with the same charge state.  
The identical formation energies and the charge states suggest a fast diffusion along the path of t − 
T − t − T among the tetrahedral sites for In atoms. In addition, under an In-rich environment, 
the formation energies of tetrahedral interstitials of In atoms are very low, less than 2 eV. In the 
shallow doping case, the Int has a small formation energy close to 1 eV, with charge state of q = 
+3e. The low defect formation energy implies that the concentration of the corresponding defects 
is high at thermal equilibrium. Therefore, in the In-rich environment, the In atoms prefer 
tetrahedral sites with fast diffusion along the t − T − t path. The quantities of diffusion behavior 
including diffusion energy barrier and diffusion coefficients deserve further study.

Under the In-rich environment, the formation energy of both AsT and Ast are much higher 
(about 2 eV) than the In counterparts, suggesting that the As tetrahedral interstitials are 
energetically unlikely to form. As a contrast, under the As-rich environment, all the formation 
energies of As and In interstitials are close to each other. As-type tetrahedral interstitials are 
preferred with lower formation energies. 

4.2.6. Formation Energies of Substitutions 

Next, we consider the substitutional intrinsic point defects. Because there are only two 
elements in the pristine zb-InAs, there are only two substitutional intrinsic point defects, as AsIn, 
and InAs. The formation energies of both substitutions as a function of Fermi level are displayed 
in Figure 10 for both As-rich and In-rich chemical environments. The formation energy of 
substitutions is greatly affected by the chemical environment. Under As-rich environment, the AsIn 
has a very low formation energy, even lower than 1 eV, which is about 3 eV lower than that of 
InAs. This result indicates that the As atoms tend to replace In atoms at In lattice sites. The 
concentration of As will be very high, about 54 orders of magnitude higher than that of In 
substitutions. In addition, As substitutions favor neutral or lower positively charged states (q = 0, 
+1, +2e).
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Figure 10.  Formation Energy as a Function of the Fermi level at the As-rich (left) and In-
rich (right) Environment for two Substitutional Type Point Defects 

For In-rich environment, the In substitutions are energetically favored, with formation 
energy slightly higher than 1 eV, which is over 1.5 eV less than that of As substitutions. The 
difference in formation energy between the substitutions are less than that in the As-rich 
environment, implying that the difference in concentration is much less than that in the As-rich 
environment. 

4.2.7.   Formation Energies of Vacancies 

The vacancy-type defects are listed among the most common defects and play an important 
role in vacancy-mediated diffusion and mass transport. There are two intrinsic vacancy-type point 
defects in InAs, as VAs and VIn. We also consider a point defect complex of VAsAsIn. This complex 
is of interest because it is closely related the VIn. When one vacancy is generated on an In atom 
site, one As atom on nearest-neighbor site might dissociate from the host and fill the vacancy site, 
forming the VAsAsIn. We have not considered the As counterpart of VInInAs, as a previous study 
already reported that the defect complex of VInInAs is unstable and spontaneously relaxes back to 
VAs single vacancy-type defect [53]. 
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Figure 11. Formation Energy as a Function of the Fermi level at the As-rich (left) and In-
rich (right) Environment for two vacancy-type Point Defects and a Point-complex 

The formation energy of the three vacancy-related intrinsic defects are plotted in Figure 11 
as a function of the Fermi level. For both As-rich and In-rich chemical environments, the VIn 
decreases quickly and monotonically with an increase in Fermi level. In addition, the charge state 
prefers q = −3e throughout the whole regime. The amount of the decrease is 1.2 and 1.3 eV for 
As-rich and In-rich environments, respectively. Both VAs and VAsAsIn have a general trend of 
increasing in formation energy when Fermi level increases until EF > 0.33 eV. The defect complex 
VAsAsIn has the highest formation energy among the three vacancy-related defects, larger than 3 
eV, indicating that this defect complex is less favored than the single-vacancy defects. 

For the As-rich environment, VIn has the lowest formation energy among the three kinds of 
vacancy-related defects. The monotonic decrease in formation energy from 2.3 eV at EF = 0 to 
1.05 eV at EF = 0.418 indicates that the VIn defects are energetically favored, especially under deep 
doping. For the In-rich environment, the VAs s has the lowest formation energy, implying that the 
As vacancy is the dominant vacancy in In-rich zb-InAs. 

After comparison of the formation energies within each individual defect group, it is 
insightful to compare all 15 intrinsic point defects globally. For that, we plotted the six lowest 
formation energies of the 15 defective configurations in a dilute limit as a function of Fermi level 
under the two extreme chemical environments of As-rich and In-rich in Figure 12. 
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Figure 12. The six lowest Formation Energies as a Function of the Fermi level at the As-rich 
(left) and In-rich Environments with all Possible Charge State from -4 to +4 

The chemical environment greatly changes the formation energies of intrinsic point 
defects. The six lowest formation energies in As-rich environments differs from that 
in In-rich environments for both species, amount, and charge states. For an As-rich 
environment, the lowest formation energy is 0.517 eV for AsIn at EF = 0 eV with charge state of 
q = +2e, and 0.806 eV for EF > 0.21 eV at neutral charge state. The second lowest formation 
energy is vacancy-type VIn, with formation energy as low as 1.06 eV at EF = 0.417 eV. All the 
other point defects have formation energies larger than 2 eV, indicating much smaller 
concentrations than the AsIn and VIn defects. 

For In-rich environment, the lowest formation energies are among the In tetrahedral 
interstitials and substitutionals. For shallow doping Int interstitials are dominant with the lowest 
formation energy for EF < 0.1 eV. The smallest value is 1.109 eV at EF = 0 eV. The charge state 
is q = −1e. When EF > 0.1 eV, the lowest formation energy among all the intrinsic point defects 
is substitutional InAs, with the minimum value of 1.019 eV at EF = 0.417 eV with charge state of 
q = −2e. We can conclude that substitutional point defects are the primary intrinsic point defects 
in zb-InAs until the shallow doped In-rich environment where the dominant intrinsic point 
defects are In tetrahedral interstitials. 

Overall, the minimum formation energy of an intrinsic point defect is predicted to be 
0.517 eV in zb-InAs with AsIn configuration. It is a substitutional point defect in an As-rich 
chemical environment with charge state of q = +2e and shallow doping regime. The 
predominant substitutional point defect might be useful in designing radiation tolerant 
electronics, as the ubiquitous point defects reduce the separation of the Frenkel pairs and 
enhance the recombination of the point defects under the conditions of irradiation by high 
energy particles. Therefore, to increase the radiation resistance, it is suggested to be in the As-
rich environment. 

4.3. Development of Interatomic Potentials

As reported in the 2017 report, we developed the interatomic potentials for InAs. 
However, we have carried out detailed calculations of defect properties using these potentials, but 
the results show that the defect properties cannot be well described by the potentials, as  
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compared to the limited ab initio calculations. In order to obtain good potentials for InAs, 
which can be used to simulate displacement cascades, we reshaped our scope slightly: (a) an 
extensive study of defect properties using an ab initio approach, as described in section 4 and b) 
modifying the interatomic potentials based on ab initio results of defect properties. However, 
we have also used these potentials to simulate defect generation and defect clustering in InAs, 
but we do need more time to properly analyze the results. Therefore, the MD simulations of 
displacement damage and the calculations of the effective NIEL in InAs are not included in this 
report.      

The fitting approach of an interatomic potential is similar to that described in the 2017 
report. Fitting an ABOP potential requires knowledge of basic physical properties of several 
differently coordinated structures, such as lattice parameters, cohesive energy, and bulk 
modulus. However, the defect properties based on ab initio calculations are now included in 
the data base. These properties can be obtained from experimental measurements or ab initio 
calculations. In the present work, the fitting process was performed by a combination of 
MATLAB and Large-scale Atomic/Molecular Massively Parallel Simulator (Lammps) 
molecular dynamics code. The function of MATLAB is to provide the optimization tool for 
the potential fitting, while Lammps is used to spontaneously relax the atomic configurations 
of interest using a conjugate gradient algorithm, thus providing input files to generate 
properties so as to compare with the expected values.  

The optimized values of the fitting parameters by the above method are given in Tables 
2 and 3. Most of the data fitted in the current work converged well with either experiment values 
or ab initio data.  

Table 2. Potential Parameters for InAs 
In-In [53] In-As As-As [53] 

D0 (eV) 1.5052 1.9483 7.9717 
r0 (Å) 2.6639 2.5479 1.9018 
S 1.2440 1.6012 2.3439 
𝛽𝛽 1.1847 1.5291 1.2465 

 δ 0.0109 0.0240 0.3609 
𝛾𝛾 4.0976 2.4639 4.8650 
c 1.0853 4.7487 0.1749 
d 0.9465 1.1900 0.2140 
ℎ 0.4652 0.2809 0.1261 
R (Å) 3.5 3.7 3.1 

D (Å) 0.1 0.1 0.1 

𝛼𝛼 (Å-1) 1.2117 See below 2.5408 
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Table 3. 𝜶𝜶 Parameters for Three Body Interaction 

𝛼𝛼 (Å-1) 𝛼𝛼 (Å-1) 

In-In-As -2.6694 As-In-In -9.7761

In-As-In -2.9080 As-In-As 8.0305

In-As-As 5.5486 As-As-In 15.2036

5. CONCLUSIONS

Based on the displacement damage simulated from the molecular dynamics method, the 
results are further analyzed and compared between GaAs and GaN, including defect production, 
damage morphology and defect clustering, as well as the non-ionizing energy loss (NIEL). The 
results demonstrate that at low energies, surviving defects are mostly single interstitials and 
vacancies, and only 20% of the interstitial population is contained in clusters in GaAs, but a direct-
impact amorphization in GaAs occurs with a high degree of probability during the cascade lifetime 
for Ga PKAs (primary knock-on atoms) with energies higher than 2 keV. However, a large number 
of atoms will be displaced during the collisional phase with a compacted cascade volume in GaN. 
Consequently, a great number of displaced atoms recombine significantly with vacancies at the 
same time, i.e., a pseudo-metallic behavior (PMB). As a result, the majority of surviving defects 
are just single interstitials or vacancies for all recoil energies considered with only a small number 
of defects forming clusters. The total number of defects simulated in GaN can be very well 
predicted by the simplified Norgett, Robison and Torrens (NRT) formula due to the PMB, in 
contrast to GaAs where the defect number becomes much larger than the NRT value. Based on the 
MD results, the calculated NIEL in GaN is often smaller than that predicted by a model based on 
the simple Kinchin-Pease formula or SRIM calculations. The comparisons of defect creation, 
density and effective NIEL in GaN to those of GaAs suggest that GaN may be much more resistant 
to displacement damage than GaAs, and therefore, very suitable for use in high-power space-
energy systems and space-probe applications.  

A comprehensive study of the formation and electronic structures of 15 kinds of intrinsic 
point defects in InAs has been carried out using a supercell method by means of first-principles 
calculations within the frame of density functional theory. The 15 kinds of intrinsic point defects 
are in five groups, namely dumbbell interstitials, tetrahedral interstitials, substitutions, vacancies, 
and complexes. We have examined the formation energies of all these intrinsic point defects as a 
function of Fermi level in As-rich and In-rich chemical environments with charge states ranging 
from −4e to +4e in the dilute solution limit with finite size correction. All 15 defect formation 
energies are greatly influenced by the chemical environments. The substitutional point defects are 
the primary intrinsic point defects in zb-InAs until the shallow doped In-rich environment where 
the dominant intrinsic point defects are In tetrahedral interstitials. The <111> dumbbell interstitials 
are unfavorable among all the point defects. The dumbbell interstitials prefer <110> configurations. 
The most interesting feature of the tetrahedral interstitials is that for both As-rich and In-rich 
environments, In atoms prefer 4-As tetrahedral sites until EF>0.23 eV, where In atoms have the 
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same formation energy at both tetrahedral sites with the same charge state. The identical formation 
energies and charge states suggest a fast diffusion along the path of t−T−t among the tetrahedral 
sites for In atoms. The VIn decreases quickly and monotonically with an increase in Fermi level. 
In addition, the charge state prefers q = −3e throughout the whole regime. The most popular 
vacancy-type defect is VIn in an As-rich environment, but switches to VAs in an In-rich 
environment. Our results shed light on the relative stabilities of these intrinsic point defects and 
their relative concentrations, as well as possible diffusions. This study might be useful in defect-
engineering the zb-InAs based semiconductors, and material design of radiation resistant 
electronics and sensors. In addition, the ab initio results will provide an extensive data base for 
fitting interatomic potentials for InAs.  

Based on the ab initio calculations of defect properties, we have refitted the interatomic 
potentials for InAs, which play a key role to simulate defect production and clustering using the 
MD method. The potential parameters are fitted to the elastic moduli and structural properties 
using the Levenberg-Marquardt minimization algorithm with the reference data obtained from 
experiments and ab initio calculations. With an extensive database, the robust interatomic 
potentials for InAs have been developed. These potentials have been employed to study defect 
properties, defect migration, defect production, defect clustering and possible amorphization in 
InAs. The simulated data are being further processed and analyzed, and the results will be 
summarized in the near future.    
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Ga  Gallium 
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GaN Gallium Nitride 

GGA Generalized Gradient Approximation 

In Indium 
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keV  kilo electron volts 
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KS-DFT  Kohn-Sham Density Functional Theory 
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LZ Lany and Zunger 
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