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ABSTRACT 

 This study evaluated the feasibility of swapping a system of small multi-rotor 

unmanned aerial systems during flight for persistent perimeter surveillance. The systems 

engineering processes, such as requirement analysis and functional analysis, were 

followed by designing the overall concept of system and identifying high-level 

requirements for it. The research also included system prototyping. The developed 

system prototype consisted of three COTS products: multiple quadcopters, a single 

router, and a laptop running Python code. Quadcopters were programmed to fly in 

different predefined patterns over the Military Operation at Urban Environment Training 

site at Impossible City, CA, and McMillan Field at Camp Roberts, CA. Videos were 

recorded during the tests. While one quadcopter was flying, the remaining two stayed on 

stand-by. Once the airborne quadcopter depleted its battery life to the predetermined 

level, one of the standby quadcopters was activated as a replacement. The process can be 

repeated continuously, assuring an uninterrupted video stream. By monitoring the battery 

level and autonomously swapping quadcopters, the system showed that endurance can 

exceed the capability of a single quadcopter and possibly perform 24/7 surveillance, or 

until the system fails mechanically. 
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EXECUTIVE SUMMARY 

Unmanned systems are an effective tool in military and commercial applications, 

such as surveying. As unmanned systems get more autonomous, they promise to offer 

distinct advantages for persistent perimeter patrol, as these systems can be deployed more 

rapidly and extensively than humans. Thus, the focus of this thesis is to explore the 

feasibility and limitations of using a small multi-rotor unmanned aerial system (SUAS) to 

provide a persistent perimeter patrol by swapping SUAS autonomously.  

The research involves the prototyping of a system composed of commercial off-

the-shelf (COTS) products, including 3DR Solo quadcopters, a single router, and a laptop 

running Python software. The objective of the proof-of-concept (POC) is to show that an 

SUAS on patrol can be swapped seamlessly with another SUAS while maintaining a 

consistent field of view (FOV) during the swap. Figure 1 shows the swapping process in 

this POC. The first SUAS, shown in red, is replaced by the green SUAS, while the yellow 

SUAS is replaced by the green SUAS when its battery is depleted below the threshold.  

 
Figure 1.   SUAS Swapping Process 



 xvi 

The results show that nine out of ten trials at Impossible City, California, and at 

Camp Roberts, California, were successful, with one failure due to inconsistent FOV. This 

occurred because the SUAS being replaced was performing a 180-degree turn at the time 

of the swap. The FOV, however, recovered within half a second. 

The system of UAS proved to be a feasible solution to provide persistent 

surveillance. By monitoring the battery level and autonomously replacing it with a ground 

control station, the system showed that its endurance can exceed the capability of a single 

UAS, and the SUAS can possibly perform 24/7 persistent surveillance, or until the system 

mechanically fails. 

The solution proposed can be extended to other surveillance or target tracking tasks 

where persistent surveillance or targeting is required. The autonomous operations would 

also relieve security personnel from mundane tasks and so they could focus on more high 

value work. With further development on the operation effectiveness and suitability of this 

system, the military forces would benefit in terms of mission effectiveness and manpower 

savings from this technology.   
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I. INTRODUCTION 

A. BACKGROUND 

The number of applications utilizing unmanned aerial systems (UAS) has been 

growing rapidly in the past few years (Joshi 2017). With Federal Aviation Administration 

(FAA) help in granting exemptions for industries like agriculture, insurance, and 

construction to operate UAS, a wide range of applications for these industries has opened. 

The FAA reported that there were 110,000 registered commercial, non-model1 UAS in 

2017 and expects the average annual growth rate to be 32.5 percent (Office of Aviation 

Policy and Plans 2017). The usage of UAS for military applications has also increased at a 

tremendous rate. According to a study conducted by Bard College, the Department of 

Defense (DoD) has requested $9.39 billion in UAS-related funding for fiscal year (FY) 

2019, which is 26 percent more than for FY 2018 (Gettinger 2017).  

From facilitating the delivery of goods during traffic congestion to surveying the 

most remote areas, UAS have proven to be an effective tool to support operations, with 

little to no manpower. In its unmanned system integration roadmap report, the DoD 

explained that UAS have not only provided improved situational awareness, they have 

proven capable of reducing human workload, as well as risk to personnel and cost 

(Undersecretary of Defense Acquisition 2014). 

Dr. Graham Drozeski, program manager in the Tactical Technology Office of the 

Defense Advanced Research Projects Agency (DARPA), has shared that effective 21st 

century warfare requires persistent collection of airborne intelligence, surveillance, and 

reconnaissance not possible for current technologies like helicopters, which are limited by 

distance and flight time, nor fixed wing aircraft, which require runways (DARPA 2017). 

There has been new interest in many organizations to explore the use of small and 

inexpensive electric propulsion UAS. A small UAS provides lower capital cost, reduced 

carbon footprint, is quieter to operate and faster to deploy as compared to a larger UAS 

                                                 
1 Non-Model refers to commercial, government, or other non-hobby purpose UAS. 



 2 

like the Predator. While the Predator class has a longer endurance period than a small UAS, 

it is expensive to both procure and operate. Furthermore, a small UAS can operate at a 

lower altitude, which eliminates possible airspace sharing conflicts in the controlled 

airspace. LTC Brett Clark of the United States Army discusses the advantages of the 

Department of Homeland Security using a small UAS over the Predator UAS for southern 

border Intelligence, Surveillance, and Reconnaissance (ISR) requirements (Clark 2013). 

The U.S. Marine Corps has also begun fielding small multi-rotor UAS (SUAS), by 

InstantEye Robotics, to its infantry units and will be ordering 800 InstantEye systems 

(Fuentes 2018; Kohlhepp 2018). The SUAS could help squads to see over buildings or hills 

to assess the risks and threats ahead (Fuentes 2018).  

In the area of perimeter surveillance, Lee et al. (2015) discussed the potential of 

using SUAS for perimeter surveillance, which would address the disadvantages of human 

patrols that are limited in numbers available to patrol and in duration due to human fatigue. 

Apart from this, SUAS can be deployed more rapidly and extensively than humans, and 

are not restricted by any obstacles on the ground. Lee et al. also shared how using SUAS 

is a better option compared to installing Closed Circuit Television (CCTV) cameras that 

are typically mounted on fixed infrastructure with limited view. It is also cheaper and faster 

to implement an SUAS solution as compared to installing CCTVs for perimeter security. 

This is because CCTVs require the installation of long power and network cables as well 

as ground trenching for the cables, which would take more labor, money, and time. SUAS 

can overcome these constraints, which translates to a substantial cost savings. SUAS could 

also provide flexibility in surveying any area of interest and have the ability to respond to 

any incident site faster than a security patrol could to assess the risk before deploying any 

security personnel. SUAS could also provide more points of view of the situation so that 

more vulnerabilities could be identified than would normally be seen. 

While there are many advantages in using a small SUAS, there is still no wide 

adoption of SUAS for perimeter surveillance. This could be due to the endurance of SUAS, 

which is typically around 30 minutes. This limits the type of mission that the UAS could 

carry out. Therefore, many research efforts have been done to extend the UAS’s duration and 

range (Lance 2011; Gudmundsson 2016).  
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The advantages of using small UAS were discussed in the preceding paragraphs. 

Nonetheless, small UAS are still limited by battery life which is typically around 15 to 30 

minutes. This limits the type of mission that the UAS could carry out. Therefore, many 

research efforts have attempted to extend the UAS’s duration and range (Zou et al. 2015; 

Chin 2011; Koumadi et al. 2017; Gudmundsson 2016).  

A lightweight SUAS capable of hovering for 40 minutes was reported by Zou et al. 

(2015). Their research focused on extending the duration and target position accuracy of 

the UAS for a search and rescue mission. Carbon fiber materials were used to keep the 

weight to around five pounds. This may not be a sustainable solution as there is a limit to 

how much the weight can be reduced using carbon fiber material. Furthermore, the main 

challenge in extending the flight duration, as highlighted by Zou et al., is still limited by 

the current battery technology.  

Another method to extend UAS duration and range is to use atmospheric wind as 

an energy source, which was proposed by Gudmundsson (2016). Gudmundsson showed 

that almost 50 percent of the energy lost could be recovered in a complex, multi-heading, 

multi-altitude mission. The proposed method, however, may only be applicable to areas 

with windy conditions, which may not be practical in actual deployment. A similar method 

of harvesting natural energy is by using solar cells, as discussed by Chin (2011). This 

technology also faces a similar limitation in that it is dependent on the availability of an 

energy source, in this case, the sun.   

An alternative to Gudmundsson’s and Chin’s methods is to use a rotational energy 

harvesting device installed on the UAS. In the research of Koumadi et al. (2017), a 

brushless DC generator is used as a rotor to fly the UAS and to recharge the batteries on 

the UAS. The Koumadi report claims that the generator was able to extend flight duration 

by at least 42 percent. While this solution has greater potential than the previous methods, 

the improvement in the flight duration still poses a limitation to longer missions like 

perimeter surveillance. 

More recent methods have included hybrid fuel cell technology and laser beam 

charging technology. The hybrid fuel cell technology uses fuel to convert electricity, which 
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is used as the energy source for the UAS. In an experiment conducted by Rees (2017), the 

UAS was able to achieve 4.5 hours of flight duration and was claimed that it would 

continue to be improved. Laser-beam charging uses a laser beam to wirelessly charge the 

UAS while it is flying. But this approach is still in its infancy and could only transfer 20 

percent of electricity from the ground to the UAS. Furthermore, it may also require the 

UAS to be stationary or to move at a slower speed to charge (Whittle 2012).  

There are many companies like Skyfront and Quaternium that use hybrid-electric 

technology, which uses fuel to produce electricity to extend the endurance of the UAS to 

four hours. Even so, the UAS will still need to be recharged, leading to surveillance gaps. 

This may be unacceptable in a situation where the UAS is tracking an intruder. Another 

company, Elistair, uses tethering of the UAS to extend the power source from the ground to 

the UAS, which could provide 24/7 continuous surveillance. This is, however, limited in 

range and mobility. In one case, the U.S. military has also used an unmanned robotic vehicle, 

shown in Figure 1, to patrol its camp in Horn of Africa to overcome the limitation of flight 

endurance in UAS (Reid 2016). Nevertheless, the unmanned vehicle is limited in its 

maneuverability, especially in built-up areas or in challenging terrain. These challenges also 

limit the response time of the vehicle to incident areas. 

 

Figure 1.  Unmanned Surveillance Vehicle. Source: Reid (2016). 

In experiment by Bethke (2007), multiple UAS were used to track a single moving 

target. The replacement of UAS is done sequentially, which means that one UAS would 
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fly back before the swapping UAS is launched. Since there are multiple UAS, the swapping 

of one UAS would not impact the current tracking as the tracking is still being done by the 

remaining UAS. While this method would ensure the tracking of target is not lost, it may 

not be a cost effective solution to have multiple UAS track a target. Furthermore, it would 

add complexity to UAS management as there is a need to ensure all UAS do not fully 

deplete their battery life at the same time. 

B. THE NEED FOR PERSISTENT PERIMETER SURVEILLANCE 

The intent of the system being developed and described in this thesis is to provide 

persistent surveillance for perimeter security using a commercial off-the-shelf (COTS) 

system. Persistent surveillance is achieved by swapping small multi-rotor UAS 

autonomously and continuously without having any surveillance gaps or interruption. The 

monitoring and management of the SUAS is done by a ground control system (GCS). The 

GCS is used to monitor the system health and perform air traffic control during the SUAS 

swapping. 

The focus of this thesis is not to prove that a specific SUAS used in this thesis can 

be deployed for perimeter surveillance, but rather to show the feasibility of using an aerial 

platform for perimeter surveillance. Furthermore, the research does not focus on changing 

the battery automatically or having wireless charging, but rather looks at what is currently 

available on the market. 

The proposed system is intended to show how SUAS could complement the 

existing perimeter patrol tasks in a military installation. The system would be launched by 

a user to aid in 24/7 patrolling tasks. This is done by replacing the patrolling SUAS with a 

new one when its battery level is low. The solution could also be used as a first responder 

to any incident area within the perimeter and provide persistent tracking of the intruder.  

C. RESEARCH APPLICATION 

The thesis focuses on determining the feasibility of using a system of SUAS for 

persistent surveillance of a given perimeter. Using low-cost COTS quadcopters as a proof of 

concept, this thesis evaluates the capabilities and challenges of swapping SUAS while SUAS 
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is moving. Exploring such persistent technologies would allow the military to minimize the 

number of patrollers and the installation of new surveillance infrastructure while also 

minimizing any coverage gaps. The solution would therefore be very applicable to DoD 

needs as an economical and effective method to provide persistent detection, identification, 

and monitoring of potential threats capability while protecting DoD assets such as forward 

operating bases and petroleum facilities. The solution also gives the military the capability 

to do early risk assessment and provides more reaction time by flying the SUAS to the 

incident site faster than any patroller likely could without any harm. 

D. THESIS OBJECTIVES AND RESEARCH APPROACH 

The objective of this thesis is to determine whether a system of SUAS can be 

operated autonomously providing persistent surveillance of a given perimeter, and what 

the limitations, if any, there are to the proposed solution. The system engineering process 

is followed in designing the overall concept of operations and identifying high-level 

requirements for the system.  

The research involves prototyping of a system composed of COTS products, 

including 3DR Solo quadcopters, a single router, a laptop, and Python software. A 

quadcopter was selected because of its ability to hover and do abrupt maneuvers, which 

were deemed essential for perimeter surveillance. Quadcopters are programmed to fly in 

different predefined patterns over the Military Operation at Urban Environment Training 

site at Impossible City and McMillan Field, located at Camp Roberts in Monterey, 

California, with recording videos. One quadcopter is in flight while the remaining two are 

on standby. Once the airborne quadcopter has depleted its battery life to 30 percent, one of 

the standby quadcopters is activated as a replacement. The process is repeated a couple of 

times to verify that video consistency can be achieved during the swapping process. The 

battery is changed manually as battery swapping is not part of the scope of this thesis. 

The system developed is not deployable in the field as it was developed only as a 

proof of concept. In order for the system to be used in the field, further analysis of the 

user’s maintenance and other suitability requirements would be required. 
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E. THESIS ORGANIZATION  

This thesis is organized as follows: 

Chapter II describes the perceived operational concept of the system by looking at 

a scenario and vignettes of the system. It then follows a system engineering approach in 

order to derive the system architecture of the system. 

Chapter III describes the developed prototype. It introduces the components that 

were used and describes the developed software.  

Chapter IV discusses the test and evaluation approach of the system. The chapter 

includes a description of the different phases of the test conducted and the environmental 

conditions of the test scenario. It highlights the results and analysis.  

Chapter V describes two examples on how the system can be implemented and 

discusses the survivability of the system. 

Chapter VI provides conclusions and recommendations. 
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II. CONCEPTUAL DESIGN 

A. OPERATIONAL CONCEPT DESIGN 

This section describes the perceived operational concept of operating the SUAS for 

camp surveillance. On a daily basis, the operator would send out the SUAS to do routine 

patrols within the camp perimeters. The capability of pursuing a suspect outside the camp 

perimeter is outside the scope of this thesis. In the next section, the operational scenario 

and vignettes are discussed. These would help to identify and provide insights about the 

type of responses or output required by the system. 

1. Operational Scenario 

Based on the problem statement discussed in Chapter I, a scenario has been 

generated to describe the process from the operator starting the system until the operation 

is terminated. In this scenario, the operator first starts the system and the system performs 

health checks on the SUAS and reports the number of SUAS available for the operation. 

The operator then decides whether there are sufficient SUAS for the operation. If the 

operation is started, the system then monitors the battery level of the SUAS that was 

launched. The system will swap a UAS that has a low battery level with a new one 

autonomously. The system informs the operator on the SUAS’s status and how many 

SUAS are available for swapping. During the operation, live video feeds are sent to the 

operator for situation awareness. The operator can also choose to terminate the patrol at 

any time and the system will provide a summary of the patrol route and battery usage 

patterns to detect any anomalies in the system. The collected data could be used for 

maintenance planning. 

2. Vignette 1: No SUAS Available for Swapping 

A possible vignette would be that there is no available SUAS to take over the 

patrolling duties. In this scenario, the operator has started the operation and the system has 

detected that the available SUAS are not capable of flying. The system informs the operator 
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of the issue and brings back the SUAS that was patrolling when its battery has reached a 

critical level. 

3. Vignette 2: Error in the System 

Another possible vignette would be the occurrence of an error in the system. When 

an error occurs in the system, the system issues return to launch point commands to the any 

SUAS that is flying and reports that the SUAS has landed safely to the operator. 

B. FUNCTIONAL ANALYSIS 

This section covers the functional decomposition for the system. The purpose of 

the functional decomposition is to identify functions and sub-functions of the system by 

decomposing them in a logical and well-defined manner. Figure 2 illustrates the functional 

hierarchy diagram, which shows the breakdown of key functions and sub-functions that the 

system must perform. Table 1 provides the description of each function. 

 

Figure 2.  Functional Hierarchy Diagram.  
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Table 1.   Description of System Functions and Sub-functions. 

Key Function Sub-functions Description 

1.0 Patrol Perimeter 

This function addresses the patrolling 
of the UAS around the perimeter. 

1.1 Navigate UAS Navigates the UAS to designated spots around the 
perimeter. 

1.2 Control UAS Controls the UAS to designated spots around the 
perimeter. 

1.3 Stream Video Streams the video back to a central system for viewing 
and recording. 

2.0 Monitor UAS 

This function addresses the 
monitoring of various parameters of 
the UAS to ensure that the system is 

operating normally. 

2.1Monitor 
Battery Level 

Monitors the battery level of the UAS while it is flying. 

2.2 Monitor UAS 
Location 

Monitors the UAS location while UAS is flying. 

2.3 Monitor UAS 
system status 

Monitors the UAS response while UAS is flying. 

3.0 Replace UAS 

This function addresses the 
replacement of the airborne UAS that 

has depleted its battery level to the 
critical limit or lower. 

3.1 Launch New 
UAS 

Launches a replacement UAS to appropriate height. 

3.2 Fly to meet 
point 

Flies replacement UAS to existing UAS location. 

3.3 Swap UAS Directs swapping UAS to take over existing UAS 
patrol tasks. 

3.4 Fly back 
existing UAS 

Flies existing UAS back to launch location. 

4.0 Replace / Recharge Battery 

This function addresses the replacement or charging of the UAS battery that has been depleted to or below the 
critical limit. 

 

C. FUNCTIONAL FLOW BLOCK DIAGRAM 

The functional flow of the SUAS system is documented in the Functional Flow 

Block Diagram (FFBD) shown in Figure 3. It is used to determine the required actions and 

their required sequence. The FFBD takes into account the operational scenario that was 

discussed previously, which starts from checking the SUAS until swapping the SUAS. 
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Figure 3.  Functional Flow Block Diagram of the UAS. 

D. FUNCTIONAL ALLOCATION 

This section covers the mapping of functions described in the previous section into 

physical elements. The purpose of the functional allocation is to ensure that all required 

functions are addressed by the system and its components. Table 2 shows the components 

allocated to the functions. 

Table 2.   Functional Allocation. 

System / Component Sub-functions Description 

Ground Control Station (GCS), UAS 
and Global Positioning System (GPS) 

1.1 Navigate UAS Navigates the UAS to designated spots around 
the perimeter. 

UAS 1.2 Control UAS Controls the UAS to designated spots around the 
perimeter. 

Camera and Wireless System 1.3 Stream Video Streams the video back to a central system for 
viewing and recording. 

GCS 2.1Monitor Battery 
Level 

Monitors the battery level of the UAS while it is 
flying. 

GCS 2.2 Monitor UAS 
Location 

Monitors the UAS location while the UAS is 
flying. 

GCS 2.3 Monitor UAS 
system status 

Monitors the UAS response while the UAS is 
flying. 

Ground Control System and UAS 3.1 Launch New UAS Launches replacement UAS to appropriate 
height. 

GCS, UAS, and GPS 3.2 Fly to meet point Flies replacement UAS to existing UAS 
location. 
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System / Component Sub-functions Description 

UAS 3.3 Swap UAS Directs swapping UAS to take over existing 
UAS patrol tasks. 

Ground Control System and UAS 3.4 Fly back existing 
UAS 

Flies existing UAS back to launch location. 

Charging system 4. Replace/ Recharge 
Battery 

Replaces or charges the UAS battery that has 
been depleted to the critical limit or lower. 

 

E. SYSTEM ARCHITECTURE 

The Department of Defense Architecture Framework’s (DODAF) System View-1 

(SV-1) diagram shows the interfaces between the different system components. Figure 4 

shows the SV-1 diagram for the system. The GCS consists of three software modules, 

namely the main controller module, the Patrol module, and the Replace module. The GCS 

sends and receives information through a wireless system to the SUAS. The SUAS have a 

camera gimbal attached with a camera on board the SUAS. Each SUAS is also connected 

to a charging system when it is not flying. 

 

Figure 4.  SV-1 Diagram. 
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The System View-2 (SV-2) diagram is shown in Figure 5, where the means of 

communication between the components or system are depicted. The wireless exchanges 

are based on Transmission Control Protocol and Internet Protocol (TCP/IP) network 

communications. The gimbal control is communicated through a micro air vehicle Link 

(MAVLink) between the SUAS controller and gimbal by a serial connection. The gimbal 

is connected to the camera through a Universal Serial Bus (USB). The charging system can 

be based on electromagnetic wave to wireless charging technology, which is not within the 

scope of this thesis. 

 

Figure 5.  SV-2 Diagram. 

The next chapter discusses the configuration and development process of the 

system prototype. The system prototype is based on the system architecture developed in 

this chapter. It is important to note that the prototype is developed as a proof of concept for 

this thesis and is not representative of an operational system.  
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III. SYSTEM PROTOTYPING 

This chapter describes the process and the system used for the proof-of-concept of 

the persistent tracking system. 

A. SYSTEM OVERVIEW 

The system under development builds upon the static persistent surveillance system 

developed by Williams (2017). Figure 6 shows the overall setup of the system. It consists 

of a laptop running on the Linux operating system, a WIFI router, and three SUAS (or 

unmanned aerial vehicles, UAV) with cameras attached. 

Laptop

WIFI Router

UAS 
Controller #1 

UAS 
Controller #2

UAS 
Controller #3

UAS  #1 UAS #2 UAS #3 

 

Figure 6.  Overall System Setup. 

The laptop is running Python software to control and manage the SUAS. The WIFI 

router is used as the communication medium between the laptop and the SUAS to send 

control commands from the laptop and receive status from the SUAS. The SUAS 

controllers can also be used to control the SUAS manually in case of emergency.  
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The objective of the proof-of-concept is to show that one SUAS on patrol can be 

swapped seamlessly with another SUAS. In this setup, the criterion on which to swap a 

SUAS is based on battery level of the SUAS. The system will first conduct an initialization 

to determine how many SUAS are available for the mission. Once it is determined, the first 

SUAS will take off to perform a patrol on a predefined route. The system will monitor the 

battery level of the airborne SUAS, and when the battery level is depleted to a user-defined 

threshold, a replacement SUAS will be launched. The system will then monitor the distance 

between the existing and replacement SUAS. Once the replacement SUAS has reached 

within one meter of the existing SUAS, the replacement SUAS will take over the patrolling 

duties while the existing SUAS returns to where it was launched for battery replacement 

or charging. The system will cycle through all the SUAS until there are no SUAS capable 

of replacement or the user terminates the mission. Figure 7 shows the swapping process of 

the SUAS. 

 

Figure 7.  SUAS Swapping Process. Source: Herzog (2017). 
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B. HARDWARE SOLUTION 

The hardware consists of a laptop, WIFI router, and multiple SUAS. Configurations 

were done on each of the hardware components to ensure that information was send and 

received at the appropriate time to achieve the mission objective. 

1. Laptop 

The laptop runs the Ubuntu 16.04 operating system with the technical specifications 

shown in Table 3. 

Table 3.   Ground Control Station Specifications of Laptop. 

Components Description 
Operating System Ubuntu 16.04 LTS 
Processor Intel Core i7-7700HQ-CPU @ 2.8GHz x 8 
Random Access Memory 32 GB DDR4 
Graphic Card Gefore GTX 1060/PCIe/SSE2 
Memory Disk 1 TB 2.5” Drive 

 

The development software used was Python, which is described later under 

“Software Solution.” In addition to the development software, third-party software was 

used to test and communicate with the SUAS. The list of required software is shown in 

Table 4. 

Table 4.   Software Required. 

Software Name Description 

Solo CLI A command-line tool to control, update, or connect with 

Solo for development 

Virtualenv A tool to create isolated Python environments 

Dronekit The Application Programming Interface used to 

communicate with UAS over MAVLink 
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Software Name Description 

Dronekit-Software In The 

Loop 

The simulator used to test Dronekit applications without 

using real UAS 

APM Planner 2.0 An open-source ground station application for MAVLink 

based UAS 

Geany A text editor used to debug the software program 

VLC Media Player An open-source cross-platform multimedia player used to 

record video streams from UAS 

 

2. Unmanned Aerial Vehicle 

The SUAS used for this thesis is from 3D Robotics, which is a commercially 

available low-cost quadcopter SUAS. The SUAS can be easily programmed to fly 

autonomously by either downloading a script to the SUAS or sending commands wirelessly 

through a WIFI to a ground control station like a laptop. The SUAS is connected to a three-

axis gimbal with a GoPro Hero 4 Silver camera to provide stable shots automatically. 

Figure 8 shows the picture of the SUAS. 

 

Figure 8.  3DR Solo Drone. 
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The specifications of the SUAS are shown in Table 5. The SUAS is powered by 

two 1-gigahertz (GHz) processor flight control systems. The flight controller uses a Global 

Positioning System (GPS) to navigate and uses gyros, accelerators, and other sensors as 

safety features for flying. The SUAS comes in a ready-to-fly bundle with a radio controller 

and mobile applications to control both the SUAS and the camera. 

Table 5.   3DR Solo Drone Specifications. 

Components Description 

Dimensions 18 x 18 x 10 inches 

Weight 3.9 lbs. with GoPro camera and Solo 

Gimbal 

Maximum Speed 55 miles per hour 

Flight time 20–25 minutes 

Battery Lithium Polymer 5200mAh@14.8Vdc 

Communication 2.4GHz WIFI network 

Motors 880 kilovolts (kV) 

 

3. WIFI ROUTER 

The WIFI Router is used to connect the ground control system with the SUAS in 

the same network. In order to achieve this, the SUAS are each configured within the same 

Internet Protocol (IP) address class and operate on the 2.4GHz frequency bandwidth. 

Unique User Datagram Protocol (UDP) ports were also assigned to each SUAS that uses 

the MAVLink protocol to communicate with the laptop. Figure 9 shows the wireless 

network configuration diagram of the SUAS and the laptop. 
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Laptop

WIFI Router

UAV  #1 UAV #2 UAV #3 

UDP: 0.0.0.0:1550 UDP: 0.0.0.0:1750UDP: 0.0.0.0:1650

IP: 192.168.1.133 IP: 192.168.1.121 IP: 192.168.1.138

IP: 192.168.1.131

IP: 192.168.1.131

 

Figure 9.  System Network Configuration Diagram 

C. SOFTWARE SOLUTION 

The developed software is written in the Python programming language. The 

Dronekit-Python Application Programming Interface (API) was used to communicate with 

the ArduPilot Flight Controller using a low latency link. The API provides a library of 

ready-to-use scripts to connect, control, and monitor the SUAS. Various functions could 

be called simply by importing the Dronekit-Python Library and referencing the function 

name. These functions were used to develop the autonomous functions of the system. 

Software was based on having the GCS as a central control. This means that all 

SUAS will take commands from the GCS. Three software functions were run in parallel in 

order to maintain persistent tracking, air traffic control, and flight of the replacement SUAS 

when the airborne SUAS’s battery level is depleted. Figure 10 shows the flow diagram for 

the developed software. 
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Yes

No

Yes
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Figure 10.  Software Flow Diagram. 
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In the next chapter, the test and evaluation process and environment for the 

prototype described in this chapter are discussed. This discussion includes the different 

phases of test that were done in order to arrive at the final phase of the test to validate the 

feasibility of the solution. 
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IV. SYSTEM TEST AND EVALUATION 

This chapter describes the test and evaluation procedures and test environment to 

evaluate the feasibility of having 24/7 persistent surveillance while the SUAS is moving. 

The main focus of this experiment is to determine whether a similar FOV could be achieved 

during SUAS swapping. The results of the test and evaluation are then presented and 

discussed in the next chapter. 

A. TEST PROCEDURES 

The test was broken into many phases to ensure that the SUAS would operate in a 

safe manner as intended. Figure 11 shows the different phases of testing. The test began in 

March 2018 and ended in July 2018. 

 

Figure 11.  Different Phases of Testing. 

Apart from using software debugging tools to check for syntax errors, a software-

in-the-loop simulator was used to ensure the logic of the code was correct. As multi-

threading was used as part of the solution, simple commands to fly two SUAS 
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simultaneously were tested to observe the behavior of the SUAS before performing more 

complex commands. Different software functionality tests with the SUAS were done to 

facilitate faster troubleshooting and debugging of the system. The software codes contain 

a safety feature to ensure that the SUAS is not damaged if there is an error. This safety 

feature includes a command for the SUAS to return to the launching point when there is an 

error and also to have the software monitor the distances between two SUAS to prevent 

collision. 

B. TEST ENVIRONMENT 

The experiment was conducted at the Military Urban Environment Training site at 

Impossible City, California, and McMillan Field, at Camp Roberts, California. The test 

was conducted during the day and at about 30 meters and 15 meters above ground at 

Impossible City and Camp Roberts, respectively. The flying height was above the urban 

buildup in that area as maneuvering within buildings was not part of the scope of this 

experiment. Figure 12 shows a picture of the test sites. 
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Figure 12.  Experiment Conducted at Impossible City and Camp Roberts. 
Source: Google Maps (2018a, 2018b).  

C. SCENARIO 

A perimeter patrol scenario was selected to evaluate the feasibility of the system. 

The SUAS flies in a square loop and on a straight-line through and flow at an altitude of 

15 and 30 meters. Figure 13 shows the location of the launch and flight patterns at the 

respective test sites. The camera on board the SUAS will record the whole duration of the 

flight until the SUAS has landed. The SUAS will continue to provide perimeter 

surveillance until the user terminates the operation or battery level is low. This simulates 

the real-world environment where the SUAS operates around a perimeter providing 

airborne surveillance. 
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Impossible city 

Figure 13.  Launch Site and Flight Patterns at Impossible City and Camp 
Roberts. Source: Google Maps (2018a, 2018b). 

The test scenario is deemed successful when coherent video can be seen during the 

SUAS airborne swapping and the developed SUAS can provide a persistent surveillance 

that is longer than the capability of a single SUAS. 
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D. SCOPE 

The focus of the development and testing is on the SUAS’ ability to perform on-

the-move replacement when flying autonomously. The autonomous charging and target 

tracking functions were not included but should be developed in the future. 

E. OBJECTIVE 

The Measure of Effectiveness (MOE) and Measures of Performance (MOP) were 

used to quantify the results of the test and evaluation. This is shown in Figure 14. The MOE 

used for the SUAS is the persistent surveillance capability of the system. The MOPs used 

to evaluate the system were success rate of swapping and success rate of having a consistent 

FOV during the swap. A consistent FOV is achieved when the swapping SUAS field of 

view could cover at least 80 percent of the original SUAS field of view. 

 

Figure 14.  System MOE and MOPs. 

F. SETUP 

The experiment setup consists of the GCS, which is a laptop, a router, 3x SUAS 

controllers and 3x SUAS, as shown in Figure 15. The SUAS controllers were used to take 

over control from the GCS when any error occurs. 

MOE 1.1
Persistent Surveillance 

Capability

MOP 1.1.1
Success rate of 
replacement

MOP 1.1.2
Success rate of 

consistent picture during 
replacement
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Figure 15.  Experimental Setup.  

Due to the inaccuracies of the GPS sensor, the replacement distance between the 

patrolling SUAS and replacing SUAS was set to be 10 meters. The update rate of the 

patrolling SUAS location to the replacing SUAS was every second.  

G. TEST RESULTS 

A total of ten samples were calculated during the test. Due to communication and 

GPS errors in the SUAS, most of the test sample consists of only two SUAS. Nevertheless, 

this does not affect the results of the test since the focus is on the successful swapping of 

the SUAS. Figure 16 shows the photos of the swapping process during the test.  
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Figure 16.  SUAS Swap. 

Figure 17 shows the three-dimensional (3D) plot of the swapping process. From 

the results, it can be seen that the system successfully operated multiple SUAS to patrol in 

a square pattern and swapped the vehicles autonomously.  

 

Figure 17.  SUAS Flight Path. 

The two-vehicle swap occurred during the field testing. From the results, it can be 

seen that the system is more capable of supporting a single SUAS that can only last for an 
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average duration of 11–15 minutes in the test. With additional batteries, the system could 

provide a 24/7 perimeter surveillance. Due to limited resources, the 24/7 operation test was 

not conducted but should be done in the future to determine its feasibility.  

Figures 18 and 19 show some screenshots of the camera videos from both SUAS 

during patrolling and swapping. All of the test screenshots can be found in Appendix B. 

 

Figure 18.  Screenshots of Videos during SUAS Swapping 
at Impossible City. 
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Figure 19.  Screenshots of Videos during SUAS Swapping at Camp 
Roberts.  

Table 6 shows the summary of the results for the ten test trials. 

Table 6.   Results Summary. 

Test 
Number 

Location Patrol 
Pattern 

Successful 
Swapping 
(Pass/Fail) 

FOV 
Consistency 
(Pass/ Fail) 

Test 1 Camp 
Roberts 

Square Loop Pass Pass 
Test 2 Square Loop Pass Pass 
Test 3 Square Loop Pass Pass 
Test 4 Straight Line Pass Pass 
Test 5 Straight Line Pass Pass 
Test 6 Impossible 

City 
Straight Line Pass Fail 

Test 7 Straight Line Pass Pass 
Test 8 Straight Line Pass Pass 
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Test 
Number 

Location Patrol 
Pattern 

Successful 
Swapping 
(Pass/Fail) 

FOV 
Consistency 
(Pass/ Fail) 

Test 9 Straight Line Pass Pass 
Test 10 Square Loop Pass Pass 
Success rate 100% 90% 

 
From the results, it can be seen that the SUAS was able to take over the patrol task 

with consistent FOV at Impossible City. For test 6 that was conducted at Camp Roberts, 

the swapping was done when the patrolling SUAS was about to turn back and therefore a 

significant portion of the FOV was lost. Nonetheless, the replacing SUAS was able to cover 

the surveillance gap in half a second. The SUAS could also be configured to fly forward 

and backward without turning; this would prevent such inconsistency in the field of view.  
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V. FEASIBILITY ANALYSIS 

In the experiment conducted, only three SUAS were used for the perimeter patrol 

tasks. Depending on the size of the surveillance area and revisit rates requirement, more 

SUAS could be added to expand the surveillance capability and survivability of the system. 

The following sections give two examples of the quantities of SUAS needed given the 

distance of the perimeter and revisit rates requirements. 

A. NAVAL POSTGRADUATE SCHOOL 

The Naval Postgraduate School (NPS) has an approximate perimeter distance of 

three kilometers, as shown in Figure 20. Thus, a total of at least 21 SUAS would be required 

given that the SUAS is flying at 16 Kilometers per hour, the revisit rate is every five 

minutes, and charging takes 90 minutes.  

 

Figure 20.  Map of Naval Postgraduate School.  
Source: Google Maps (2018c). 
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In order to meet the revisit rate of five minutes, three SUAS would have to patrol 

simultaneously at any given time. The total number of SUAS can then be calculated using 

the following formula.  

Number of UAS required =  (1) 

where  is the number of UAS patrolling at any given time. 

Specifically, for  = 3 
Number of UAS required = 21 

Figure 21 shows the time schedule of the 21 SUAS for one continuous cycle. From 

the figure, it can be seen that a total of 18 SUAS are required to patrol the perimeter before 

the first three batteries are charged and can be used again. 

 

Figure 21.  Time Schedule to Patrol the Naval Postgraduate School 
Perimeter. 

Furthermore, the number of SUAS could be reduced if new batteries could be 

swapped with old ones. This would mean that a minimum of six SUAS with 21 batteries 

would be able to cycle through until the first set of batteries is fully charged. Figure 22 

shows the time schedule of using swappable batteries. 

 

Figure 22.  Time Schedule when Using Swappable Batteries (NPS). 
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UAS (1-3) Patrol
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Charging
Charging

Charging

Charging
Charging

Charging

15 mins 30 mins 45 mins 60 mins 75 mins 90 mins 105 mins 120 mins

UAS (1-3) Battery (1-3) Battery (7-9) Battery (13-15) Battery (19-21)
UAS (4-6) Battery (4-6) Battery (10-12) Battery (16-18) Battery (1-3)

Battery (1-3) Charging
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B. CORRECTIONAL TRAINING FACILITIES IN SOLEDAD 

The Correctional Training Facilities in Soledad, California, provides another 

example of how the SUAS can be used to patrol the perimeter. Figure 23 shows the map 

of the training facility.  

 

 

Figure 23.  Map of Correctional Training Facilities at Soledad. 
Source: Google Maps (2018d). 

The training facility has an approximate perimeter of 2 kilometers. It is assumed 

that the revisit rate for such facility would be 1 minute. This would require at least eight 

SUAS patrolling simultaneously. The total number of SUAS can be calculated using 

Equation (1):  

Number of UAS required = 56 
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Given  = 8, time to charge battery = 90 and time to deplete battery =15 
Similar to the time schedule for patrolling the Naval Postgraduate School in Figure 

21, the time schedule for patrolling the Correctional Training Facilities is shown in Figure 

24. A total of 46 SUAS (from UAS 9 to 56) are required before the first eight SUAS are 

fully charged and ready to patrol again. 

 

Figure 24.  Time Schedule to Patrol Correctional Training Facilities 
Perimeter. 

The number of SUAS can be reduced to 16 if batteries are swapped with new ones 

when the batteries are depleted. This would mean that a total of 56 batteries is required to 

cycle through until the first sets of batteries were recharged. Figure 25 shows the time 

schedule using swappable batteries. 

 

Figure 25.  Time Schedule When Using Swappable Batteries 
(Correctional Training Facilities). 

It can be observed that the number of SUAS or batteries requirement increases 

significantly when the revisit rates are reduced to a minute. 

C. SUAS QUANTITY IMPLICATIONS 

The previous calculations are based on the minimum number of UAS required for 

perimeter surveillance, but these calculations do not take into consideration of the operation 
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UAS (1-8) Battery (1-8) Battery (17-24) Battery (33-40) Battery (49-56)
UAS (9-16) Battery (9-16) Battery (25-32) Battery (41-48) Battery (1-8)

Battery (1-8) Charging
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suitability of the system. Operation suitability like reliability, availability, and maintainability 

requirements would have an impact on the number of SUAS required for the mission. 

Increasing the number of SUAS in the system also increases the complexity of the 

software. The GCS needs to manage multiple UAS and the battery depletion rate in such 

cases may not be uniform. This also increases the bandwidth needed for control and to do 

video streaming.  

An alternative solution is to have onboard computers on the SUAS such that the 

SUAS control is distributed to individual SUAS rather being performed by a central GCS. 

The SUAS could also communicate among themselves to request a replacement when their 

battery levels are low. This would simplify the software and reduce the bandwidth 

requirement by not having all communication data going through a central GCS. The 

bandwidth requirement could also be further reduced by having local recording on the 

SUAS and only streaming on demand. The videos could then be downloaded to a central 

storage location during charging. The limitation to this solution is that the endurance of the 

SUAS may be reduced due to added load and increased processing power that draws more 

electrical power. 

D. SUAS SURVIVABILITY 

In terms of system survivability, the SUAS is susceptible to hostile attacks either 

by kinetic weapons like small arms or by electronic weapons. It is assumed, however, that 

the intruder does not want to be detected and it may be challenging to attack a small and 

fast moving SUAS at a distance. Even if it is possible, a replacement drone could be 

launched to the last known location within minutes and security forces could also be 

deployed to the location to suppress the threat. While shielding on SUAS could potentially 

minimize the vulnerability of the SUAS, it may not be as cost effective as having more 

redundant SUAS.  

Furthermore, the SUAS could also be subjected to bad weather conditions, which 

may impact its ability to fly. As such, weather resistant SUAS should be implemented to 

ensure that surveillance could be performed in all weather conditions. 
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VI. CONCLUSION AND RECOMMENDATIONS 

A. CONCLUSION 

In this thesis, the challenge of persistent surveillance in the area of perimeter 

security was discussed. A set of multi-rotor UAS to provide persistent surveillance through 

sequential swapping was proposed and a proof of concept was developed to evaluate the 

solution feasibility. The proof of concept was conducted at Impossible City and Camp 

Roberts in California. The results showed that the SUAS could be swapped autonomously 

and was able to maintain consistent FOV during the swap. The FOV during transition could 

be further improved if higher accuracy GPS sensors were used. 

The system of SUAS proved to be a feasible solution to provide persistent 

surveillance. By monitoring the battery level and autonomously replacing the depleted 

SUAS via a GCS, the system showed that the endurance can exceed the capability of a 

single SUAS and possibly perform 24/7 persistent surveillance or until the system 

mechanically fails. 

Certain limitations were identified in the system. One of which was that the number 

of SUAS increases 3.5 times if depleted batteries are not replaced with new ones. This is 

due to the 90-minute long charging time for a battery. During SUAS swap, the fields of 

view can also be inconsistent when the patrolling SUAS is turning, as seen in Figure 19. 

This can be improved by flying in a straight path (front, back, left, and right) without 

turning. 

Furthermore, the SUAS is susceptible to attacks. This threat could be overcome, 

however, by having a redundant SUAS available to replace the airborne SUAS when it is 

compromised. A swarm of SUAS can also be deployed if a surveillance gap during 

downtime is an issue for the mission. The cost of having a swarm of SUAS versus having 

countermeasures to reduce the vulnerability of the SUAS should be analyzed to determine 

the more cost-effective solution. 

The solution proposed can also be extended to other surveillance or target tracking 

tasks where persistent surveillance or targeting is required. The autonomous operations 
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could relieve security personnel from such mundane tasks and allow them to focus on more 

high value work. 

B. FUTURE WORK 

In testing of the SUAS, a few potential challenges were identified, and thus, the 

following future work is recommended: 

(1) Determine whether the SUAS should be launched centrally or distributed 
based on the flight pattern. 

(2) Determine the feasibility of tracking moving targets during SUAS 
swapping. 

(3) Develop a mechanism to replace batteries automatically. 

(4) Conduct a 24-hour flight test to determine the feasibility of 24/7 operations. 

(5) Develop an onboard computer for the SUAS to communicate among one 
another to perform mission task and swapping when required. 

With further development on the operational effectiveness and suitability of this 

system, military forces could benefit in terms of mission effectiveness and manpower 

savings from this technology. Although the endurance of SUAS continues to improve, 

SUAS swapping to provide persistent surveillance will be crucial in providing the force 

deploying the system with a technological edge over its adversaries. 
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APPENDIX A.  PYTHON SCRIPTS 
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APPENDIX B.  SCREENSHOTS OF REPLACEMENT 
FIELD OF VIEW 

The pictures on the left are the patrolling SUAS field of view while those on the 

right are the swapping SUAS field of view. 

Test 1: Square Loop Swap 1, Impossible City 

 

Test 2: Square Loop Swap 2, Impossible City 

 

Test 3: Square Loop Swap 3, Impossible City 

 

Test 4: Straight Line Swap 1, Impossible City 
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Test 5: Straight Line Swap 2, Impossible City 

 

Test 6: Straight Line Swap 3, Camp Roberts 

 

Test 7: Straight Line Swap 4, Camp Roberts 

 



 55 

Test 8: Straight Line Swap 5, Camp Roberts 

 

Test 9: Straight Line Swap 6, Camp Roberts 

 

Test 10: Square Loop Swap 4, Impossible City 
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