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ABSTRACT

This thesis applies systems engineering principles to improve project selection in
portfolio-type research and development programs using the Naval Innovative Science
and Engineering program as a case study. Qualitative and quantitative value modeling
and integer linear programming optimization aided in the selection process. The resulting
optimized portfolio increased the number of funded projects by 20 percent in comparison
to the non-optimized portfolio. In addition, it has a 13.9 percent increase in value in
comparison to the non-optimized portfolio. The primary stakeholders were engaged
throughout the process and concurred with the results not only due to the merit of the

findings, but also because the process created is defendable and repeatable.
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EXECUTIVE SUMMARY

Currently, industry outspends the Department of Defense (DoD) two to one in
research and development (R&D) (Fabey 2017). Results of industry R&D often become
commercial products available to our adversaries. We must optimize the relatively small
U.S. Navy R&D budget and ensure alignment to top Navy priorities. This thesis applies
systems engineering principles to improve project selection in portfolio-type R&D
programs using the Naval Innovative Science and Engineering (NISE) program at Naval
Facilities Engineering and Expeditionary Warfare Center (NAVFAC EXWC) as a case
study.

The thesis methodology is based on theory from Decision Making with Multiple
Objectives (Keeney and Raffia 1976). The resulting process is four steps: create a
qualitative value model, create a quantitative value model, implement the model, and verify

the results.

As the first step in creating the qualitative value model, the fundamental objective
is determined through researching U.S. Navy strategic guidance and discussion with
NAVFAC EXWC NISE program stakeholders, specifically the Technology Governance
Board (TGB). The fundamental objective of Navy R&D is to maintain technological
superiority. The fundamental objective is decomposed down to five selection criteria and

three screening criteria.

To create the quantitative value model, a brainstorming session is conducted with
the TGB to define values for the selection criteria, creating value scales. Next, using the
swing weight matrix technique (Ewing, Tarantino, and Parnell 2006), weights are defined
for each of the selection criteria. The multi-attribute utility theory (MAUT) additive model
IS used as the basis for the objective function with the goal to maximize the total value to
the portfolio. Budget and portfolio balancing constraints are developed.

Twenty-three R&D proposals totaling $1,517,000 are received as a result of the
NISE program solicitation. The allocated budget for the portfolio is $1,000,000. The TGB
evaluated all of the proposals according to the developed criteria. The data is then run

XV



through an optimization model using Microsoft Excel and the Solver add-in using integer
linear programming. The optimized portfolio is then compared to a portfolio selected based
on top score alone. The optimized portfolio has a 13.9 percent increase in total value
compared to the non-optimized portfolio. In addition, the optimized portfolio utilizes 99.5
percent of the allocated budget compared to only 94.5 percent in the non-optimized
portfolio. The optimized portfolio selects 18 projects and the non-optimized portfolio
selects only 15 projects, a 20 percent increase. The optimized portfolio outperforms the
non-optimized portfolio.

After the projects are completed (at the end of FY 19), they will be analyzed based
on technology transition, cost, schedule and performance to determine if the most
successful projects were rated higher according to the criteria and whether the model is a
good predictor for project success. The model will then be adjusted accordingly.

As expected, the projects with the highest value are selected while adhering to
budget, and portfolio balancing constraints. The TGB, the primary stakeholders for the
project, were engaged throughout the whole process and are pleased with the results. The
created process is defendable and repeatable.
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l. INTRODUCTION

Maritime superiority for America’s Navy and Marine Corps is enabled by
technological superiority. However, our once-dominant technological edge
is at risk of being overtaken due to the accumulated friction of complexity
and bureaucracy in our system of research, development and acquisition.
Lasting strategic advantage comes from institutional capacity to develop
and field new capabilities faster than our adversaries. (Office of Naval
Research 2017, 3)

The above quote from Naval Research and Development: A Framework for
Accelerating to the Navy and Marine Corps after Next challenges the Naval Research and
Development Establishment (NR&DE) to maintain our technological superiority through
aligning, allocating, and accelerating the Navy’s research and development (R&D).
Currently, industry out spends the Department of Defense (DoD) two to one in research
and development (Fabey 2017). Results of industry R&D often become commercial
products accessible to our adversaries. We must optimize the relatively small U.S. Navy

R&D budget and ensure alignment to top Navy priorities.

This thesis applies systems engineering principles to improve project selection in
portfolio-type research and development programs using the Naval Innovative Science and
Engineering (NISE) program at Naval Facilities Engineering and Expeditionary Warfare
Center (NAVFAC EXWC) as a case study.

A. BACKGROUND

NAVFAC EXWC is a command of approximately 1,100 employees who
provide specialized facilities engineering, technology solutions, and life-
cycle management of expeditionary equipment to the Navy, Marine Corps,
federal agencies, and other Department of Defense supported commands.
NAVFAC EXWC was established in 2012 and represents the consolidation
of several commands: NAVFAC Engineering Service Center, NAVFAC
Expeditionary Logistics Center, and the Specialty Center Acquisitions.
(NAVFAC EXWC 2018, 1)

NAVFAC EXWC develops and supports advanced facility and expeditionary
technologies to enable U.S. Navy operating forces. As NAVFAC’s only warfare center,
NAVFAC is charged with R&D in these areas. In 2017, EXWC was designated a Science
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Technology Reinvention Laboratory. This designation authorizes NAVFAC EXWC to
pursue an official Naval Innovative Science and Engineering (NISE) program. The NISE
program, authorized by public law 110-417 section 219 and public law 111-84 section
2801, enables the director of department of defense warfare center and laboratories to
utilize between 2 percent—4 percent of all funds for the purpose of basic and applied
research, technology transition, lab revitalization, and workforce development. The NISE
program is also known as the 219 program due to its section number in the legislation
(United States Congress 2009). Per NISE program policy, the goals of the NISE program

are to:

. Maintain the scientific and technical vitality of naval in-house laboratories

and centers;

. Increase the rate of recruitment and retention of laboratory and center

personnel in critical areas of science and engineering;

. Foster creativity and stimulate exploration of cutting edge science and
technology;

o Serve as a proving ground for new concepts in research and development;

. Support high value, potentially high-risk research and development; and

o Provide for the maturation and transition of technologies beneficial to the

Navy, Marine Corps, and the military forces of the other Services.

. Enhance the laboratories’ ability to address future military and Department
of Navy (DoN) and Department of Defense (DoD) missions (Thomsen
2009, 2).

NAVFAC EXWC began implementing a pilot version of the NISE program in
fiscal year (FY) 2016. The process for project selection was based on heuristics and other
warfare center’s current practices. Projects are submitted and ranked by NAVFAC
EXW(C’s technology governance board (TGB), which consist of the command’s technical

leadership. In FY'18, projects were ranked based on six criteria:
2



1. Alignment to one or more of NAVFAC EXWC’s technical capabilities

2. Technical merit of the project

3. Potential for the project to produce patents and publications
4. Potential internal and Navy benefit of the project

5. Innovation

6. Collaboration (NAVFAC EXWC 2016, 2)

NAVFAC EXWC’s TGB expressed concern that the selection criteria may not be
optimal for project selection and requested analysis and recommendation of optimal

selection criteria.

B. PROBLEM STATEMENT

The Navy’s R&D budget is limited, and we want to ensure that our investment is
optimized. In portfolio-type R&D programs such as NISE, there are multiple projects
competing for a limited budget. How can we ensure that we are selecting the best projects?
Although there is not one answer to guarantee success, a clear and repeatable systems
engineering approach to selecting R&D projects will enable Navy and DoD organizations
to better manage portfolio-type R&D programs.

C. RESEARCH OBJECTIVES

The objective of this research is to apply systems engineering techniques in order
to improve NAVFAC EXWC’s NISE project selection. The research methodology applies
systems engineering principles as part of a case study analysis using research and
stakeholder analysis. Research is conducted to identify Navy R&D strategic objectives and
a qualitative and quantitative value model is created and implemented as part of the
research design and approach. Functional and requirement analysis is done to align these
strategic objectives to fundamental objectives, and then decomposed to value measures
creating a qualitative value model. Stakeholder analysis involving surveys and focus
groups of NAVFAC EXWC’s technical leaders provides feedback on the qualitative value

3



model. The technical leaders are then asked to rank the value measures. This is the data

that is used to create the additive quantitative value model.

D. CHAPTER CONCLUSION

This thesis discusses utilizing systems engineering principles to create an R&D
project selection methodology and applies it to the NISE program. The goal is to optimize
the research and development portfolio and ensure it aligns with Navy R&D priorities. The
chapters that follow provide the details on the research and implementation.

Chapter 11 discusses the methodology beginning with a brief literature review and
theory behind qualitative and quantitative value analysis and concluding with a case study
analysis of the NISE program. Chapter Ill discusses the data and results. Chapter IV

summarizes the research and findings.



II. LITERATURE REVIEW AND METHODOLOGY

Much work has been done researching the best ways to manage R&D portfolios
specifically in the private industry where return on investment (ROI) is the primary
motivating factor such as “Portfolio Management for New Products” (Cooper and Edgett
2014) and “Rapid System Development Methodologies: Proposing a Selection
Framework” (Jain and Chandrasekaran 2009). ROI and risk are two common selection
criteria. A Naval Postgraduate School (NPS) thesis by Schwarz (2016) discusses the unique
aspects to managing R&D in the public sector and recommends a model for portfolio
section based on Dr. Johnathan Mun’s Integrated Risk Management approach. The focus
of his approach is a five-step process including qualitative management screening,
valuation, risk assessment, portfolio optimization and reporting, and update analysis. This
thesis differs from Schwartz’s in that it focuses on ranking criteria development and
ensuring project alignment to end user needs, which are two of NAVFAC EXWC'’s
strategic objectives. In addition, focusing on risk would not be appropriate, as one of the
NISE program goals is to support potentially high-risk, high-value research projects. The
criteria development model is based on theory from Decision Making with Multiple
Objectives (Keeney and Raffia 1976). However, the primary reference sources used are
Value Focused Thinking (Keeney 1992), a more recent version of the same concepts; “Use
of Decision Analysis in the Army Base Realignment and Closure (BRAC) 2005 Military
Value Analysis” (Ewing, Tarantino, and Parnell 2006) a case study using Keeney and other
experts in the field theory in application; and Decision Making in Systems Engineering

(Trainor and Parnell 2011) a text citing Ewing and other experts in the field.

Ralph Keeney describes decision analysis as “a formalization of common sense for
decision problems that are too complex for informal use of common sense” (quoted in
Parnell et al. 2013, 3). Decision analysis is chosen for this reason; it is simple, makes sense,
and the process is easy to replicate. Many decision analysis experts debate whether multi-
attribute utility theory (MAUT) or analytical hierarchy process (AHP) is the better decision
analysis method to aid decision makers in multi-criteria problems. Many argue that because
AHP is not based in “normative utility theory as incorporated in MAUT” that AHP is

5



technically unsound. Other criticisms of AHP include “its measurement scale, rank
reversal, and transitivity of preferences.” Forman and Gass, as cited by Gass, argue that
AHP is theoretically sound and tested in industry and because “AHP is not an extension of
MAUT,” it should not have to conform to utility theory; AHP is an independent theory of
decision-making (quoted in Gass 2005, 308-310). MAUT is chosen not because of the
arguments against AHP, but because, in the authors opinion it is easier for the non-systems
engineer/operations research scientist to understand. Many of the stakeholders in the TGB
do not have a background in systems engineering or operations research but as scientists
and engineers, they want to understand the theory behind the process. MAUT was chosen
because it “is a structured methodology designed to handle tradeoffs among multiple

objectives” that is easy to explain and repeat (Chelst and Edwards n.d., 1).

Figure 1 depicts the proposed process to develop R&D project selection criteria
using qualitative value analysis, developing a model to quantify and rank projects using
quantitative value analysis with the final steps implementing and verifying results. Figures
1-3 were developed using SPEC Innovation’s Innoslate, a systems engineering modeling
tool (SPEC Innovations 2017). Hierarchy charts, Figures 7-9, were also developed in

Innoslate.

reate Qualitath
Value Mode
Value Hierarchy)

I reate .
[ oecowroxs _}
3
Implement
Model

Figure 1. R&D selection criteria model

Figure 2 decomposes the qualitative value analysis into the following steps:

determine the fundamental objective, identify functions that provide value, identify
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objectives that provide value, and identify value measures (selection criteria). The

qualitative value model theory is described in Section A of this chapter.

1.1

Determine
Fundamental
Objective

12

Identify
Functions that
Provide Value

1.3

Identify
Objectives that
Provide Value

1.4
Identify Value
Measures
(Selection
Criteria)

Figure 2. Create qualitative value model (decomposed)

Figure 3 decomposes the quantitative value analysis into the following steps: define
values for value measures, define weights for value measures using swing weighting,
define the value model objective function, and define the value model constraints. The

qualitative value model implementation is described in Section B of this chapter.



2.1

Define Values
for Value
Measures

2.2

Define Weights
for Value
Measures

(Swing Weights)

23
Define Value
Model
Objective
Function

24
Define Value
Model
| Constraints

Figure 3. Create quantitative value model (decomposed)

A. QUALITATIVE VALUE MODEL THEORY

One way to create a qualitative value model is through the use of a value hierarchy.
Decision Making in Systems Engineering Management by Trainor and Parnell describes
the process in detail. The first step in creating the value hierarchy is identifying the
fundamental objective. The fundamental objective “is a clear, concise statement of the
primary reason we are undertaking the decision problem” (Trainor and Parnell 2011). The
fundamental objective should be confirmed through stakeholder involvement. The next
step is to decompose this fundamental objective into functions that provide value. The next
step is to decompose further into objectives that define value. The objective provides
preference such as “maximize efficiency” or “minimize cost” (Trainor and Parnell 2011).
A value measure is then identified for each objective. The value measures, in this case are
synonomous with selection criteria. They determine how well a project meets the objective.
Throughout the process of creating the value hierarchy it is very important to socialize the
results with key stakeholders, especially those that have approval authority. Selection
criteria should be measurable, operational, and understandable. A criteria is measureable
if it defines the associated objective in more detail than that provided by the objective
alone. A criteria is operational if it shows preference for different levels of achievement. A
criteria is understandable if it is clearly defined and unambigous (Keeney 1992). Figure 4

depicts an example of a value hierarchy for a rocket. The example shows how the
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fundamental objective is decomposed down to functions which are further decomposed
into objectives, and finally down to the value measures. Each value measure can be traced

up to the fundamental objective demonstrating alignment.

Deliver paylead
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Figure 4. Value hierarchy of a rocket. Source: Trainor and Parnell (2011).

B. QUALITATIVE VALUE MODEL IMPLEMENTATION

The NISE program has four pillars: basic and applied research, technology
transition, lab revitalization and workforce development. One value hierarchy is created
for each pillar except basic and applied research is combined with technology transition
because they are similar in that they are all research projects at various technology
readiness levels (TRLs), basic research being the lowest, and technology transition being
the highest. Lab revitalization focuses on improving the warfare center’s technical
equipment and facilities. Workforce development focuses on developing employees

technical skills through technical training, advanced education, and strategic rotations.



Although the selection criterion varies for the different pillars, the fundamental objective

remains constant.

The first step in developing the value hierarchy is determining the fundamental
objective. This is done through researching Navy R&D strategy and discussions with the
primary stakeholders, EXWC’s technology governance board (TGB). The primary
strategic documents utilized are the Naval Research and Development: A Framework for
Accelerating to the Navy and Marine Corps after Next (Office of Naval Research 2017)
and The Department of the Navy Research, Development, Test and Evaluation 30 Year
Strategic Plan (DASN RDT&E and Chief of Naval Research 2016), and NISE program
policy and guidance (Burrow 2017). All three documents highlight the importance of
maintaining technological superiority through strategic investment. The stakeholders agree
that “Maintaining Technological Superiority” is the fundamental objective, the reason we
conduct R&D.

The next step is to identify functions that provide value to the fundamental
objective. The value hierarchy for basic and applied research and technology transition is
shown in Figure 5. The functions are identified through functional decomposition. We need
to maintain technological superiority so that we can 1.0 Develop/utilize the best
technology, 2.0 Develop the right technology, 3.0 Ensure our sailors get the technology
first, and with limited budgets 4.0 Leverage others technology development. The next step
is to identify objectives that provide value to the functions. For example, 1.1 Maximize
added Navy benefit is the objective to the goal 1.0 Develop/utilize the best technology. The
final step is to identify value measure (selection criteria). The selection criteria measure
the value of the objective. For example, 1.1.1. Benefit added provides a way to measure,
the objective 1.1 Maximize added Navy benefit.
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Figure 5. Value hierarchy for NISE program (basic research, applied research
and technology transition)

Figures 6 and 7 portray the value hierarchies for the lab revitalization pillar and
workforce development respectively. The same process is followed as described above.
After the initial hierarchy is developed, a stakeholder meeting is held to gain feedback and
consensus. Several changes are made during the meeting to ensure stakeholder buy in and

consensus. Figures 5, 6, 7 are the final versions of the hierarchies.
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Aligns 1o Navy Aligrs to EXWC Relev: " B Return on
Benefit Added R&D priorities Need Technical ant 1o Ability to ecutable I
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- (YMN) _—
\ P —
I —
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Figure 6. Value hierarchy for NISE program (lab revitalization)
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Figure 7. Value hierarchy for NISE program (workforce development)

Three screening criteria are included in the value hierarchy. They are better suited
as screening criteria than selection criteria because the measurement is a binary, yes or no,
versus an actual numerical value. The selection criteria are assigned values of 1, 3, 5, which
will be discussed in the quantitative value analysis section. Alignment to Navy priorities is
determined by comparing the project’s focus to the Navy R&D focus areas in Tables 1 and
2. Stakeholders determined that there is no additional value to aligning to more than one
priority versus to only one; therefore, if a project aligns to at least one of the priorities it
moves on to be ranked. During the second screening, the alignment to EXWC technical
capabilities is determined by comparing the project’s focus area to EXWC’s technical
capabilities in Table 3. If the project aligns to at least one of the priorities, it moves on to
be ranked. The third criteria measures the ability for the project to be executed, e.g., assume
that there is no acquisition method available then it is given a No, and the project will not
move on to be ranked. If there are no known barriers for a program, it is given a Yes during

this last screening and moves on to be ranked.
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Table 1. Navy R&D priorities. Source: Office of Naval Research (2017).

Navy R&D Description
Priorities (Haval

Reszearch and
Development
Framework)

Augmented Warfighter »  Enhance decision-making spesd and qusaliy

= Improve human-machine inefaces and £aming

= Mitigate tacticsHewd risk toour people and command, control
and communications degradation

Integrated & Disribued - Enhance dynamic, synchronized actions scross forces

Forces »  Support collabomfion spanning geogEphy, domains, platioms,
and joint partners; leverage sakliE and Preosion Mavigaton
and Timing advancements.

»  Increzse fexbilityand resch of thenaval
incorporation of autonomous and disa;

fiore through
=gaed sysEms

Operational Endusnos »  Ensble maneuversbility, efidency; and resiliencyfor susEined
operations by-warfightsrs, sysems and platbrms (regadless of
the threat or opemting environment)

»  Improve platibrm-level enengy sioEgesficiency br propulsion
3nd WESpons sysEmS

»  Developwidears and foroe wi
decoys

sinformation decepton and

Sensing & S=ns=-making = Transform vast dats int imely knowledge

»  Ensble persisentawareness and undersanding, and optimized
operation {regardiess of thethrest oroperating envicnment)

= Integrste arificial inelligence into C415R networks and scalsble
to theater wi

Scalsble Lethaliy - Ensble offznsive and defensive scions that sre mult-domain,
integrated, costefiectve, and kinsticand nonkinetic
»  Deliver direced energy and low cost, high probabilingof kill

standoffstrike

Table 2. Navy R&D strategic thrusts. Source DASN RDT&E and Chief of
Naval Research (2016).

Navy R&D Description

Jyr

Strategic

Thrusts

AdaEnsed = Network Optional Warngraing (NOW) cepaniiflss coupled wiRn Fodust 3ssured poln-io-point LPWLPDALPE
Auonomous (Laser'Ontical e}

Sysherms »  Adensed scaladke swarm & micro-auionomous  systems fechmologles, Aglie and Recorfigurable Systems

»  MNorrdelermilstic systems fest and evaluation fechnologles and ceriMication mefodologles
+ Unmeemed Surface Aln 300 SuDsuriEce Viesmels providing persisient ongank ISR & OTH targeting cansniinkes w
markimespedRionary Sorees

Adanoed »  Unigufious iniemel of Things (IoT) iyper-spediral sensing
Computing and +  DaEE FElics. fUsion, VISUEITEN0N 300 OMETIC SEnESmEing
Senzing + NE0ECTOnG 3N QUEMUTHISESd SEMEing

= Cognine compuiing/mechine  leaming/anmclzl imelligence, optical 3nd Quanium CompUting

= Meuromamphlc Chlp Technalogles, BRAIN-Inspired algorim computational development, gensfic algorfms
+  Compuistional modeHossed design and systems evalEtion Wi Righ reoreseniational NosiRy

»  HumEn performanc: ennancement nchiding 3D winuaized Immershe eomologles, ENng and seTkes gEmes
» e vimuEl construcihe teEtand training emironments

Adanoed »  Blo-mimiz design and dewslopment fechnalogles, smielic blology and enengefics

WEtErizt and +  NanotectTolog End metE-mEterials for ennEnced AnctionalRy, STorosnilfy End sustEiment

MEMECrng »  FDAORNE Mansfecluring - ol efenshe mEeriEiscesign VErEnlily oppomuniies oM micro o mEcro
Tecmmoingies FllcEtions

Adencad EMW »  Low cost deployaile decoys and confusion generstionobfuscation  “O-Sel lechnalogles - Rilgh bEng for e buck
& Cyber +  Hignpowered MICTOWSE VECIM tbe & DigRaEl Radio Freguency Memory (DRFM) Ecmologles

= Technology S profect e imormztion Technology (IT) spstems, Infrassructure and data againet aoenced
FErEarizl cjoer Mt

Adanced = Micromano s3ielile flechnalogy for on-demand  communication, 1SR and PNT constelistions
Wemons & + ATordzole MErRIME-guRzDiE MEM genersion Steam
SyEEms »  Directed Energy Weapons (DEWNCouner-DEW Bomologles, MyDErsonics and coumemmESsUne Rechnalogles

Tesmologies +  Longer Range Enengetic Wespons for EviEncsd ETRCI I Te negrated BamissiEcs
. Undersea weapons Wi salko and ooliEborathve  capanlifles

. ArfiHamper RADHARD elecinonics minlaturization

+ ImEgrEE an IEMODEMENRE SEETE ROTOlNgRS

AdEnced . gy Hanesting
Energy »  Emengy Saorage
Tecnologles »  Auionomous, reconfigurable power ftransmission

»  Adenced Power and Enengy Management
+ mproved wirsless engngy Tangter @-z-dlstEncs
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Table 3. NAVFAC EXWC’s technical capabilities

HAVFAC EXWC's Technical Capabilities

Cyber Security and Cyber Defense RDT&E and S&T for Navy Facilties,
Construction, Property, Environmental, Energy and Expeditionary Systems

Energy Savings Performance Contracts and ROT&E Acguisitions

Expeditionary Systems S&T, RODT&E, ISE, Procurement, Fielding, and
Sustainment

Operational Technology ROT&E, S&T for Mavy Facilties, Construction, Property,
Environmental, Energy and Expeditionary Systems

Petroleum, Oil, and Lubricants Facilties Systems S&T, RDT&E, ISE
Potable Water Systems and Resiliency S&T, RDT&E, ISE, and Sustainment
Physical Security S&T, RDTSE, ISE, and Sustainment

Restoration and Conservation 58T, RDT&E, ISE

Shore Energy Technology and Integration, S&T, ROT&E, ISE, and Sustainment
Shore Environmental Compliance S&T, RDT&E, ISE

Shore Facilties S&T, RDT&E, 1SE, and Sustainment

Shore Waste Systems S&T, RDT&E, ISE, and Sustainment

Undersea Cable Facilities S&T, RDT&E, ISE, and Sustainment

Waterfront Facilties S&T, ROTSE, ISE, and Sustainment

In summary, key stakeholders are engaged throughout the process of creating the
value hierarchy. Selection criteria are developed while keeping in mind that selection
critieria should be measurable, operational, and understandable. Final consensus is gained

from the stakeholders.

C. QUANTITATIVE VALUE MODEL THEORY

The quantitative value model determines how well each project compares in regards
to the stakeholders’ values, the qualitative value model. The first step is to define the scale
for the selection criteria. The scales of the selection criteria are either natural (preferred) or
constructed. An example of a natural scale is dollars to measure cost. “A constructed
attribute is developed specifically for a given decision context.” An example of a
constructed scale is the Gross National Product (GNP) to indicate economic health (Keeney
1992, 103). The next step is to weight the individual selection criteria to account for
stakeholders’ preferences. The use of a swing weight matrix is chosen to aide with
stakeholder ranking of the selection criteria because of its simplicity in relation to the other
common weighting approaches such as Simple Multi-attribute Rating Technique
(SMART) and analytic hierarchy process (AHP) (Ewing, Tarantino and Parnell 2006). The
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Swing Weight Matrix method was developed by Trainor et al. (2004) and then refined by

Ewing et al. (2006). An example of a swing weight matrix is shown in Figure 8.

Ability to change

Mission support
Mission immutable {difficult to change without Mission enablers
[wery difficult to change) external support) {change with army dollams)
Heawy mnwr area | Light mnvr area | Int/partnering | Housimg @vai. RIOTE diversity Supply & storage
Drect fire Indirect fire Area cost factor | Crime index Ops/admin
o Brigade capacity Maint fmaruf. Ammo storage
T 100 an Fi] 50 20 10
E Farce deploy Critical infrastr. | Muritions prod. | Commectivity MOUT Applied instructional
B Materizl deploy Proximity Accessibility Wark force
E Airspace Test ranges Lrban s Aruilability General instructiomal
£ Mokb. history
)] 75 50 n 10 5
Buildable acres Sodl resiliemoy Employment op. Medical avail. 2 TGT facility
Joiret facilifies Wizler quumiity Moise confours
Insf wndf cost Air quality
ENV. elasticity [n-state tuition
75 50 . 1 10 5

Lewel of importance

HICH MEDTLIM LW

Figure 8. Swing weight matrix of army base realignment and closure military
value analysis. Source: Ewing, Tarantino, and Parnell (2006).

According to Ewing et al. (2006), the first step in creating a swing weight matrix is
to define the importance and variance dimensions, which make up the x and y axis of the
matrix, respectively. The second step is to place the value measures (selection criteria) in
the matrix based on relative importance. This is best done as an interactive exercise with
the stakeholders in the room making the determination rather than trying to get concurrence
after the fact. The third step is to assess the swing weights. Figure 9 shows the mathematical
relationships that must hold in the swing weight matrix. No other strict relationships apply.
It is important to have sufficient range of weights between the highest and lowest ranked
value measure. In Ewing et al.’s example (Figure 8), the box in the upper left is given a
weight of 100 and the box in the lower right a 1. The final step is to calculate the global
weights. The global weights are determined by Equation 1:
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fi

Wi=— Equation 1
21
i=1
where f; = the matrix swing weight, corresponding to value measure i.
Level of importance of the value measure Where.
| Very important | Important Less important || 4 > all other cells
& £ B1=C, Co, Dy, I E
g ) A B: Cs
° - B:>C:, C5,D1, D1, E
é Cr =D, E
¢ | 8
E 1l 3 8 Cs Ds C:>Dy, D1, E
£
.E’ : C; =Dy E
:-é Dy = FE
S | Cr Ds P
B D:>E

Figure 9. Swing weight assessment mathematical relationships.
Source: Trainor and Parnell (2011).

The next step after determining the individual criteria weighting is to define the
value model objective function. Multi-attribute utility theory (MAUT) additive model is
used as the theory behind the objective function. This is used because the selection criteria
have multiple, sometimes conflicting objectives and this method allows for quantifying
these differing objectives. The additive model can only be used if the value measures
(selection criteria) are mutually preferentially independent. According to Ehrgott et al.
(2009, 35), “this means that the conditional preferences of one attribute given the second

attribute do not depend on the value of the second attribute.”

The NISE portfolio model considers several criteria, which are discussed in the next
section, “Quantitative Value Model Implementation.” Because the criteria “consider more
than expected return and variance... they are harder to solve than the quadratic mean
variance problem” (Ehrgott et al. 2009, 31). Two recommended optimization approaches
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are using MAUT to construct a “utility function based on investor preferences and an
optimization problem is solved to find a portfolio that maximizes the utility function” or
use a multiple objective programming (MOP) approach to find “a set of efficient portfolios
by optimizing a scalarized objective function. The investor then chooses a portfolio from
an efficient set” (Ehrgott, et al. 2009, 31). The efficient set is sometimes referred to as the
“efficient frontier” and all of the optimal solutions in this efficient set are Pareto optimal,
i.e., mathematically equivalent. MAUT in combination with finding the optimal solutions
to an integer linear program (ILP) is used. Integer linear programming is a type of
mathematical optimization in which the decision variable is restricted to integer values
(Ragsdale 2017). The former technique ensures that the stakeholders incorporate their
preferences for a multiple objective problem, and by solving multiple ILPs, the latter
technique allows the analysist to explore the efficient frontier of the multiple objective

problem.

The individual project value model is shown below:
Vj = ZWiXij Vi je{1,2,3..n} Equation 2
i=1
where vj is the value of project j, wi is the weight of criteria i, x is the score of project j for

criteria i.

The overall portfolio value model is shown in Equation 3, where, V is the value of
portfolio k and Y;j is a binary variable, with the value of 1 if project j is present in the
portfolio and 0 otherwise. The objective is to maximize total portfolio value.

Vi = Zn:ijj vk Yie{0,1} Equation 3
j=1

Equation 4 represents the optimization model constraint in standard form and is
used to ensure that the overall program budget is met along with other factors such as
portfolio area balancing, where ajj and bi are the parameters associated with the resource
constraints, such as the individual pillar budget and the overall program budget
respectively. Equation 4 is explicitly defined in Chapter Il in Equations 5 and 6. There
are m constraints and n projects in the portfolio.
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bi = Zn:aqu Vi ie {1, 2,3...m} Fquation 4

j=1

D. QUANTITATIVE VALUE MODEL IMPLEMENTATION

The first step in developing the quantitative value model is defining the values for
the value measures (selection criteria). This is done through conducting a brainstorming
session with the key stakeholders (the Technology Governance Board) and gaining
consensus on the final value scales shown in Tables 4, 5, and 6. Three value scales were

constructed aligning to the three value hierarchies.

Table 4. Value Scale for Naval Innovation Science and Engineering program
basic research, applied research, and technology transition pillar
created from value hierarchy after brainstorming session with
stakeholders

Malue Scale
5 points: Improves safety or lethality

Overall Benefit to the Navy 3 peints: Improves efficiency or total ownership cost

point: Improves quality of life, innovative approach

5 points: End user requested projecttechnology

2 Degree ofEnd User Involvement 3 peints: End user is aware of project but uncommitted

point: End useris not aware of project or is aware and does not support

5 points: High. Resource sponsor is identified and has budgeted to
mplement technology if successful.

3 Probability of Adopticn 3 points: Medium. Resource sponsoris aware and supportive.

point: Low. Resource sponsoris not aware of project or is aware and
does not support

S peints: Collaboratoer is on board and will provide additional funds.

4 IDegree of Collaboration 3 peints: Collaborator is on board but will not provide any funds.

gint: No collaboration.

» points: Follow s scientific method and other logical methodology.

L]

Technical Approach Epuints: Follows scientific method and other logical methodology but
ome reservations exist.
[1 point: Technical approach is flawed.
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Table 5. Value scale for Naval Innovative Science and Engineering program
lab revitalization pillar created from value hierarchy after
brainstorming session with stakeholders

Criteria Value Scale
5 points: Improves safety or lethality

1 Overall Benefit to the Nawvy 3 points: Improves efficiency or total ownership cost
1 point: Improves quality of life, innowvative

5 points: High. Sustainment sponsoris identified and has budgeted to
implement technelogy if successful

2 \bility to Maintain 3 points: Medium. Sustainment sponsoris aware and supportive.

1 point: Low. Sustainment sponsoris not aware of project or is aware
and does not support

5 points: High. Capability is needed for an active project.

3 points: Medium. Capability is needed for future projects that sponsors
have already requested.

1 point: Low. Capability would give us the ability to go after new work.

3 Need

5 points: Wil directly impact/benefit current work

4 Relevant to current work 3 points: Wil indirectly impact/benefit current work

1 point: Mo impact

5 points: High. Higher than .2

5 Return cn Investment 3 points: Medium. Return ofupto .2

1 point: Low. No tangible return




Table 6. Value scale for Naval Innovative Science and Engineering program
workforce development pillar created from value hierarchy after
brainstorming session with stakeholders

Criteria Value Scale
5 points: Improves safety or lethality

1 Overall Benefit to the Hawy 3 pointz: Improves efficiency or total ownership cost
1 point: Improves guality of life, innovative

5 points: High. High impact of both personal career growth and strategic
growth benefiting the command with future work
i 3 points: Medium. Potential for ether personal career growth or
2 Strategic/Personal Growth lstrategic growth benefiting the command.

1 point: Low. No impact

5 peints: High. Capability is needed for an active project.

3 points: Medium. Capability is needed for future projects that sponsors
have already requested.

1 point: Low. Capability would give us the ability to go after new work.

3 MNeed

5 points: Wil directly impact/beneft current work

4 Relevant to current work 3 points: Will indirectly impact/beneft current work

1 point: Mo impact

5 points: High. Higher than .2

tn

Return on Investment 3 points: Medium. Return ofupto .2

1 point: Low. No tangible return

The next step is to define weights for the value measures. The swing weight matrix
technique was used. A blank version of the matrix in Figure 10 was put on the screen and
stakeholders were asked to place the selection criteria on the matrix based on relative level
of importance and impact. The different NISE program pillars have different selection
criteria so a separate matrix was created for each pillar: 1. Basic and Applied Research and
Technology Transition, 2. Lab Revitalization, 3. Workforce Development. The results are
shown in Figures 10, 11 and 12 for the different pillars of the NISE program. On the left
of the figures, the equation used to determine the individual weights, wi is shown as well

as the final weights of all selection criteria.



Basic and Applied Research, and Technology Transition

Level of Importance
) High Impact Medium
“"l':ﬂ'+zﬂ' on Impacton  |Low Impacton
= Technology [Technology [Technology
i |t w, Superiority [Superiority |Superiority
[Technical Approach 1 100 0.32 Degr—ee of End
Probability of Adoption pd 75 0.24 3] - .
Benefit Added 3 | =0 | o018 .% o Technical User
Eiﬂﬁ:nf;nind . 4 50 0.16 a = Approach Involvement
Dearee ofCollaboration | 5 | 40 | 042 = 100 75 50
Total | 315 1 29
> 0 g Probability]  Degree of
- 5 = of Adopt|Collaboration
£a v
o = 75 40 30
E Benefit
£ 2 Added
S 50 30 1
Figure 10. Swing weight matrix for NISE program basic research, applied
research, and technology transition pillar created during a stakeholder
focus group
Lab Revitalization
Level of Importance
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5 on Impact on on
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i 1, Wy
:zﬁac\‘.rant to Current ! e . % -ED Need
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ROI 5 25 0.09 -g o = .
Total [ 200 | 1 S 9 E Current Work Ability to
L] . .
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=
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= 9 50 25 1

Figure 11. Swing weight matrix for NISE program lab revitalization pillar created
during a stakeholder focus group
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Workforce Development
Level of Importance
5 High Impact
W‘:ﬂ'+;’r‘ on Medium ImpactlLow Impact on
Technology |onTechnology [Technology
i | w, Superiority  |Superiority Superiority
Weed 1 75 0.28
Benefit Added pd 75 0.28 k] =
Strat’Personal Growth 3 S0 0.18 Q T
Relevant to Current =) T Need
Work 4 | 40 015 &
Rol s | 25 | 010 - 100 75 50
Total| 285 | 1 29 E Benefit Relevantto)
= § % Added Current Work]
23 = 75 40 25
o
£
E Strat/Persona
o
E z Growt ROI
3 5 25 1

Figure 12. Swing weight matrix for NISE program workforce development pillar
created during a stakeholder focus group

The next step is to determine the value model objective function. As mentioned
earlier in the chapter, the MAUT additive model is used because the selection criteria have
sometimes conflicting objectives and this method provides a transparent and operation
model that is defendable with repeatable results. The model and specific constraints are

discussed in Chapter I11.
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I11. DATA PRESENTATION, ANALYSIS, AND RESULTS

The individual project value model is presented in Chapter Il as Equation 2 The
overall portfolio value model, or objective function, is presented in Chapter 11 as Equation
3, and the generalized constraints are given in Equation 4. The objective is to maximize

the total portfolio value within given constraints.

To implement the ILP, the generalized constraints of Equation 4 need to be
explicitly defined. Equation 5 constrains the numbers of projects selected to be less than or
equal to the overall program budget and Equation 6 constrains the budgets of the individual
program pillars to ensure a balanced portfolio. Table 7 shows the constraint parameter used
to constrain the budget for the different pillars. The parameters are percentages of the
budget based on NAVFAC EXWC’s emphasis for the year and may change year to year.
The percentages this year are based on other warfare centers investment portfolio that was
approved by DASN RDT&E.

B> Zn:cijj vp pefl2,..,5} Equation 5
j=1

B*Dp< ZijYj <Bx*Ep Equation 6
j=1
where B is the total program budget, c is the cost of project j, and p is the individual

program pillar defined in Table 7. The percentage ranges of the individual program pillars

were determined discussing with the key stakeholders (TGB).

Table 7. Budget constraint parameters for NISE pillars corresponding to
Equation 5. Dp and Ep are the lower and upper bound percentages,
respectively

NISE Program Pillar p Dp Ep
Basic Research 1 0.1 0.4
Applied Research 2 0.1 0.4
Technology Transition 3 0.03 0.2
Lab Revitalization 4 0.05 0.2
Workforce Development 5 0.03 0.1
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Once the model is created it is important to test the model in order to work out any

bugs. This model was created in Excel and the ILP solved using the Solver add-in.

A. DATA PRESENTATION

A project solicitation for NISE proposals was released in early March 2018 and
closed 27 April 2018. Twenty-three proposals were received, totaling $1,517,000. The
budget allocation for these projects is $1,000,000. The current Excel implementation will
solve for optimal portfolios exceeding NAVFAC EXWC leadership expectations of 50
proposals in the future. The project data is shown in Table 8. Project titles and principle

investigator names are removed and general project identifiers are added in their place.

Table 8. NISE project selection data

Project FY19

Identifier Category Project Cost
Bl Basic Research $115,000
B2 Basic Research $100,000
B3 Basic Research $100,000
B4 Basic Research $100,000
Al Applied Research $100,000
A2 Applied Research $75,000
A3 Applied Research $100,000
A4 Applied Research $100,000
A5 Applied Research $150,000
A6 Applied Research $100,000
T1 Technology Transition $40,000
T2 Technology Transition $50,000
T3 Technology Transition $50,000
L1 Lab Revitalization $72,000
L2 Lab Revitalization $50,000
L3 Lab Revitalization $50,000
L4 Lab Revitalization $40,000
L5 Lab Revitalization $50,000
W1 Workforce Development $25,000
W2 Workforce Development $5,500
W3 Workforce Development $13,100
W4 Workforce Development $16,400
W5 Workforce Development $15,000
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Project FY19
Identifier Category Project Cost
Totals Total

23 $1,517,000

The TGB provided input on each proposal evaluating them according to the criteria
listed in Chapter I1. All eight members evaluated each proposal and aggregate scores and

rankings are displayed in Table 9. Total score is determined using Equation 2.

Table 9. NISE project data with TGB evaluations, total score determined using

Equation 2

Project Overall | Rankin | FY19

Identifier | Category Total Score Rank Category | Project Cost
B1 Basic Research 26.44 11 1 $115,000
B2 Basic Research 25.33 14 2 $100,000
B3 Basic Research 23.02 18 3 $100,000
B4 Basic Research 19.75 22 4 $100,000
Al Applied Research 29.17 5 2 $100,000
A2 Applied Research 33.56 1 1 $75,000
A3 Applied Research 24.13 16 5 $100,000
A4 Applied Research 28.10 9 3 $100,000
A5 Applied Research 22.16 21 6 $150,000
A6 Applied Research 26.19 12 4 $100,000
T1 Technology Transition 31.05 2 1 $40,000
T2 Technology Transition 23.87 17 2 $50,000
T3 Technology Transition 22.89 19 3 $50,000
L1 Lab Revitalization 25.78 13 5 $72,000
L2 Lab Revitalization 29.95 4 1 $50,000
L3 Lab Revitalization 29.08 6 2 $50,000
L4 Lab Revitalization 28.57 4 $40,000
L5 Lab Revitalization 28.60 7 3 $50,000
W1 Workforce Development 26.75 10 2 $25,000
W2 Workforce Development 15.73 23 S $5,500
W3 Workforce Development 30.48 3 1 $13,100
W4 Workforce Development 22.38 20 4 $16,400
W5 Workforce Development 24.94 15 3 $15,000
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B. RESULTS

The optimal portfolio is found by solving an integer linear program (ILP) and
implemented using Excel Solver. The objective function (Equation 2) and constraints
(Equations 4 and 5) are implemented in Excel and the ILP solved using the Excel Solver.
Table 10 compares the optimization method to an alternative method previously used by

the command, sorting in order of rank and funding all projects that fall under $1,000,000.

The optimized portfolio utilizes 99.5 percent of the available budget where the non-
optimized portfolio utilizes only 94.5 percent. In addition, the optimized portfolio funds 18
projects where as the non-optimized portfolio funds only 15 projects which is a 20 percent
increase in funded projects. The total value of the optimized portfolio is 483. The total
value for the non-optimized portfolio is 424. The optimized portfolio has a 13.9 percent
increase in value. The optimized portfolio out performs the non-optimized portfolio
specifically adding three additional projects within the original budget constraint and

additional value according to the selection criteria.

Table 10. NISE project ranking comparing optimization method to an alternative
method, sorting in order of rank and funding all projects that fall under
$1,000,000 in the running total column

Selected in
Optimized
FY19 Portfolio Running
Project Total Overall Rank in Project (0= No; 1= | Total
Identifier | Category Score Rank Category | Cost Yes)
Applied
A2 Research 33.56 1 1 $75,000
Technology
T1 Transition 31.05 2 1 $40,000
Workforce
W3 Development 30.48 3 1 $13,100
Lab
L2 Revitalization 29.95 4 1 $50,000
Applied
Al Research 29.17 5 2 | $100,000
Lab
L3 Revitalization 29.08 6 2 $50,000
Lab
L5 Revitalization 28.60 7 3 $50,000
Lab
L4 Revitalization 28.57 8 4 $40,000
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Selected in
Optimized
FY19 Portfolio Running
Project Total Overall | Rankin Project (0= No; 1= | Total
Identifier | Category Score Rank Category | Cost Yes)
Applied
A4 Research 28.10 9 3| $100,000
Workforce
w1 Development 26.75 10 2 $25,000
B1 Basic Research 26.44 11 1| $115,000
Applied
A6 Research 26.19 12 4 | $100,000
Lab
L1 Revitalization 25.78 13 5 $72,000
B2 Basic Research 25.33 14 2 | $100,000
Workforce
W5 Development 24.94 15 3 $15,000
Applied
A3 Research 24.13 16 5| $100,000
Technology
T2 Transition 23.87 17 2 $50,000
B3 Basic Research 23.02 18 3| $100,000
Technology
T3 Transition 22.89 19 3 $50,000
Workforce
W4 Development 22.38 20 4 $16,400
Applied
A5 Research 22.16 21 6 | $150,000
B4 Basic Research 19.75 22 4 | $100,000
Workforce
w2 Development 15.73 23 5 $5,500

The binary variable indicates whether the project was selected in the optimized portfolio, 1 if
selected, 0 if not. The projects highlighted in green are funded in the non-optimized portfolio.
Projects highlighted in yellow indicate differences between the portfolios.

C. ANALYSIS

It is important to analyze the results and update the model to reflect any necessary
updates. As projects complete at the end of FY 19, success of the projects will be tracked.
Success criteria includes technology transition, cost, schedule and performance.
Technology transition will be measured as to whether a project transitions to the fleet or to
another program. The actual cost, schedule and performance of projects will be compared
to the project proposal. Projects will then be compared to total value ranking to see if the

model is a good predictor for project success and will be adjusted accordingly.
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A sensitivity analysis is used to generate some solutions of the efficient frontier
using the ILP by changing the parameters of the budget constraint. The results of the
analysis are seen in Tables 11 and 12. This tool is used to help the stakeholders determine
if a small increase or decrease in the budget would create major changes in the portfolio.
Increasing the original $1,000,000 budget by $50,000 increases the overall portfolio value
by .12 but decreases the value to budget ratio. Increasing by $100,000 does add an
additional project but also decreases the value to budget ratio. The $1,000,000 budget
seems to be the ideal budget in the range from $900,000-$1,100,000. In general, as the
portfolio budget is decreased, a project is removed from the portfolio and as the portfolio
budget is increased, a project is added to the portfolio highlighted in Table 12. However,
in certain cases ($900K and $1050K) additional projects are swapped. This is due to the
model selecting the projects with the highest value that fit within the budget range. For
example, in the $1050K portfolio, B3 was swapped for T3. B3 has a higher total score but
also a higher cost and therefore would not fit in the $1000K budget.

Table 11. Sensitivity analysis showing the effects a change in budget has on the
number of projects funded and the total portfolio value

Number of Projects Total Portfolio Value to
Program Budget Funded in Portfolio Value Budget Ratio
$900,000 16 428.42 0.00048
$950,000 17 460.2 0.00048
$1,000,000 18 483.09 0.00048
$1,050,000 18 483.21 0.00046
$1,100,000 19 506.1 0.00046
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Table 12. Sensitivity analysis showing the effects a change in budget has on the
selected portfolio

Portfolio Budget

Project

Identifier | 900K | 950K | 1000K | 1050K | 1100K
Bl 1 1 1 1 1
B2 1 1 1 1 1
B3 1 0 0 1 1
B4 0 0 0 0 0
Al 1 1 1 1 1
A2 1 1 1 1 1
A3 0 0 0 0 0
A4 1 1 1 1 1
A5 0 0 0 0 0
A6 0 1 1 1 1
T1 1 1 1 1 1
T2 1 1 1 1 1
T3 0 0 1 0 1
L1 0 0 0 0 0
L2 1 1 1 1 1
L3 1 1 1 1 1
L4 1 1 1 1 1
L5 0 1 1 1 1
w1 1 1 1 1 1
W2 1 1 1 1 1
W3 1 1 1 1 1
W4 1 1 1 1 1
W5 1 1 1 1 1
Totals 16 17 18 18 19

Original portfolio highlighted in green, changes highlighted
in yellow. 1’s indicate selection in portfolio, 0’s otherwise.
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V. CONCLUSION

A. FINDINGS AND RECOMMENDATIONS FOR R&D PROJECT
SELECTION

In order to maintain the Navy’s technological superiority, we must optimize our
research and development budgets. Using systems engineering principles, this thesis
recommends one approach to do so using the NISE program as a case study. Both
qualitative and quantitative value models were developed, and projects were then rated by
NAVFAC EXWC’s technical leadership, the TGB. These projects were then run through
an optimization model to aid with selection. As expected, the projects with highest value
were selected while adhering to budget and program pillar minimum and maximum

constraints.

The optimized portfolio increased the number of funded projects by 20 percent in
comparison to the non-optimized portfolio. In addition, the optimized portfolio has a 13.9
percent increase in value compared to the non-optimized portfolio. The TGB, the primary
stakeholders for the project, were engaged throughout the entire process and as a whole

were pleased with the results. The process created is defendable and repeatable.

B. FUTURE WORK

Future work will include analyzing the success of the selected individual projects
and comparing them to their rankings to determine if the model is a good predictor for

project success. The model will be adjusted accordingly.

In addition, future research could include applying this methodology to other DoD

portfolio-type R&D programs and analyzing the results.
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