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1.0. SUMMARY 

Existing technologies for the current computing systems are approaching their physical limits, 
and novel computing architecture and concepts are required to fulfill the needs of real-time Intel-
ligence, Surveillance and Reconnaissance (ISR) systems for information processing with both 
high power efficiency and high speed. Accordingly, memristor based crossbar arrays for analog 
and neuromorphic computing have been studied in this program. Particularly, our team at the 
University of Massachusetts Amherst have designed and fabricated of memrsitors and crossbar 
arrays, with which we have demonstrated novel computing functions. 

We have built memristor arrays for both level-based and spike-based computing engines for 
analog and neuromorphic computing, respectively. These two computing engines pose different 
challenges for memristor arrays. The analog computing engine requires that memristors have lin-
ear current-voltage relationships and can be accurately programmed to different resistance val-
ues. We have achieved 128 x 64 1-transistor-1-memristor crossbar arrays. With these arrays, we 
have successfully demonstrated accurate analog signal and image processing, efficient in-situ 
learning, reinforcement learning, and long short-term memory. In contrast, the neuromorphic 
computing engine demands synaptic dynamics to more efficient and faithfully emulate neuro-
morphic functions. We developed a new type of memristor, termed diffusive memristor, which 
possesses diffusion dynamics to mimic the synaptic dynamics. Such diffusive memristors have 
enabled bio-realistic synapses and neurons, with which we have constructed the first fully inte-
grated memristive neural network. Pattern classification and unsupervised learning have been 
demonstrated with such neural networks. Based on the diffusive memristors, we have also cre-
ated pseudo-memcapacitive devices, which were utilized to build the first fully capacitive neural 
network with associative learning and spike signal classification functions.    
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2.0. INTRODUCTION 
The traditional computer systems based on the Von Neumann architecture are facing increasing 
challenges in the era of big data and autonomy. Completely novel computing architectures and 
concepts are required to process real time information with high power efficiency and high speed 
at the same time1. Accordingly, AFRL seeks to improve real-time Intelligence, Surveillance and 
Reconnaissance (ISR) systems and other important applications that require sophisticated high-
volume data analysis by orders of magnitude in terms of computational throughput and power 
requirements.   
 In order to improve computational power efficiency and speed simultaneously, memristor ar-
ray-based analog and neuromorphic computing engines have been studied in this program. The 
brain remains one of the greatest scientific mysteries. The traditional Si-CMOS based computing 
technology has revolutionized the world, but it is reaching its fundamental limit. In addition, the 
CMOS devices were not created or optimized for neuromorphic computing. Accordingly, in this 
program, we have built memristor-based crossbar arrays to demonstrate unconventional compu-
ting paradigms, including level-based and spike-based computing architectures.  

3.0. METHODS ASSUMPTIONS AND PROCEDURES 
The program goal was to build working memristor arrays for both level-based and spike-based 
computing engines. The level-based computing engine was mainly used to accelerate vector-ma-
trix multiplications while the spike-based computing engine was designed for neuromorphic 
computing with more neuroscience principles. These two computing engines emphasize different 
properties of the memristor array. The former requires that memristors have linear current-volt-
age relation and can be accurately programmed to different resistance values. Array density is 
not the primary concern for it. In contrast, the latter requires diffusive dynamics. Therefore, the 
cell stack at each lattice point of the array were different for these two different applications. The 
sneak path current and half-selected issues necessitate a so-called “access device” at each cross-
ing point in series with the memristor to electrically isolate the cell selected for programming or 
reading. We used the transistor as the access device for level based computing and developed a 
diffusive memristor as the selector for spike based computing.  

4.0. RESULTS AND DISCUSSION 

4.1.LEVEL BASED COMPUTING 
The level-based computing is an analog computing engine (ACE). It is mainly used to accelerate 
vector-matrix multiplications, which are involved directly or indirectly in many important algo-
rithms for deep neural networks (DNNs)2. These so-called computation intensive tasks can be 
implemented by the ACE with orders of magnitude improvement in power efficiency and speed, 
and thus benefits many computing algorithms. 
 The two major memristor properties required for ACE are a linear current-voltage relation 
and a large number of accurately controlled resistance levels. However, the size of a functioning 
crossbar array is usually small (e.g. <32 × 32) if the memristors are linear because the sneak path 
current in the array increases with the array size and disables accurate programming operations 
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in the array. In this project, the dilemma was solved by adding a transistor in series with a 
memristor in each crossing point to electrically isolate the target memristor for programming, 
i.e., memristor switching. This is the 1-transistor-1-memristor (1T1M) scheme3. Vector matrix
multiplication operation with memristor crossbar arrays is essentially the reading operation of
memristors. Accurately programming memristors in the array to different resistance levels is a
less frequent but a more challenging operation, especially when the array size is large (e.g. >32 ×
32) and the memristors are linear. The transistors used in our 1T1M scheme not only maximized
the array size by minimizing the sneak path currents but also maximized the number of the re-
sistance levels of each memristor by providing well-controlled current compliance for the target
memristor during programming. Due to the limit of external measurement systems (the number
of probes in a probe card), the largest memristor array we designed was 128 x 64, which needs
388 probes in a probe card to build electrically contacts to the memristor array. During program-
ming, the transistor in series with the selected memristor can be set to different current levels by
applying different gate voltages, which serves as a current compliance for the memristor to be
accurately switched to different resistance levels.

Different from the 1T1M scheme, in the 1-selector-1-memristor (1S1M) scheme, a two ter-
minal nonlinear element, i.e., selector, was used in series with each memristor at the crosspoint. 
This leads to a nonlinear current-voltage relation for the selector-memristor combined cell and 
thus reduces the sneak path currents and increases the array size. This scheme is more conven-
iently used in spike based computing.   

4.1.1. 128x64 Array Development. 
For level based computing, we integrated Ta/HfO2/Pt based memristors and transistor arrays to 
obtain the 1T1M arrays. The chip layout is shown in Figure 1a for 2 dies as the repeating unit on 
the wafer. The design has four parts: the left part (die 1) includes 6 different sizes of arrays, in-
cluding 4×4, 8×8, 16×16, 32×32, 64×64 and 64×128. The right die contains discrete 1T1M device, 
discrete transistor (1T) and discrete memristor (1M) respectively in order to evaluate the difference 
between discrete devices and integrated devices in the array. 

The detailed cell design is shown in Figure 1b for discrete 1T1R device. As we can see in the 
layout, a ring shaped gate was used, and it is to increase the width to length ratio and hence the 
output current, which is favorable for memristors when they require a large current to operate.  

a              b 

Figure 1 Chip Layout Design For Integrated 1T1R Array In Different Sizes, Discrete 1T1R Device, 
Discrete 1T And Discrete 1R, Respectively 
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The front-end process was carried out in a commercial fab. The top interlayer dielectric is 1 

μm thick TEOS silicon oxide. The contact vias was opened by dry etch in order to expose the 
underlying metal layer which is 500 nm thick AlCuSi alloy.  

The following schematic in Figure 2 shows the process to integrate the memristors on the 
upper layer. First of all, a 2 nm Ti layer and a 20 nm Pt layer were deposited by e-beam evaporator 
as the adhesion layer and bottom electrode, respectively, and patterned by lift-off. In some cases, 
a layer of Ag (2-10nm) was used between the Ti and Pt layers in order to further the contact quality 
between the CMOS layer and the memristor electrodes. The samples were tilt by 45° and rotated 
during the deposition in order to cover the side walls of the 1 μm deep via. Following that, a 
switching layer of 5 nm HfO2 was deposited by atomic layer deposition (ALD) at 250 °C. Reactive 
ion etch (RIE, with CF3/O2) was used to keep the switching layer in the device area to avoid pos-
sible crosstalk between devices. Finally, a top electrode of a 100 nm Ta and a 50 nm Pd layer were 
deposited by sputtering (Ta is easily oxidized).  
 

 
Figure 2 Illustration of the back-end process for the integration of memristors on the upper layer 

The representative fabrication result for the 1T1R array is shown in Figure 3. The left image 
shows a large 64×64 array with no defect, and the right image shows the 4×4 array, from which 
one sees the detailed connections of the array. The left and right pads are connected with bit lines 
(Figure 3c), while top pads are with word lines except that the leftmost and rightmost ones are the 
shielding ground. The bottom pads are with source lines and the arrangement is the same as cor-
responding word lines. The resulted 128×64 memristor arrays were used for a number of analog 
computing demonstrations and selected as the cover image of the first issue of Nature Electronics4, 
as shown in Figure 4. 
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(a)  (b)         (c) 

Figure 3 Images of the integration fabrication result for the (a) 64×64 and (b) 4×4 arrays (c) The 
design layout for the 4×4 1T1R array 

Figure 4 Cover article of inaugural issue of Nature Electronics using our memristor array chips 

4.1.2. Inferencing and Processing. 
Many of the inferencing and processing computations in DNNs can be expressed as a vector-ma-
trix multiplication (VMM), which in principle can be performed in the analog domain by a 
memristor crossbar array using Ohm’s law for multiplication and Kirchhoff’s current law for 
summation4. Such VMMs are being developed as accelerators for DNNs, and they may also be 
used as reconfigurable analog processors for edge computing. A vector of voltage outputs from a 
sensor can be applied directly to the rows of a memristor crossbar, in which the values of the ap-
propriate matrix elements have been stored as conductances of the cells.  The currents that ap-
pear on the columns of the array in real time represent the output vector of the multiplication if 
the series resistance of the interconnection wires is negligible compared with the memristor re-
sistances.  To read out the results in parallel, the current signal from each column is converted to 
a voltage signal through a transimpedance amplifier (TIA), which also serves as a virtual ground. 
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To date, demonstrations of this concept have been limited to binary signal input and/or 
binary matrix weights. Recently, pulse width instead of amplitude was used to represent the ana-
log input signals5-8, but this scheme requires more readout time and more complicated integrated 
circuits. The previous experimental demonstrations of an analog-voltage-amplitude-vector by an-
alog-conductance-matrix product, to the best of our knowledge, was limited to a 1×3 system, 
which is not strictly a VMM implementation.  In this program, we have obtained a completely 
analog VMMs with adequate accuracy and high speed-energy efficiency that were based on up to 
128×64 crossbars of hafnium oxide (HfO2) memristors, and experimentally demonstrated the im-
portant IoT and network edge applications of signal spectrum analysis, image compression and 
convolutional filtering4. 

 
Figure 5 Data stored in a 128×64 1T1R memristor crossbar, demonstrating conductance state line-
arity, write precision and accuracy, and read stability and reproducibility  a. Schematic of the VMM 
operation. Multiplication is performed via Ohm’s law as the product of the voltage applied to a row times 
the conductance of a cross-point cell to yield a current injected onto a column, and the currents on each 
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column are summed according to the Kirchoff current law. The total current from each column is converted 
to a voltage by a TIA, which also provides a virtual ground for the column wires. b. A 2cm×2cm detail 
from a photograph showing 2 die of 1T1R memristor crossbars, each of which contained array sizes from 
4×4 to 128×64 cells, along with various test devices. c. A microscope image of six cells in a 1T1R array, 
with a 10 μm scale bar.  The crosses are memristors, and the transistors are ring-shaped. d. Photograph of 
a probe card in contact with an operational 128×64 1T1R array, with a 500 μm scale bar. e. Quasi-DC IV 
curves for all the devices, showing good linearity over the read interval.  f. Histogram of the initial differ-
ence between the target and measured conductances written into a 128×64 array.  A fit of the peak to a 
normal distribution yielded a standard deviation of 6 μS, with the peak maximum located at -5 μS.  g. Room 
temperature state retention and read disturb of the device states. The DC conductance states of all the de-
vices were measured with a 0.2 V bias for 1000 cycles, or a total of 6.4 hours, showing no discernable drift 
in the plots. h. Histogram of the normalized standard deviation (SD), defined as the SD per conductance 
range (100 – 900 μS), for all measured states, which was fitted to a lognormal distribution. It shows that 
there are fluctuations during the read operation that can occasionally degrade the effective precision of an 
individual memristor. 90% of the device states has normalized SD less than 0.39%.  

 To precisely tune the conductance of each memristor in a crossbar, we monolithically inte-
grated a memristor on top of a metal-oxide-semiconductor (MOS) transistor as an access device 
in each cell, i.e., the ‘1T1R’ architecture.  The integration was conducted at UMass Amherst by 
building Ta/HfO2/Pd memristors9 on top of a CMOS chip fabricated by a commercial vendor. 
Figure 5b shows part of the integrated chip consisting of 1T1R arrays with sizes ranging from 
4×4 to 128×64. The detailed structure of some cells is shown in Fig. 5c. The source wires of the 
transistors are rotated by 90 degree so that when all the transistors are turned on, the array con-
verts into a fully connected memristor crossbar array. The programing and computing were 
achieved through a custom-built testing system connected to the chip by a probe card.  Figure 5d 
shows a 128 × 64 array with probes touching the contact pads. With the 1T1R scheme, the array 
size can be much larger than 128 × 64, which was chosen for this demonstration mainly because 
of the constraint of the maximum number of probes (388 as shown in Fig. 5d) available on the 
commercial probe card used for the testing. With the transistors as access devices, we were able 
to program the conductance of most of the memristors to an arbitrary value within a pre-defined 
conductance range. We wrote MATLAB scripts to control the resistance tuning by communi-
cating with the testing system. With the Ta/HfO2/Pd memristors, the current-voltage (IV) relation 
of the cells was very linear once the conductance was larger than the quantum conductance (77.5 
μS), as shown in Fig. 5e for conductances ranging from 300 to 900 μS, an important feature for 
accurate analog computing. Among the 8,192 devices in a 128 × 64 array, there were only 3 
stuck ON and 15 stuck OFF devices after programming, leading to a responsive device yield of 
99.8%. The histogram of the writing error, defined as the initial difference between the target 
conductance value and the measured written value of the responsive memristors, is plotted in 
Fig. 5f. The peak of the writing error conformed to a normal distribution with a standard devia-
tion σ of 6 μS when the writing tolerance was set to ±10 μS, and could be further reduced by de-
fining a narrower tolerance in the MATLAB script and/or using a larger number of closed-loop 
iterations, at the expense of increased programming time.  If for the moment we discount the tail 
of the distribution, which represents a small number of ‘sticky’ cells, and define the interval be-
tween states as σ± , we effectively demonstrated more than 64 levels of conductance or 6 bits of 
digital precision over the conductance range 100-900 μS, which has been proven to be sufficient 
for many tasks in machine learning algorithms. The accuracy error δG of the memristor program-
ing operation is taken to be the median value of the writing error, which was -4.7 μS.  To explore 
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the read stability and reproducibility, we measured the conductances of the responsive 8,174 de-
vices in the 128×64 array with 0.2 V read pulses for more than 6 hours and did not see any de-
tectable state drift (Fig. 5g).  There were fluctuations in the read operations of individual cells 
but these were small enough to have little impact for column current measurements over multiple 
memristors. This fluctuation is the limiting factor for the conductance writing precision given the 
zero writing tolerance and indefinite close-loop iterations. The statistics shows that 90% devices 
states have (Fig. 5g) fluctuation with normalized standard deviation less than 0.39%, providing 
the potential for the writing precision of 128 states or 7 bits in the conductance range of 100-900 
μS. 

We also experimentally demonstrated 2D convolution for image filtering.  We employed 
10 different convolutional filters:  Gaussian, Disk and Average to smooth out noisy images, La-
placian of Gaussian (LoG) with three different parameters, Sobel (both x- and y- gradient) to ex-
tract the edges, and Motion (2 directions) to mimic the motion blur effect.  We added artificial 
Gaussian white noise on the original 128×128 Lena image to show how the these convolutions 
damp out the noise and how well the edge location routines work. The noisy Lena image was 
used as the input, the image intensity of which was converted into voltages applied on the rows 
of the crossbar, as illustrated in Figs. 6a and 6b.  Each pixel in the filtered image was generated 
by the dot product of the 25-dimensional voltage vector mapped from a 5×5 input sub-image and 
the 25-dimensional conductance vector mapped from a 5×5 convolution matrix. We scanned the 
5×5 sub-image with a stride of one, and did not use zero-padding, so the dimension of the fil-
tered images was 124×124 (=128-5+1). The negative values of the convolution matrices were 
mapped to memristor cell conductances by the differential approach described earlier, but the 
differential pairs were arranged in the neighboring columns rather than rows (Fig. 6b).  Thus, the 
10 different convolution maps were generated in parallel from 20 columns of current output. The 
experimental results are presented in Fig.6c, showing the performance of the crossbar in smooth-
ing images and extracting the edges out of the images. The edge extraction described in this step 
is also the convolution layers of the convolutional neural networks (CNNs or ConvNets), which 
is the most computation expensive step in the networks. Compared to previously reported convo-
lutions operating with binary inputs, binary weights and series readout, our image filtering proce-
dure included both analog convolution matrices and analog inputs, as well as parallel readout of 
10 features maps. 
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Figure 6 Experimental convolution demonstration with differential memristor conductance pairs a. 
The image input we used for the image filtering with crossbar. The image was standard Lena image with 
artificially added Gaussian white noise. Each color channel of the image is represented by a float point 
number between 0 to 1, while added noises are with standard deviation of 0.004 and mean of zero.  b. 
Readout conductances after programming 10 convolution kernels into the 25×20 crossbar array. The pixel 
intensities, represented by two voltages with equal amplitude and opposite polarity, were input into the 
crossbar onto a pair of differential memristor conductances in adjacent columns representing one matrix 
element of a convolution. c. 10 different filtered images obtained in parallel by the convolution operation: 
Gaussian, disk and average reduce noise by smoothing the image, Laplacian of Gaussian with various pa-
rameters, Sobel (x- and y- gradient) were used to detect edges, and Motion to generate motion blur. 

 The key advantages of our hardware VMM are the reconfigurability of the memristor cross-
bar, the reasonable accuracy and precision of the physical computation, and the efficiency both 
in speed and energy consumption.  We analyzed the performance and the energy efficiency of 
the system. Since one 128-dimensional vector and 128-by-64 matrix multiplication is done by 
single current read process on the column wires, so readout time within 10 ns gives 1.6 TOPS 
(Tera Operations Per Second). We performed a simulation of the power consumption for the im-
age compression task with our experimental parameters, including readout conductances after 
programming, wire resistances and input patterns, and found the power consumed in the 128×64 
crossbar array was about 13.7 mW, or an efficiency of about 119.7 TOPS/W. As a comparison, 
the highly optimized digital system with the application specific integrated circuit (ASIC) in 40 
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nm technology node for 4-bit 100-dimensinal vector and 4-bit 100-by-200 matrix multiplication, 
of which the accuracy is comparable with our solution, has the energy efficiency of 7.02 
TOPS/W. While not a direct comparison, our system is 17× more energy efficient than the 
ASIC solution. More importantly, our memristor crossbar hardware VMM handles the analog 
signals acquired from the sensor directly, without the need of extra peripherals such as analog-to-
digital converters (DACs), which is mandatory for the digital ASIC solution and consumes extra 
time and energy, but was not considered in above energy estimation calculation. The ADCs is 
also not always necessary if only specific features need to be detected within signals, which can 
be provided with threshold-gate circuits at much lower cost both in latency and energy. This fea-
ture, along with its low latency and energy efficiency, makes the demonstration of the system 
ideal for the edge computation.  

4.1.3. Supervised Learning. 
We used Ta/HfO2/Pt memristors developed to achieve stable tunable multilevel behavior with a 
linear current-voltage (IV) relationship10,11. The memristors were monolithically integrated with 
foundry-produced transistor arrays on a six-inch wafer, as discussed before.  Each memristor was 
connected with a series transistor in a ‘1T1R’ configuration, also mentioned before (Figures 7a-e 
show the integrated memristor array from wafer scale to nanometer scale)12. To electronically 
increase the conductance of a given cross point, we applied synchronized positive voltage pulses 
from a driving circuit board to the memristor top electrode and the gate of the series transistor.  
The gate voltage, which specifies a compliance current, determines the resulting memristor con-
ductance. We decreased the conductance by first applying a sufficient positive pulse to the 
memristor bottom electrode to initialize the state, and then used a conductance increase scheme 
to set the memristor to the desired level. With this scheme, we achieved linear and symmetric 
conductance increase and decrease with minimal cycle-to-cycle (Fig. 7f) and device-to-device 
(Fig. 7g) variation. We were able to set the conductance values across the entire 128×64 array, 
except for the stuck devices, with only two electrical pulses to each memristor with reasonably 
high accuracy (Fig. 7h).  The rapidity and reliability of the conductance-update scheme make it 
possible to arbitrarily train the network in-situ with almost any standard algorithm. Here, the net-
work was trained using stochastic gradient descent (SGD) to subsequently perform Bayesian in-
ference on the MNIST classification task. For each new sample of training data, the network first 
performs Bayesian inference to get the log-probability of the label for each output by the softmax 
function, and then the weights in each layer are updated. 
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Figure 7 Memristive platform for in-situ learning a, An optical image of a wafer with transistor arrays. 
b, Close-up of chip image showing arrays of various sizes. c, Microscope image showing the 1T1R (one 
transistor one memristor) structure of the cell. Scale bar, 10 µm. d, Cross-sectional scanning electron mi-
croscopic image of an individual 1T1R cell, which is cut in a focused ion beam microscope from the dashed 
line in c. Scale bar, 2 µm. e, Cross-sectional transmission electron microscopic image of the integrated 
Ta/HfO2/Pt memristor. Inset: electron dispersive spectroscopic elemental mapping. Scale bar, 2 µm. f, Evo-
lution of conductance during 20 cycles of full potentiation and depression for a single cell with 200 pulses 
per cycle, showing low cycle-to-cycle variability. g, Evolution of conductance over one 200-pulse cycle of 
full potentiation and depression for all responsive devices in the array, with median conductance indicated 
by the yellow line. h, Conductance of a 128×64 array after single-pulse conductance writing of the discrete 
Fourier transform matrix. Several stuck devices are visible (in yellow). 

We partitioned a single 128×64 array and constructed a two-layer perceptron with 64 input neu-
rons, 54 hidden neurons, and ten output neurons to be trained on the MNIST dataset of handwrit-
ten digits ‘0’ through ‘9’, which has become the standard benchmark by which to gauge new 
neural network approaches.  Each input image was rescaled to 8 pixels by 8 pixels to match our 
network. The intensities of the grayscale images were unrolled into 64-dimensional input feature 
vectors, which were duplicated to produce 128 analog voltages to enable negative effective 
weights. The two-layer network used 7,992 memristors, each of which was initialized with a sin-
gle pulse with a 1.0 V gate voltage. The network was then trained on 80,000 images drawn from 
the training database (some images were drawn more than once), with a minibatch size B=50 for 
a total of 1,600 training cycles. The accuracy during online training is shown in Fig. 8c.  The in-
set of Fig. 8c shows the linear relationship between the conductance and the applied gate voltage 
during each update cycle, which was critical for this demonstration. After utilizing the entire 
training database, the network correctly classified 91.71% of the 10,000 images in the separate 
test set (Fig. 3c).  Many of the misclassified images are in fact difficult for humans to identify at 
the available resolution.  
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Figure 8 In-situ online training experiment on MNIST handwritten digit recognition a, Typical hand-
written digits from the MNIST database. b, Photo of the integrated 128×64 array during measurement. The 
array was partitioned into two parts for the 1st and 2nd layer, respectively. 54 hidden neurons were used, so 
the 1st layer weight matrix is 64×54 (implemented using 6,912 memristors) and the 2nd layer matrix is 54×10 
(implemented using 1,080 memristors). The blue and green false-colored areas are the positive and negative 
parts of the differential pairs. c, Minibatch accuracy increases over the course of training. Experimental 
data followed the simulation closely, with a consistent 2-4% gap. Inset shows the conductance-gate voltage 
relation extracted from data collected during training. 

4.1.4. Reinforcement Learning.  
In addition to the above demonstrated supervised learning, we have also demonstrated reinforce-
ment learning using the 128×64 array, which is essentially used as a vector matrix multiplication 
accelerator as well. Reinforcement learning has been adopted in AlphaGo13,14.  
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Figure 9 In-memristor reinforcement learning in the cart-pole environment a, Schematic illustration 
of the cart-pole environment. The cart is free to move along the track while supporting a hinged pole. The 
learning agent can make a left or right push at each discrete time step to avoid the pole falling or the cart 
driving beyond the bounds. b, Training curves tracking the number of agent rewards per epoch (blue) and 
the average predicted action-value (red). Each point of the latter is the average Q-value of all actions taken 
per epoch. c, The time evolution of the cart position 𝒙𝒙 and pole angle 𝜽𝜽. The failures of the early game 
epochs are mainly due to the pole falling. The pole was kept upright (i.e. 𝜽𝜽 rarely hit the upper/lower 
bounds.) for many more steps in the later phases of the game. d, Output of all layers of the memristor Q-
network at time t1 and t2 specified in c. At time t1, the pole was tilted counter-clockwise. The second 
neuron of the output layer, representing the left push (push from the right), was larger. On the contrary, at 
time t2, the pole was tilted clockwise. The first neuron of the output layer, representing the right push (push 
from the left), was larger. 

 We use the cart-pole problem15 as a testbed for the in-memristor reinforcement learning sys-
tem. the single 128×64 1T1R array was partitioned to construct the 3-layer Q-network with 4 in-
put neurons, 48 neurons in each hidden layer, and 2 output neurons. The network consisted of 
2592 weights or differential pairs, implemented on 5184 memristors of the 1T1R network. 
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 Fig. 9a shows a schematic representation of a cart-pole scenario. A rigid pole is hinged to a 
cart which is free to move within the bounds of a one-dimensional track. The pole rotates in the 
vertical plane above the track due to both the gravitational force and the motion of the cart. The 
learning agent could either apply an impulsive ‘left’ or ‘right’ push of fixed force magnitude to 
the cart at discrete time intervals. The dynamics of the cart-pole environment was simulated in 
software. The environment was abstracted as a 4-dimensional Markov state vector �𝑥𝑥, 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
,𝜃𝜃, 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
�, 

where 𝑥𝑥 and 𝜃𝜃 are the cart position and pole angle, respectively, which also serves as the input to 
the memristive Q-network. The learning was model free. Therefore, the agent was unaware of 
the equations of motion of the cart-pole system. The only feedback for evaluating performance 
was a binary reward signal which was 0 if the pole fell past a certain angle from the vertical or 
the cart reached an end of the track, or 1 otherwise. If a ‘0’ reward signal is seen by the agent, it 
ends the current game epoch and resets the cart-pole environment to start another game. This 
forms an “avoidance control problem” so the reward “1” makes the agent try to avoid failure for 
as long as possible. As shown in Fig. 9b, the memristor backend learning agent scored poorly in 
the first 30 epochs of the game, as it had not yet learned a good Q-function to approximate the 
dynamics of the environment. Fig. 9c shows the time evolution of cart position and pole angle, 
which reveals that most failures in this phase were triggered by the fact that the pole was no 
longer upright while the cart was still within the legal range. The failure signal usually occurred 
after a long sequence of individual actions, which is why the agent needed a thousand steps to 
figure out what was responsible for the failure. In the second half of the learning course, the 
agent gradually constructed associations between the input and output, which was also reflected 
by the rising of the average action value in Fig. 9b, based on the reinforcement feedback. The 
agent achieved an average performance of ~166 per game (i.e. the pole could be balanced for 
166 time steps with a legal cart position) from epoch 40 to 60. The pole was almost upright in 
this phase as depicted in Fig. 9c, which reveals that the memristor Q-network had gained the ca-
pability to balance the pole. Sample responses of the network in different scenarios are illustrated 
in Fig. 9d. At time t1, the angle of the pole was negative, indicating the pole tilted towards the 
left end of the track. The Q-network suggested the action of a left push, which could physically 
make the cart accelerate leftwards to restore the balance of the pole. On the contrary, at time t2, 
the pole experienced a clockwise rotation. A right push was made by the learning agent to avoid 
further tilting. To show that the same system can be applied to another control problem, we ap-
plied the same memristor Q-network architecture to the mountain car game while keeping the 
hyperparameters and learning procedures the same. This demonstrates that memristor crossbar 
arrays can be used to implement reinforcement learning much more efficiently, owning to its in-
memory comping nature.  

4.2.SPIKE BASED COMPUTING 
The level based computation does not bare much bio-inspiration in it, while spike based computa-
tion is believed to be closer to how brain functions and thus implement neuromorphic computing 
more faithfully, which hopefully leads to more energy efficiency16. In order to better emulate the 
bio-intelligent systems, the artificial synapses17 and neurons need to have the critical dynamics 
associated with ion diffusions (e.g. Ca2+ diffusion) observed in the bio-counterparts. 
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4.2.1. Diffusive Memristor Development. 
Diffusive memristors18 were developed to equip the artificial neural networks with diffusion dy-
namics. CMOS circuits have been employed to mimic synaptic Ca2+ dynamics, but three-terminal 
devices bear limited resemblance to bio-counterparts at the mechanism level and require signifi-
cant numbers and complex circuits to simulate synaptic behavior. A substantial reduction in foot-
print, complexity and energy consumption can be achieved by building a two-terminal circuit ele-
ment, such as a memristor directly incorporating Ca2+-like dynamics. Various types of memristors 
based on ionic drift (drift-type memristor) have recently been utilized for this purpose in neuro-
morphic architectures19-26. Although qualitative synaptic functionality has been demonstrated, the 
fast switching and non-volatility of drift memristors optimized for memory applications do not 
faithfully replicate the nature of plasticity. Similar issues also exist in MOS-based memristor em-
ulators, although they are capable of simulating a variety of synaptic functions including spike-
timing-dependent plasticity (STDP). A device with similar physical behavior as the biological Ca2+ 
dynamics would enable improved emulation of synaptic function and broad applications to neuro-
morphic computing. In this program, we developed such an emulator using Ag doped oxide, which 
was a   memristor based on Ag atom diffusion and spontaneous nanoparticle formation, as deter-
mined by in situ high-resolution transmission electron microscopy (HRTEM) and nanoparticle 
dynamics simulations. The dynamical properties of the diffusive memristors were confirmed to be 
functionally equivalent to Ca2+ in bio-synapses, and their operating characteristics were experi-
mentally verified by demonstrating both short- and long-term plasticity, including mechanisms 
that have not been unambiguously demonstrated previously. In addition, significant similarities 
exist between the Ag dynamics and that of synaptic Ca2+, not only in the diffusion mechanism but 
also in their dynamical balance of concentration and regulating roles in their respective systems. 
Ca2+ dynamics is responsible for initiating both short- and long-term plasticity of synapses, form-
ing the basis of memory and learning. 
 The dynamical properties of diffusive memristors were studied by applying voltage pulses 
and measuring resulting currents. Under an applied pulse, the device exhibited threshold switch-
ing to a low resistance state after an incubation period τd, as shown in Fig. 10a. This τd is related 
to the growth and clustering of silver nanoparticles to eventually form conduction channels. 
Upon channel formation, the current jumped abruptly by several orders of magnitude, and then 
slowly increased further under bias as the channel thickened. As the voltage pulse ended, the de-
vice relaxed back to its original high resistance state over a characteristic time τr. As shown in 
Fig. 10b, τr decreased as the ambient temperature increased, consistent with a diffusion activa-
tion energy of 0.27eV (inset of Fig. 10b), and the characteristic time was on the same order as 
the response of bio-synapses, i.e., tens of ms. In addition to the temperature, d and r were also 
functions of the voltage pulse parameters, operation history, Ag concentration, host lattice, de-
vice geometry, humidity, and other factors, which alone or combined could be used to tune the 
desired dynamics for neuromorphic systems. 
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Figure 10 Timing mechanism of SiOxNy:Ag diffusive memristor a. Delay and relaxation characteristics 
of the device showing variation of current (blue) with applied voltage (red) pulses. Multiple read voltage 
pulses of (0.05V, 10µs) are used to study the device relaxation current after the switching pulse (0.75V, 
5ms). The device requires a finite delay time to turn ON and has a finite relaxation time before it goes to 
the high resistance state after the switching pulse is removed. b. Device relaxation performance showing 
the variation of current with applied voltage at different temperatures. The relaxation time decreases with 
increasing temperature. Inset shows the Arrhenius plot of the temperature dependence of the relaxation 
time. Each data point (black circles) is an average over 10-15 measured relaxation times, and are fitted to 
the blue line. The activation energy for the material system is calculated to be 0.27eV. 

4.2.2. Artificial Synapse. 
We used the diffusive memristor with a non-volatile element, i.e., a drift-type memristor, to build 
a more faithful artificial synapse, which naturally exhibited long-term plasticity27 following the 
spike-rate-dependent plasticity and STDP learning rules. For demonstration purposes, we created 
a combined circuit element using a diffusive memristor in series with a Pt/TaOx/Ta/Pt drift 
memristor. This combined element was connected to pulsed voltage sources similar to a synapse 
between pre- and post-synaptic neurons (Fig. 11a). The spike-rate-dependent potentiation 
demonstration is illustrated in Fig. 11b, where the drift memristor weight (conductance) change 
is a function of the frequency of the applied pulses. A shorter tzero resulted in a greater increase in 
the conductance of the diffusive memristor and thus a larger voltage drop across the drift 
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memristor, which thereby switched due to the voltage divider effect16. A longer tzero resulted in a 
smaller increase in the diffusive memristor conductance and thus a smaller voltage drop across 
the drift memristor, leading to a smaller or non-detectable resistance change in the drift memris-
tor. To demonstrate STDP learning rules with non-overlapping spikes, pre and post-synaptic 
spikes (Fig. 11c) were applied to the combined element. The two spikes were separated by a time 
difference ∆t, which determined how much conductance change was programmed in the drift 
memristor. Each spike consisted of two parts, a high voltage short pulse and a low voltage long 
pulse. The pre-spike and post-spike were equal in magnitude but opposite in voltage polarity 
(Fig. 11c). In the combined element, the resistance of the diffusive memristor in its OFF state is 
much larger than that of the drift memristor, while the resistance of its ON state is much smaller 
than that of the drift memristor. Because the diffusive memristor has a finite delay time, the short 
high voltage pulse will not turn it ON. In contrast, the long voltage pulse with a lower amplitude 
will turn ON the diffusive memristor.  The drift memristor is not switched by the first spike, be-
cause the majority of the voltage drops across the diffusive memristor and turns it ON first. After 
the spike ends, the resistance of the diffusive memristor gradually increases from its ON state 
over time, regulated by the diffusive dynamics. The second spike occurs at a time ∆t from the 
end of the first spike, and it may or may not switch the drift memristor depending on how much 
voltage drops on the drift memristor, which is determined by the conductance of the diffusive 
memristor at that moment, a function of ∆t. A smaller ∆t corresponds to a smaller diffusive 
memristor resistance and results in a greater resistance change in the drift memristor and vice 
versa (Fig. 11d). If the pre-spike appears before the post-spike, the drift memristor conductance 
increases (potentiation). If the pre-spike follows the post-spike, depression occurs. Because the 
dynamics of the diffusive memristor provides an intrinsic timing mechanism for the combined 
element, the spike-rate-dependent plasticity and STDP do not require complex pulse engineering 
or spike overlapping. This substantially reduces the complexity of both circuit and algorithm de-
sign and enables low-energy operations. In addition, depending on the application, any non-vola-
tile memristor (low/high retention, analog/digital) can be used along with the diffusive memris-
tor, allowing a significantly broader choice of materials rather than relying on the properties of 
the drift memristor when used alone.  
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Figure 11 Long-term spike-rate-dependent potentiation and bio-realistic spike-timing dependent 
plasticity (SRDP and true STDP) behavior of a combined device consisting of a diffusive and a drift 
memristor a. Illustration of a biological synaptic junction between the pre- and post-synaptic neurons. Also 
shown is the electrical implementation, a circuit diagram of the electronic synapse consisting of the Si-
OxNy:Ag diffusive memristor connected in series with the TaOx drift memristor and between pulsed voltage 
sources, which act as neurons that send voltage spikes to the synaptic junction. b. Spike-rate-dependent 
potentiation showing the change in the conductance (weight) of the drift memristor in the electronic synapse 
with change in the duration tzero between the applied pulses. For long tzero, the change in the conductance of 
the diffusive memristor is lower (see Fig. 5b), resulting in a lower weight change of the drift memristor. As 
the tzero decreases, the weight change increases. The dotted red line represents a fit of the average conduct-
ance change with change in tzero. c. Schematic of the pulses applied to the combined device for STDP 
demonstration. The long low voltage pulse in each spike turns the diffusive memristor ON, and the short 
high voltage pulse switches the drift memristor. When the post-spike precedes the pre-spike, the device is 
reset (depressed), and when the pre-spike precedes the post-spike, the device is set (potentiated). The timing 
(Δt) between the two spikes determines the voltage drop across the drift memristor.  d. Plot of the conduct-
ance (weight) change of the drift memristor with variation in Δt showing the spike-timing dependent plas-
ticity of the electronic synapse. This response is characteristic of the timing-dependent response of biolog-
ical synapses. The inset shows the spike-timing-dependent plasticity of a typical chemical synapse. 
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4.2.3. Artificial Neurons. 
In addition to artificial synapses, we have also designed and built artificial neurons28. We physi-
cally emulated the leaky integrate-and-fire neuron model with a diffusive memristor, fabricated 
by sandwiching a dielectric material (e.g. SiOxNy or SiOx) carefully doped with Ag nanoclusters 
between two electrodes. This discrete device, schematically illustrated in Figure 12a, was charac-
terized by applying voltage pulses across the artificial neuron in series with resistors to represent 
synapses and recording the resulting output current versus time. Figures 12b-e compare experi-
mentally measured data with corresponding physics-based simulation results. The temporal be-
havior of the artificial neuron was observed during and after the input of a single super-threshold 
voltage pulse followed by a train of smaller pulses. There was a distinct delay time (τd) between 
the arrival of the voltage pulse and the rise of the output current, which was caused by the inter-
action of the RC time constant of the circuit with the internal Ag dynamics of the memristor. 
With a relatively large circuit capacitance, the RC time constant, that is the time for establishing 
the switching voltage of the diffusive memristor, dominates the delay time. With a smaller ca-
pacitance, the RC time becomes shorter and the internal Ag dynamics of the memristor domi-
nates the delay time and thus the integrate-and-fire behavior, as shown in Figure 12. The internal 
Ag dynamics of diffusive memristors originates from complicated multi-physics effect including 
field induced Ag mass transport from the electrodes (e.g. Ag diffusion and redox reaction) and 
the formation of an electrical conducting path. We have constructed a physics-based model that 
agrees well with the microscopic observation of Ag filament growth and rupture during threshold 
switching as well as the measured temporal response to voltage signals (e.g. Figures 12) 29-31. Af-
ter the fall of the voltage pulse, the memristor conductance relaxed with a characteristic time (τr) 
determined within our model by the Ag diffusive dynamics to dissolve the nanoparticle bridge 
and return the neuron to its resting state. The relaxation dynamics also leads to the leakiness of 
the internal Ag dynamics, which gradual dissolves partially formed Ag filament driven by the 
minimization of interfacial energy between Ag and dielectrics, or Thomson-Gibbs effect. When a 
sequence of sub-threshold pulses was applied to the device, as shown in Figures 12b and 12d, the 
device fired after some number of pulses and relaxed back to the resting state after the end of the 
pulse train. Shown in Figures 12c and 12e are the corresponding experimentally measured and 
simulated histograms of the firing statistics, respectively, which show that the threshold is not 
sharp but has an associated probability distribution function, providing the stochastic behavior 
commonly observed in actual neurons. Since the internal memristor dynamics depend on the be-
havior of nanoparticles, the leaky integrate and fire mechanism observed here should scale to 
very small device sizes. 
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Figure 12 Diffusive memristor artificial neuron a. Schematic illustration of a crosspoint diffusive 
memristor, which consists of a SiOxNy:Ag layer between two Pt electrodes. The surrogate neuron receives 
software summed weighted presynaptic inputs via a pulsed voltage source and an equivalent synaptic re-
sistor (e.g. 20µS in this case). (See Supplementary Note 3 for the principle of software spatial summation.) 
Both the surrogate and biological neurons integrate input stimuli (orange) beginning at t1 and fire when the 
threshold condition is reached (i.e. at t2’). The integrated signal decays over time such that input stimuli 
spaced too far apart will fail to reach threshold (i.e. the delay between t3 and t4). b. Experimental response 
of the device to multiple subthreshold voltage pulses followed by a rest period of 200 µs (only 20 µs is 
shown for convenience). The device required multiple pulses to reach the threshold and ‘fire’. c. Histogram 
of the number of subthreshold voltage pulses required to successfully fire the artificial neuron (red) com-
pared to a Gaussian distribution (blue). d. Simulated response of the device to multiple subthreshold voltage 
pulses as in b and showing similar behaviour to experiment, with the resting time between pulse trains 
chosen to allow the Ag in the device to diffuse back to the OFF state. (Only 10% of the rest period is shown 
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for convenience) e. Simulated switching statistics with respect to pulse numbers (within each train), con-
sistent with the experimental results in c. The inset illustrates the circuit diagram used in the simulation. 

4.2.4. Fully Memristive Neural Network. 
We then went a step further to demonstrate inference on a prototype chip of fully integrated 
memristive neural network28. Figure 13a shows the overview of the integrated chip consisting of 
synaptic array and diffusive memristor neurons. The synapses were built by integrating drift 
memristors with foundry-made transistor arrays using back-end-of-the-line (BEOL) processes. 
Each Pd/HfO2/Ta memristor is connected to a series transistor. Figure 13b shows the detailed 
structure of a single 1T1R cell and associated connections. When all the transistors are turned on, 
the 1T1R array works as a fully connected memristor crossbar. Structural analysis using high-
resolution transmission electron microscopy was performed on the integrated memristors, which 
reveals an amorphous HfO2 layer sandwiched between Pd and Ta electrodes in Figure 13c. Fig-
ure 13d illustrates the junction of a single diffusive memristor. A transmission electron micro-
graph of its cross-section shows the amorphous nature of the background SiOx dielectric lattices 
and the nano-crystalline Ag layer in Figure 13e. 
 Pre-synaptic signals could be classified by such a fully memristive neural network. For 
demonstration purpose, the synapses were pre-programmed to have different weights, which 
could be the result of any kind of learning process. Four letter patterns “U”, “M”, “A”, and “S” 
with artificially added noise were used as example inputs. The red and blue squares in Figure 13f 
represent the input differential voltages fed to the rows of the synaptic array. For example, a red 
square means a +0.8V/-0.8V input pair and a light blue square means a -0.6V/+0.6V input pair. 
The input pattern is divided into 4 sub-images of a 2×2 size, with a stride of two. Each sub-image 
is unrolled into 1 column input vector (8 voltages) and fed into the network (8 rows) at each 
time. For each possible sub-image there is a corresponding convolutional filter implemented by 8 
memristor synapses in a column, with a total of 8 filters (8 columns) in the 8×8 array. The meas-
ured weights were depicted in Figure 13g after programming. The negative values of the convo-
lution matrices are mapped to the conductance of memristor cells by grouping memristors from 
adjacent rows to form a differential pair. The result of the convolution of the 8 filters to each 
sub-image are concurrently revealed by the firing of their corresponding diffusive memristor arti-
ficial neurons which serve the role of the ReLUs. This network can produce unique response for 
each input pattern, as illustrated in the Figure 13h and i, in the form of integration time and the 
maximum fire current. We have also verified the repeatability of the network by feeding the 8 
noise-free patterns in cycles to the network and record the average firing delay and current of 
neurons. The integration time of a noisy input is generally longer due to smaller inputs and thus 
smaller convolution results. Correspondingly, inputs with positive additive noise will usually fire 
faster. This proof of principle demonstration of the fully integrated memristive neural network 
comprising memristor-based artificial synapses and artificial neurons can be expanded to imple-
ment learning systems of larger complexity in an energy efficient manner, such as multilayer 
neuron networks. 
 Due to the efficient interplay between the artificial synapses and neurons, the fully memris-
tive neuron network is capable of unsupervised learning using STDP learning rule. STDP is the 
prevalent protocol of synaptic weights update in spiking neural networks. In this project, we de-
rived a simple STDP scheme to train a fully connected layer in an unsupervised way, which nat-
urally complements the convolution and ReLU layers and further enables a functional deep con-
volutional network. Since the drift memristor synapses encode the conditional probability32, the 
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neurons will tend to respond to the means of inputs associated with fire events, essentially carry-
ing out clustering of the inputs. This is experimentally demonstrated in Figure 14. Software pool-
ing and signal conversion are used to fit the output of ReLU layer to the input of the fully con-
nected layer. (See Figure 14a) Lateral inhibition is deployed, which is typical in fully connected 
feedforward networks to enhance the discrimination of the inputs and make the self-adapting net-
work energy efficient. After a few cycles of uncertainty where the conductance of synapses con-
centrates around the initial values (~100µS), the synapses are quickly attuned by the simple 
STDP rules. As shown in Figure 14d, undergoing either potentiation or depression, patterns of 
synapses of the N1, N2, and N3 neurons quickly gain similarities to the prototypical patterns in 
Figure 14a. (i.e. ‘11110000’, ‘11000011’, ‘00001100’) It is also noted that synapses may show 
different response to the learning rules. For instance, the 3rd synapse of N1 and the 7th synapse of 
N2 are much less potentiated, which may be due to the device-to-device variation of the thresh-
old conditions of the drift memristors. The quick divergence of conductance of drift memristors 
indicates a fast learning rate which is dependent on the firing time or pulse width of diffusive 
memristor neurons. Such convergence is also reflected by the magnitude (or threshold) of input 
patterns in Figure 14b. The magnitude of a specific pattern reduces in the first few cycles and 
then becomes stable. This is because diverged conductance of drift memristors tend to saturate so 
that further increment (decrement) in conductance will become more and more ineffective when 
they are close to the upper (lower) bound of the conductance range. Unsupervised learning was 
demonstrated for the first time in memristive neural network. 
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Figure 13 Fully integrated memristive neural network for pattern classification a. Optical micrograph 
of the integrated memristive neural network, consisting of an 8×8 1T1R memristive synapse crossbar in-
terfacing with 8 diffusive memristor artificial neurons (Each neuron used in this demonstration has an ex-
ternal capacitor.). b. Scanning electron micrographs of a single 1T1R cell. Memristive synapses of the same 
row share bottom electrode lines while those of the same column share top electrode and transistor gate 
lines. c. Cross-sectional transmission electron microscopy image of the integrated Pd/HfOx/Ta drift memris-
tor prepared by focused-ion-beam cutting. d. Scanning electron micrograph of a single diffusive memristor 
junction. e. High-resolution transmission electron micrograph of the cross-section of the 
Pt/Ag/SiOx:Ag/Ag/Pt diffusive memristor showing amorphous background SiOx with nano-crystalline thin 
Ag layers. f. The input pattern consists of 4 letters ‘UMAS’ with artificially added noise. Each input pattern 
consists of 4×4 pixels which are divided into four inputs (Input 1, Input 2, Input 3, and Input 4). Each input 
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covers a sub-array of 2×2 size (4 pixels) of the original pattern using differential pairs as listed. Triangular 
voltage waveforms are fed to the 8 rows of synapses of the network. g. Measured conductance weights of 
the memristors after programming the 8 convolutional filters (1 filter per column) onto the 8×8 array using 
a differential pair scheme. Each of the 8 columns is interfacing with a diffusive memristor neuron at the 
end of the column. h-i. Measured integration time and maximum amplitude of fire current of the artificial 
neurons as responses to the ‘UMAS’ input patterns. Each individual input pattern is associated with its 
unique firing pattern of the 8 artificial neurons. The ideal output patterns are marked by the dots (circles) 
for neurons with positive (negative) fire current flowing out of the network. 

 

 
Figure 14 Unsupervised training of a fully connected network based on the integrated all-memristive 
neural network a, The schematic diagram of the 8×3 network with inputs based on the outputs of the 
neurons in Figure 4. The prototypical patterns of neurons after training correspond to the input letters 
“U/M”, “S”, and “A” in Figure 4, respectively. b-d, The input patterns (peak voltages of triangular wave-
forms), peak neuronal currents, and synaptic weights at each training cycle. The synapses of the N1, N2, 
and N3 neurons quickly diverge from the initial 100µS and evolve to patterns with increasing similarities 
to the prototypical patterns in a. The magnitude of input patterns in b reduces in the first few cycles and 
becomes stable due to conductance saturation of the diverged drift memristor synapses. 
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5.0.CONCLUSIONS 
We have demonstrated the first analog-vector and analog-matrix VMM utilizing crossbars with 
over 8,000 memristors, with an equivalent six bit or 64 level precision and 99.8% device yield. 
The device resistance states were precisely tuned and the IV characteristics were linear, ideal for 
analog computing. We successfully implemented some important applications for IoT and edge 
computation, including signal processing, image compression and convolutional filtering.  The 
energy efficiency of the system was over 119.7 trillion equivalent OPS/W operation given the 
readout process can be done in 10 ns, and is expected to increase significantly at shorter readout 
time. The results here represent an encouraging advance in hardware implementation of compu-
ting using emerging devices and provide a promising path towards energy-efficient analog com-
puting based on memristors. 
 In addition to inference, we have demonstrated the in-situ and self-adaptive learning capabil-
ity of a multilayer neural network built by monolithically integrating memristor arrays onto a 
foundry-made CMOS substrate. The transistors enabled reliable, linear and symmetric synaptic 
weight updates, allowing the network to be trained with standard machine learning algorithms. 
After training with a stochastic gradient descent algorithm on 80,000 images drawn from the 
MNIST training set, we achieved 91.71% accuracy on the complete 10,000-image test set. This 
accuracy is only 2.4% lower than an idealized simulation despite an 11% defect rate for the 
memristors used. The demonstrated performance with in-situ online training and inference sug-
gests that memristor crossbars are a promising high speed and energy efficiency technology for 
artificial intelligence applications. The software neurons used in this demonstration indicate that 
a hybrid digital processor and neuromorphic analog approach for DNNs can be effective, but all 
of the software functions used in the present demonstration can be integrated as hardware onto a 
full-function chip in the near future. Furthermore, reinforcement learning has also been demon-
strated with memristor crossbar array to accelerate the vector matrix multiplications.   
  Towards spiking neural networks, we have constructed and demonstrated a new class of 
memristors as synaptic emulators that function primarily based on diffusion (rather than drift) 
dynamics. The microscopic nature of both the threshold switching and relaxation of the diffusive 
memristor is revealed for the first time by in situ HRTEM and explained by nanoparticle dynam-
ics simulation. The Ag dynamics of the diffusive memristors functionally resemble the synaptic 
Ca2+ behavior in chemical synapses and lead to a direct and natural emulation of multiple synap-
tic functions for both short-term and long-term plasticity, such as PPF, PPD, PPD following PPF, 
SRDP and STDP. In addition to providing a synapse emulator, the diffusive memristor can also 
serve as a selector with a large transient nonlinearity that is critical for the operation of a large 
crossbar array as a neural network. The results here provide an encouraging pathway toward syn-
aptic emulation using diffusive memristors for neuromorphic computing. 
 In addition to artificial synapse, we have demonstrated a stochastic leaky integrate-and-fire 
artificial neuron based on a discrete scalable diffusive memristor, featuring Ag dynamics similar 
to that of actual neuron ion channels, representing to date the simplest and yet faithful realization 
of electronic neural functionality, in contrast to traditional approaches requiring tens to hundreds 
of CMOS devices. Physics-based simulations reproduce our experimental observations and thus 
enhance our understanding of the interplay between memristor dynamics and circuit RC effects. 
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Utilizing the integrate-and-fire function, the artificial neurons have performed unsupervised syn-
aptic weight updating and pattern classification for the first time on deep integrated neural net-
works comprising only memristors. 
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LIST OF SYMBOLES, ABBREVIATIONS, AND ACRONYMS 

ACE Analog Computing Engine 

ADC Analog-to-Digital Converter  

ALD Atomic Layer Deposition  

ASIC Application Specific Integrated Circuit 

BEOL Back End Of the Line 

CMOS Complementary Metal-Oxide-Semiconductor 

CNN Convolutional Neural Network 

DAC Digital-to-Analog Converter 

DNN Deep Neural Network 

HRTEM High-Resolution Transmission Electron Microscopy 

ISR  Intelligence, Surveillance and Reconnaissance 

IV Current-Voltage 

LoG Laplacian of Gaussian 

MNIST  Modified National Institute of Standards and Technology 

MOS Metal-Oxide-Semiconductor 

PPD Paired Pulse Depression 

PPF Paired Pulse Facilitation 

RC Resistance-Capacitance 

ReLU Rectified Linear Unit 

RIE  Reactive Ion Etch 

SD Standard Deviation 

SGD Stochastic Gradient Descent 

Si Silicon 

SRDP Spike Rate Dependent Plasticity 

STDP Spike Timing Dependent Plasticity 

TEOS Tetraethyl Orthosilicate 

TIA Trans-Impedance Amplifier 

TOPS/W Tera Operations Per Second per Watt 

VMM Vector Matrix Multiplication 

1T1M One-Transistor-One-Memristor 

1S1M One-Selector-One-Memristor 
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