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1. Introduction 

During externally applied mechanical insults to the head, such as blast or impact 
loading, the skull protects the brain from injuries. Design and evaluation of the 
effectiveness of head protection devices and concepts depend on the ability to 
understand the mechanical response of cranial bone to these external loads. 
Mechanical properties obtained from other bones cannot be used to describe the 
skull a priori because different bones have different micro-structural details 
affecting the apparent mechanical response of these bones (Morgan and Keaveny 
2001, Morgan et al. 2003). For example, cranial bones have a three-layer sandwich 
structure. The outer layer closest to the skin is referred to as the outer table 
(identified as OT), while the inner layer closest to the brain is referred to as the 
inner table (identified as IT). The middle layer is known as the diploë, and will also 
be referenced in this report as the mid-diploë (MD). The outer and inner tables are 
made of dense cortical bone (generally less than 30% porosity), while the diploë is 
highly porous (Alexander et al. 2017). This sandwich structure of the skull is in 
contrast to long bones, such as those found in the extremities, where the dense 
cortical bone is found only at the outer most surface nearest to the skin (Sanborn  
et al. 2015; Weerasooriya et al. 2016). 

Cranial bone also differs in the arrangement of its osteons. Osteons are substructural 
elements found in cortical bone, and are cylindrical arrangements of collagen-
reinforced lamellae that contribute to the stiffness of the bone (Mow and Huiskes 
2005; Weerasooriya et al. 2016). The long axis of the osteonal cylinders are 
arranged in the direction of loading in typical load-bearing bones such as the femur. 
However, the few studies investigating the osteonal arrangement in the skull 
cortical bone have concluded that cranial osteons do not show similar trends 
(Dempster 1967; McElhaney et al. 1970; Alexander et al. 2017; Boruah et al. 2017). 

Previous studies have directly characterized the mechanical response of human 
cranial bone through three-point bending (Hubbard 1971; Motherway et al. 2009; 
Auperrin et al. 2014; Rahmoun 2014), tension (Boruah et al. 2017), shear (Robbins 
et al. 1969; McElhaney et al. 1970) and compression (Robbins and Wood 1969; 
McElhaney et al. 1970; Boruah et al. 2013). However, much variability exists in 
the data, likely due to natural variability in skull microstructure and bone material 
as well as differences in testing methods and type of loading. For example, 
researchers have concluded that large standard deviations within their own studies 
are likely due to structural variations (McElhaney et al. 1970; Motherway et al. 
2009). US Army Research Laboratory (ARL) researchers have previously 
quantified the significant skull-to-skull variation in the thickness of each of the 
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three layers (boundaries defined by the 30% porosity threshold) of the sandwich 
structure (Alexander et al. 2017). With regard to test methods, Keaveny et al. has 
shown that calculating the modulus of trabecular bone using the test machine 
motion can yield results that range between 10% and 260% of the true modulus due 
to a number of testing artifacts (Keaveny et al. 1993).  

The microstructurally based mechanical properties for porcine cranial bone have 
been previously reported for two different miniature porcine breeds, the Göttingen 
and Yucatan (Alexander et al. 2016; Gunnarsson et al. 2018). To avoid potential 
artifacts, strain data from the quasi-static compression tests were measured directly 
on the specimen using digital image correlation (DIC). The change of modulus 
through the thickness of the specimen, which depends on the local porosity, was 
calculated from local strain obtained from the DIC measurements. After observing 
banding of strain distribution with depth during mechanical compression, 
Alexander et al. (2016) proposed a layered porous structure for skull bone as a 
function of depth. The morphology of the bone was measured with high-resolution 
microcomputed tomography (micro-CT). Both the measured moduli and 
morphological data showed a large gradient from the inner (brain) to the outer 
(skin) surfaces of the bone. Power-law relationships had been previously used to 
relate the far-field modulus of bone to its density or other correlative measures of 
the bone volume fraction (Helgason et al. 2008). A power-law relationship was 
used to relate the localized moduli to the localized bone volume fraction in the 
animal cranial bone, in order to account for the observed gradient in the measured 
moduli and corresponding morphologies. These depth-dependent modulus 
relationships were then directly implemented into a computational model of the 
porcine skull (Thompson et al. 2016). The simulation results showed that 
implementing depth-dependent mechanical properties for the skull during impact 
loading significantly influenced the peak pressure predicted in the brain. 

The detailed morphological variations of human cranial bone were measured using 
a high-resolution micro-CT, and have been previously reported (Alexander et al. 
2017). The change of porosity as a function of depth was measured, and the 
variation between the frontal and parietal bones, as well as between different 
donors, was quantified to identify the intra- and inter-skull variability. Additionally, 
a method was developed to quantitatively identify the boundaries of the three layers 
of the skull (outer table, diploë, and inner table) using the porosity-depth profile. 
Using a quantitative technique to define the layer boundaries was an improvement 
compared to the majority of previous literature (e.g., McElhaney et al. 1970; 
Hubbard et al. 1971; Peterson and Dechow 2002, 2003), which qualitatively 
defined the layer boundaries using visual inspection. 
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Here, the morphology of the human skull was related to its mechanical response by 
further extending the techniques previously reported for the animal skull 
(Alexander et al. 2016). Several human skull specimens from the previous 
morphological study (Alexander et al. 2017) were mechanically loaded in quasi-
static compression. Two cameras were used to capture the resulting deformation on 
two adjacent speckled specimen faces. DIC was used to measure the full-field 
specimen surface strain distribution during deformation. Specimens were assumed 
to consist of layers acting in series as described by Alexander et al. (2016). Initial 
elastic moduli of each layer were calculated using a constant uniaxial stress 
assumption within the specimen and the measured average strain within layers. A 
power relationship was used to represent the local bone volume fraction (BVF) and 
the local modulus. The relationship was used to predict the porosity-dependent 
moduli of all specimens using the measured porosity distributions, as well as the 
solid bone modulus of the skull bone material. The moduli were averaged over 10 
equally thick layers and are included in this report, along with the average moduli 
for each of the three layers of the sandwich structure (outer table, diploë, and inner 
table). 

2. Methods 

2.1 Specimen Extraction and Preparation 

Bone specimens were extracted from the skull of a postmortem human subject 
(PMHS). These specimens were used from a previous study on skull morphology, 
which fully detailed the donor information and extraction methodology (Alexander 
et al. 2017). All testing was done in accordance with ARL’s Policy for Use of 
Human Cadavers for Research, Development, Test, and Evaluation under the 
guidance and oversight of the ARL Human Cadaver Review Board and the ARL 
Safety Office. The skull did not have a history of musculoskeletal diseases nor did 
it demonstrate any macroscopic pathological changes near the specimen extraction 
sites. In this report, specimen labeling will follow the previously established 
convention, with precise in-situ locations on the skull having been already 
documented (Alexander et al. 2017). The specimens originated from the frontal 
bone of Skull 04 (79 years old). The dimensions on the outer surface were 
approximately 8 × 8 mm, and the specimens included the entire skull thickness. All 
specimens were stored in individual vials filled with Hank’s Buffered Saline 
Solution (HBSS) at 4 °C. 
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2.1.1 Composite Specimens 

Three specimens were wet-sanded so that the outer and inner surfaces were flat and 
parallel for compression loading. Sandpaper (180 grit) and a custom lapping device 
were used for wet-sanding. These specimens will be hereafter referred to as 
composite specimens, since they consisted of the outer and inner tables as well as 
the diploë. The labels of the composite specimens, according to previous 
convention (Alexander et al. 2017), were 04-06, 04-07, and 04-09. Their precise  
in-situ location relative to the skull sutures was also previously documented 
(Alexander et al. 2017). 

2.1.2 Table Specimens 

Table specimens, consisting only of the outer or inner table, were prepared from 
five other specimens to estimate the compressive failure strengths of the tables:  
04-01, 04-02, 04-03, 04-04, and 04-08. Four of these specimens, 04-01, 04-02,  
04-03, and 04-04, were first compressed in preliminary experiments using epoxy 
endcaps (Appendix A), which caused the diploë to fail very early with almost no 
strain in the table sections of the specimen. Afterwards, the diploë of each of these 
specimens was cut through to separate the outer half of the specimen from the inner 
half. Specimen 04-08 was cut through the diploë into two halves with a razor blade 
prior to any experimentation. For all of the specimens, each half was then wet-
sanded to remove the diploë, as determined by visual examination, leaving only the 
inner and outer table as two separate specimens. Thus, each of the five specimens 
yielded an outer table specimen and an inner table specimen. These 10 table 
specimens will be referred to using the previous convention with the suffix OT or 
IT. 

2.2 Morphological Characterization 

After sanding, the composite and table specimens were imaged using a desktop 
micro-CT scanner (Skyscan 1172, Bruker microCT, Belgium). The following scan 
settings were used: 62 kV, 161 µA, 0.15° rotation step, and 10 images averaged for 
each acquired image. The isotropic voxel size was 5.31 µm. The specimens were 
wrapped in HBSS-soaked gauze and placed in a radio-translucent tube to keep them 
hydrated during micro-CT scanning. Image postprocessing followed the same 
procedures as previously described for the unsanded specimens (Alexander et al. 
2017). As a result, each specimen was represented digitally as a stack (series) of 
roughly 1000 images separated along the depth dimension by a thickness equal to 
the isotropic voxel size (5.31 µm). The stack of images was oriented such that the 
normal to the outer table surface was aligned to the loading direction. Each image 
in the stack represented a cross-sectional slice (Fig. 1c), perpendicular to the normal 
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of the outer surface, and of a thickness equal to the isotropic voxel size (5.31 µm). 
Figure 1 shows micro-CT scanned examples from Specimen 04-06.  

 

Fig. 1 Micro-CT results for Specimen 04-06: a) A 3-D visualization of the specimen, with 
the outer surface on the top and inner surface on the bottom; b) a through-thickness image, 
with the outer surface on the top and the inner surface on the bottom; and c) a cross-sectional 
image slice, taken in the diploë of the specimen. 

2.3 Experiments 

2.3.1 Composite Specimen Compression 

The composite specimens were compressed using an Instron servo-hydraulic 
loading frame (Instron 1331 with a 5000-lb load cell) in displacement-control 
mode. The specimen was loaded with the two outer surfaces contacting the Instron 
platens. Therefore, the user-defined displacement was applied in the through-
thickness dimension, which will be referred to as the y-dimension (Fig. 1). The four 
free, nonloaded sides of the specimen will be referred to as the specimen faces. The 
faces included the entire thickness dimension, from the outer to inner surfaces. Prior 
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to loading the specimens, two adjacent faces (joined by a single edge) were spray 
painted to apply speckle patterns necessary for DIC measurement of displacements. 
The compression platens of the Instron loading frame were also speckled to enable 
DIC tracking of the relative movement between the two platens, which were 
directly in contact with the specimen. DIC tracking of the platen movement 
provided a more accurate determination of the global specimen strain than the 
machine displacement, which includes the machine compliance, as shown in 
Appendix B.  

Two cameras (Point Grey Research Grasshopper; 12.3 megapixels; resolution = 
2824 × 4240) were used to capture the deformation of the two adjacent speckled 
faces during deformation. As shown in Fig. 2, one camera was focused on the left 
face (referred to as the left camera), and the other camera was focused on the right 
face (referred to as the right camera). The field of view of the cameras included part 
of the speckle patterns on the loading platens (Figs. 2b and 2c). The images of the 
speckle patterns were postprocessed using VIC-2D (Correlated Solutions Inc.) to 
calculate displacement and strain fields. The subset size used for correlations varied 
across specimens and was based on speckling and image quality: 55 pixels for both 
cameras of Specimens 04-06 and 04-07, and 45 pixels for both cameras of 
Specimen 04-09. 

Machine displacement was specified to achieve a nominal strain rate of 0.001/s, 
with load and displacement data recorded during loading. The experiments were 
stopped when macroscopic damage of the specimen surface obscured the speckle 
pattern (Section 3.2). 
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Fig. 2 Experimental setup: a) Instron loading frame with two cameras and specimen prior 
to compression (detail shown in inset). Typical camera images are shown in b) and c), both 
from Specimen 04-06. 

2.3.2 Table Specimen Compression 

The table specimens were loaded in order to obtain their compressive failure 
strength. The same load frame, displacement rate, and cameras were used as for the 
composite specimens. Experiments were stopped after macroscopic failure of the 
specimens was visually identified. 
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3. Results 

3.1 Porosity Variation 

3.1.1 Porosity-Depth Profiles 

Specimen porosity was measured using the micro-CT data. The change in porosity 
with depth was calculated using the same method as previously described 
(Alexander et al. 2017) with software by the micro-CT manufacturer (DataViewer 
and CTAn, Bruker microCT, Belgium). A volume of interest (VOI) was selected 
from the specimen’s image stack so as to include only the voxels corresponding to 
the specimen, including both bone and pores and excluding the specimen edge and 
surrounding media. An example showing the creation of the VOI for the whole 
specimen is shown in Fig. 3. The images were then binarized using an automated 
algorithm (Otsu 1975) such that white pixels represented bone and black pixels 
represented porous space (air).  

 

Fig. 3 Schematic of the VOI selections for Specimen 04-06. Examples show the area of 
interest (AOI) drawn on cross-sectional (x–z) images taken from the inner table, diploë, and 
outer table. The AOIs drawn for the creation of the whole-specimen VOI are shown in orange. 
The AOIs drawn for the creation of the sub-VOIs corresponding to the right and left cameras 
are shown in green and blue, respectively. 
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After rotation of the specimen was applied during postprocessing (Section 2.2), the 
image stack was aligned to the thickness dimension of the specimen. Each image 
within the stack was normal to the axis connecting the outer surface to the inner 
surface. The average porosity, 𝑃𝑃𝑖𝑖, was calculated for each cross-sectional image as 
the ratio of black pixels to total number of pixels within the VOI.  

Therefore, the porosity of each image was assigned as the porosity at the image 
depth along the image stack at 𝑑𝑑𝑖𝑖, 𝑃𝑃(𝑑𝑑𝑖𝑖) =  𝑃𝑃𝑖𝑖. This procedure for all images 
produced the porosity-depth profile of the specimen, 𝑃𝑃(𝑑𝑑). The depth of the 
specimen was then normalized, so that specimens of differing total thickness 
(depth) can be directly compared. The porosity-depth profile determined by this 
method represented an average over the entire specimen cross section (x–z plane in 
Fig. 1). 

For the composite specimens (IT-MD-OT), localized porosity-depth profiles were 
also calculated for the region of the specimen nearest to each of the cameras (left-
right). First, the position of the cameras was noted relative to prominent specimen 
features that were visually identifiable by the unaided eye. These features were then 
located in the 3-D visualization of the micro-CT dataset using the software 
DataViewer, which also allowed identification of several smaller microscopic 
features. Finally, the macroscopic and microscopic features were also located 
within the individual image slices in order to identify the sides of the image slices 
corresponding with the left and right cameras. After left-right identification, sub-
VOIs were created to represent the portion of the specimen nearest to each of the 
cameras. Each sub-VOI occupied between 9% and 19% of the area of the entire 
cross-sectional image. Figure 3 shows an example of the creation of sub-VOIs for 
the two cameras. The VOIs were then binarized and the porosity within the VOI 
was calculated using the same procedure as above. Figures 4–6 show the resulting 
porosity-depth profiles for Specimens 04-06, 04-07, and 04-09. 
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Fig. 4 The porosity-depth profile of Specimen 04-06 

 

 

Fig. 5 The porosity-depth profile of Specimen 04-07 
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Fig. 6 The porosity-depth profile of Specimen 04-09 

Figure 7 shows the 𝑃𝑃(𝑑𝑑) profiles of the table specimens overlaid on the 𝑃𝑃(𝑑𝑑) 
profile of the original specimens from which they were isolated. The 𝑃𝑃(𝑑𝑑) profiles 
of the source specimens had been obtained in the previous study (Alexander et al. 
2017). The positions of the 𝑃𝑃(𝑑𝑑) profiles of the table specimens along the depth 
dimension were determined by minimizing the least squares error between the 𝑃𝑃(𝑑𝑑) 
profiles of the original composite specimens and the table specimens. 
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Fig. 7 The porosity-depth profiles of the table specimens compared with the profile of the 
original (whole) specimen from which they originated 

3.1.2 Layer Thickness 

The thickness of the outer table, diploë, and inner table were calculated from the 
porosity-depth profile of each specimen following a previously presented method 
(Alexander et al. 2017). The method approximated the outer and inner tables as 
cortical bone and the diploë as trabecular bone. As mentioned in the previous report, 
it assumed that cortical bone is generally considered to have a porosity of less than 
30%, while trabecular bone has a porosity of greater than 30% (Mow et al. 2005).  

The method to find the transition points between layers started at the outer surface, 
where 𝑑𝑑 = 100%. At the outer surface, the cross-sectional porosity was always less 
than 30% (𝑃𝑃𝑑𝑑=100% < 30%, using the notation of P presented in Section 3.1.1). 
The method then iteratively checked each lower depth until the depth at which the 
porosity first exceeded 30% was found. This depth, 𝑑𝑑𝑂𝑂𝑂𝑂→𝑀𝑀𝑀𝑀, was taken as the 
transition point between the OT and the MD. The depth was then further decreased 
until the first time that the porosity was again less than 30%. The corresponding 
depth, 𝑑𝑑𝑀𝑀𝑀𝑀→𝐼𝐼𝑂𝑂, was noted as the transition point between the IT and the MD. Using 
the notation of Section 3.1.1, this process is summarized as follows: 
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𝑃𝑃(𝑑𝑑 > 𝑑𝑑𝑂𝑂𝑂𝑂→𝑀𝑀𝑀𝑀) < 30%, 
𝑃𝑃(𝑑𝑑𝑂𝑂𝑂𝑂→𝑀𝑀𝑀𝑀 > 𝑑𝑑 > 𝑑𝑑𝑀𝑀𝑀𝑀→𝐼𝐼𝑂𝑂) > 30%, 
𝑃𝑃(𝑑𝑑𝑀𝑀𝑀𝑀→𝐼𝐼𝑂𝑂) < 30%. 

The thicknesses of the outer table, diploë, and inner table, were calculated as 

𝑡𝑡𝑂𝑂𝑂𝑂 = 100% − 𝑑𝑑𝑂𝑂𝑂𝑂→𝑀𝑀𝑀𝑀  
𝑡𝑡𝑀𝑀𝑀𝑀 = 𝑑𝑑𝑂𝑂𝑂𝑂→𝑀𝑀𝑀𝑀 − 𝑑𝑑𝑀𝑀𝑀𝑀→𝐼𝐼𝑂𝑂 
𝑡𝑡𝐼𝐼𝑂𝑂 = 𝑑𝑑𝑀𝑀𝑀𝑀→𝐼𝐼𝑂𝑂 

These thicknesses are reproduced from the previous report (Alexander et al. 2017) 
in Appendix C. 

3.2 Apparent Mechanical Response 

The terms apparent stress and apparent strain will be used to refer to the far-field 
macroscopic stress and strain for the entire specimen structure. The apparent stress, 
𝜎𝜎𝐴𝐴, was calculated by normalizing the force output from the load cell by the 
nominal cross-sectional area of the specimen. The relative displacement between 
the metal platens was tracked using DIC. For the composite specimens, both the 
left and right cameras tracked the motion of the platens. The relative displacement 
for these specimens was calculated by averaging the results from the two cameras 
for each time point, although the difference between the two cameras in the platen 
displacement measurements was minimal. Apparent strain is not reported due to 
discrepancies found between the displacements of the metal platens and the 
displacements along the specimen-platen interface. 

3.2.1 Mechanical Response of Composite Specimens 

Figure 8 shows the apparent stress response for Specimen 04-06 as a representative 
example. The stress initially increased with displacement to the yield point, marked 
by A. This phase was considered as the elastic loading portion of the response. The 
stress then decreased with increasing displacement, which was visually confirmed 
to correspond to diploë failure and buckling. The decrease in stress continued until 
reaching some inflection point, marked as B, after which the stress again increased 
with displacement. This last phase corresponded to densification of the crushed 
diploë and eventual loading of the skull tables. The experiment was stopped during 
this last phase, when the majority of the specimen face was covered with extruded 
material. Figure 9 shows average strain in the loading direction from full-field DIC 
displacement measurements of the specimen faces.  
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Fig. 8 A representative example of the apparent average stress response (load/area) for the 
human skull specimens, taken from the results for Specimen 04-06. Point A corresponds to a 
yield point, point B corresponds to the inflection point after which stress again increases with 
displacement, and point C is taken during the reloading portion. 
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Fig. 9 DIC results for the specimen faces. Contours are of the surface strain in the 
compression direction (𝜺𝜺𝒚𝒚𝒚𝒚𝑨𝑨 ) for Specimen 04-06 at the yield point (A), inflection point (B), and 
during the reloading phase (C). The letters A, B, and C correspond with the markings of  
Fig. 8. The specimen height (distance between platens) at each point was: 9.39 mm at A, 8.89 
mm at B, and 6.93 mm at C. 

Figure 10 shows the apparent mechanical response for the three specimens 04-06, 
04-07, and 04-09; each were nonuniform structures with varying microstructures. 
The apparent stiffness during the initial loading phase was calculated for each 
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specimen. First, the displacement applied during the experiment was normalized by 
the original distance between platens. A linear regression was then fit to the initial 
portion of the loading curve.  

 

Fig. 10 The apparent average stress (load/area) as a function of displacement of the 
composite specimens 

The failure stress was calculated in three ways. For all three techniques, the failure 
stress used the load peak just prior to diploë collapse and fracture softening. The 
three techniques differed in the cross-sectional area (CSA) used to calculate the 
failure stress. The first technique used apparent specimen CSA obtained with 
calipers. This method did not account for the reduced CSA in the specimen due to 
porosity.  

The other two methods accounted for the reduced specimen CSA in the diploë 
region by normalizing the area by the BVF ratio in the diploë. Accounting for the 
reduced BVF provided a more accurate CSA to use in calculating failure stress for 
bone tissue, as the failure stress after elastic loading was driven by collapse and 
fracture of trabeculae in the diploë. The second method used the average BVF over 
the entire diploë region, while the third method used the diploë minimum BVF, 
therefore providing the smallest CSA and largest failure strength. Table 1 lists the 
apparent stiffnesses and failure stresses. 
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Table 1 Elastic and failure parameters from the apparent mechanical response of the 
nonuniform heterogeneous specimens  

Specimen 
Apparent 
stiffness 
(MPa) 

Apparent stress at 
diploë failure 

initiation 
(MPa) 

Bone tissue-level 
stress at failure 

initiation 
(MPa)a 

Bone tissue-level 
stress at failure 

initiation (MPa)b 

04-06 880 10.9 27.4 36.3 
04-07 1208 10.8 27.9 36.7 
04-09 1744 11.2 27.1 35.1 

a Using average BVF for the entire diploë. 
b Using minimum BVF in the diploë. 

3.2.2 Mechanical Response of Table Specimens 

As with the composite specimens, the failure stress was calculated as the stress at 
which the slope of the load-displacement response becomes zero. The failure stress 
at the bone tissue level was derived by calculating the CSA while accounting for 
the average BVF of the table specimen, similarly to what was used for the diploë 
in the previous section. For Specimen 04-08, only outer table results are reported 
because the test of 04-08 IT was stopped before the specimen failed. 

Table 2 Failure stress of the outer and inner tables 

 Specimen 
Apparent failure 

stress 
(MPa) 

Bone tissue-level stress at 
failure initiation 

(MPa) 

O
ut

er
 ta

bl
es

 

04-01 OT 294 316 

04-02 OT 232 255 

04-03 OT 231 253 

04-04 OT 274 293 

04-08 OT 245 273 

In
ne

r t
ab

le
s 

04-01 IT 160 208 

04-02 IT 146 177 

04-03 IT 199 253 

04-04 IT 187 230 

 

3.3 Local Mechanical Response 

The localized stress–strain response within the specimen was obtained using a 
modeling framework previously presented (Alexander et al. 2016). The specimen 
was modeled as a series of layers stacked in the depth dimension, with 10 equally 
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thick layers between the inner and outer surfaces. Local strain measures of the two 
adjacent specimen surfaces were obtained using the VIC-2D software (Correlated 
Solutions) to postprocess the speckle images captured from each camera during 
mechanical loading. The vertical strain in the loading direction, 𝜀𝜀𝑦𝑦𝑦𝑦, the horizontal 
strain, 𝜀𝜀𝑥𝑥𝑥𝑥, and the shear strain, 𝜀𝜀𝑥𝑥𝑦𝑦, were calculated over the specimen face as a 
function of time and location: 𝜀𝜀𝑦𝑦𝑦𝑦(𝑥𝑥,𝑦𝑦, 𝑡𝑡), 𝜀𝜀𝑥𝑥𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), and 𝜀𝜀𝑥𝑥𝑦𝑦(𝑥𝑥,𝑦𝑦, 𝑡𝑡). Then, for 
each layer, 𝑛𝑛, the layer-specific strains, 𝜀𝜀𝑦𝑦𝑦𝑦𝑛𝑛 (𝑡𝑡), 𝜀𝜀𝑥𝑥𝑥𝑥𝑛𝑛 (𝑡𝑡), and 𝜀𝜀𝑥𝑥𝑦𝑦𝑛𝑛 (𝑡𝑡) were calculated 
by averaging the strain data located within the x-y area of each layer. 

The stress of each layer, 𝜎𝜎𝑛𝑛, was assumed to be the same as the apparent stress 
calculated from the load cell, 𝜎𝜎𝑛𝑛 = 𝜎𝜎𝐴𝐴 (this assumption is analyzed in Section 4). 
The compressive stress–strain response of the layer was then plotted using 𝜎𝜎𝑛𝑛 and 
𝜀𝜀𝑦𝑦𝑦𝑦𝑛𝑛 . Finally, the localized modulus of each layer, 𝐸𝐸𝑛𝑛, was calculated from a linear 
fit to the initial portion of the stress–strain curve for that layer.  

3.4 Relating Morphology and Mechanics 

3.4.1 Modulus-BVF Power Relationship 

The bone volume fraction (BVF or 𝑓𝑓𝐵𝐵𝐵𝐵) of each image is defined as the number of 
pixels corresponding to the bone as a fraction of the total number of pixels in the 
image. Therefore, the BVF can be calculated by subtracting the porosity fraction 
from 1. The BVF-depth profile, 𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑) was obtained as  

 𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑) = 1 − 𝑃𝑃(𝑑𝑑).  (1) 

The average bone volume fraction of each layer was then calculated by averaging 
𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑) over the depth of the layer. 

Figure 11 plots the modulus of each layer (𝐸𝐸𝑛𝑛, Section 3.3) as a function of its 
average BVF. A power relationship was used to represent the layer modulus and 
the layer BVF, 𝐸𝐸 = 𝐸𝐸0(𝑓𝑓𝐵𝐵𝐵𝐵)𝑘𝑘 , where 𝑘𝑘 exponentially scales the effect of the BVF 
and 𝐸𝐸0 corresponds to the modulus of pure bone (100% dense bone). Pure bone 
material, or tissue, is defined as the completely solid portion of the specimen, with 
zero porosity (𝑓𝑓𝐵𝐵𝐵𝐵=1). In modulus units of GPa, the power law that was obtained 
minimizing the sum of squares of errors is given by  

 𝐸𝐸 = 8.755(𝑓𝑓𝑏𝑏𝑏𝑏) 
1.603

. (2) 
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Fig. 11 The modulus of each layer (𝑬𝑬𝒏𝒏) plotted as a function of the layer’s BVF. The 
resulting power relationship between modulus and BVF is shown together with the 95% 
confidence interval. 

3.4.2 Predicted Modulus-Depth Profiles for All Specimens 

The change of modulus as a function of depth through the specimens was predicted 
by applying Eq. 2 to the depth-variation of BVF, 𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑). The porosity-depth 
profiles were extracted from the micro-CT data of the 63 specimens reported 
previously (Alexander et al. 2017). The BVF profile of each specimen, 𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑), was 
then calculated using Eq. 1. Figure 12 provides an example of 𝑃𝑃(𝑑𝑑) and 𝐸𝐸(𝑑𝑑) for 
Specimen 04-01.  
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Fig. 12 The porosity-depth profile, 𝐏𝐏(𝐝𝐝), and modulus-depth profile, 𝐄𝐄(𝐝𝐝), for Specimen  
04-01. The transitions between the three sections (inner table, diploë, and outer table) are 
identified by the dashed vertical lines (Section 3.1.2). 

3.5 Localized Mechanical Properties 

In the following subsections, different simplifications are made to vary the amount 
of detail provided by the model proposed here. This allows researchers to choose 
the level of complexity, and therefore accuracy, of models for the skull based on 
these results. For each region of the skull, the variation of initial moduli as a 
function of the depth was calculated assuming 10 equally thick layers (Section 
3.5.1). In addition, the average initial moduli were calculated for the IT, MD, and 
OT layers (Section 3.5.2), which were the three-layer representation determined by 
30% porosity thresholds. Homogenized initial moduli were also calculated to 
represent the skull as a single layer (Section 3.5.2). 

3.5.1 Ten Equally Thick Layers 

The average porosity and average modulus for 10 equally thick layers were 
calculated for comparison with previous studies on the mechanical response of 
porcine skulls (Alexander et al. 2016). The depth profiles of the BVF (𝑓𝑓𝐵𝐵𝐵𝐵(𝑑𝑑)) and 
modulus (𝐸𝐸(𝑑𝑑)) were averaged over each 10% of the depth for all of the specimens 
from frontal bones (n = 36 specimens, 4 skulls). The same procedure was repeated 
for all of the specimens from the parietal bones (n = 27 specimens, 3 skulls). These 
results are shown in Figs. 13 and 14, and are presented in Table 3. 
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Fig. 13 The variation of porosity (left) and modulus (right) with depth, comparing the 
frontal and parietal specimens. Results were averaged over the specimens for each 10% of the 
depth, and results are shown as mean ± 1 standard deviation. 

 

Fig. 14 The porosity and moduli variations (Fig. 13) shown simultaneously. The dashed 
vertical lines indicate the intersection of the porosity curve with the porosity = 30% threshold, 
which was used to determine the transition between the inner table, diploë, and outer table 
(Section 3.1.2). 
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Table 3 Moduli and porosity for each of the 10 equally thick layers 

Deptha 

(%) 

Moduli 
(GPa) 

Porosity 
(%) 

Frontal Parietal Frontal Parietal 
0–10 7.1 ± 1.0 7.0 ± 1.0 12.8 ± 8.2 13.5 ± 8.1 

10–20 6.3 ± 1.1 4.6 ± 1.7 19.1 ± 9.2 33.9 ± 15.7 
20–30 5.6 ± 1.4 2.8 ± 1.3 24.6 ± 12.1 52.8 ± 14.4 
30–40 4.4 ± 2.1 1.7 ± 0.8 37.1 ± 19.6 65.7 ± 11.3 
40–50 3.1 ± 1.9 1.1 ± 0.4 50.0 ± 19.2 72.8 ± 6.9 
50–60 2.1 ± 1.0 1.1 ± 0.4 59.8 ± 11.9 72.8 ± 6.7 
60–70 2.1 ± 0.8 1.5 ± 1.0 59.8 ± 9.9 68.0 ± 11.9 
70–80 4.0 ± 1.8 3.1 ± 2.2 40.3 ± 17.7 50.6 ± 21.9 
80–90 7.8 ± 0.9 6.1 ± 2.0 6.9 ± 6.8 21.8 ± 18.2 

90–100 8.6 ± 0.1 8.1 ± 0.7 1.3 ± 0.7 5.2 ± 5.4 
a 0% depth corresponds to the inner surface, 100% to the outer surface 

 

3.5.2 Three Layers Based on Sandwich Structure and One Homogenized 
Layer 

The modulus-depth profile (𝐸𝐸(𝑑𝑑), Eq. 2) was also used to approximate far-field 
moduli for the inner table (𝐸𝐸𝐼𝐼𝑂𝑂), diploë (𝐸𝐸𝑀𝑀𝑀𝑀), and outer table (𝐸𝐸𝑂𝑂𝑂𝑂). For each 
specimen, the modulus-depth profile, 𝐸𝐸(𝑑𝑑), was averaged over the depth values 
corresponding to each of the three layers, which were previously determined 
(Section 3.1.2). Figure 12 included an example of these boundaries for Specimen 
04-01.  

The composite (homogenized) modulus of the whole specimen, 𝐸𝐸�, was also 
calculated from the far-field moduli of the three layers using the Reuss iso-stress 
assumption: 

 
1
𝐸𝐸�

=  𝑡𝑡𝐼𝐼𝐼𝐼
𝐸𝐸𝐼𝐼𝐼𝐼

+ 𝑡𝑡𝑀𝑀𝑀𝑀
𝐸𝐸𝑀𝑀𝑀𝑀

+ 𝑡𝑡𝑂𝑂𝐼𝐼
𝐸𝐸𝑂𝑂𝐼𝐼

. (3) 

Table 4 lists the layer and composite moduli averaged for each extraction grid. 
These results are also shown in Fig. 15. The results for each individual specimen 
are included in Appendix D. 
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Table 4 Moduli of each section and composite modulus (GPa, mean ± std) 

Skull Section Inner table Diploë Outer table Composite (𝑬𝑬�) 

Skull 04 Frontal 6.3 ± 0.4 2.0 ± 0.2 7.8 ± 0.2 3.0 ± 0.3 

Skull 04 Parietal 6.9 ± 0.3 1.9 ± 0.2 7.1 ± 0.3 2.5 ± 0.3 

Skull 06 Frontal 6.2 ± 0.8 3.1 ± 0.4 8.1 ± 0.1 4.4 ± 0.6 

Skull 06 Parietal 6.1 ± 0.7 2.0 ± 0.1 7.5 ± 0.5 2.5 ± 0.2 

Skull 07 Frontal 6.9 ± 0.3 3.2 ± 0.3 8.0 ± 0.1 4.4 ± 0.4 

Skull 10 Frontal 7.1 ± 0.3 2.1 ± 0.5 8.2 ± 0.1 4.0 ± 0.9 

Skull 10 Parietal 6.9 ± 0.5 1.8 ± 0.7 7.8 ± 0.3 2.7 ± 1.2 

Skull 04 (combined) 6.6 ± 0.5 1.9 ± 0.2 7.5 ± 0.5 2.7 ± 0.4 

Skull 06 (combined) 6.2 ± 0.7 2.5 ± 0.6 7.8 ± 0.4 3.5 ± 1.1 

Skull 10 (combined) 7.0 ± 0.4 2.0 ± 0.6 8.0 ± 0.3 3.4 ± 1.2 

(combined) Frontal 6.6 ± 0.6 2.6 ± 0.7 8.0 ± 0.2 4.0 ± 0.8 

(combined) Parietal 6.6 ± 0.6 1.9 ± 0.4 7.5 ± 0.5 2.6 ± 0.7 

(combined) (combined) 6.6 ± 0.6 2.3 ± 0.7 7.8 ± 0.4 3.4 ± 1.0 

Note: The results for each specimen are included in Appendix D. 

 

 

Fig. 15 The predicted moduli of each layer and the composite modulus (𝐄𝐄�), averaged for 
each extraction grid. These results are also reported in Table 4. Error bars represent ±1 
standard deviation, some of which are too small to be visible.
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3.5.3 Summary of Mechanical Response of the Inner Table, Diploë, and 
Outer Table 

Table 5 presents a summary for the modulus and failure stress of the inner table, 
diploë, and outer table. The data was taken from the results of direct 
experimentation of the composite specimens (Section 3.2.1) and table specimens 
(Section 3.2.2), together with the modeling results (Section 3.5.2). 

Table 5 Summary of mechanical response for the inner table, diploë and outer table (mean 
± std) 

 Inner table Diploë Outer table Composite 

Modulus (GPa) 6.6 ± 0.6a 2.3 ± 0.7a 7.8 ± 0.4a 3.4 ± 1.0a 

Failure strength (MPa) 173 ± 24b 11.0 ± 0.2c 255 ± 28b 11.0 ± 0.2c 
a From results of the E-BVF model and morphology (Section 3.5.2) 

b From experimental results of the table specimens (Section 3.2.2) 

c From experimental results of the composite specimens (Section 3.2.1) 

 

4. Discussion 

4.1 Apparent Structural Response of the Composite Specimens 

The composite heterogeneous skull specimens were mechanically compressed as 
complete structures. The apparent stress–strain response was obtained using force 
measurements from the load cell of the testing machine and far-field displacement 
measurements from DIC of the speckled platens. The stiffness calculated from the 
slope of the initial linear portion of the apparent stress–strain response therefore 
represents the structural modulus of the entire thickness of the specimen, and the 
results ranged between 0.9 and 1.7 GPa. The few previous studies, where the entire 
structure was loaded in compression, do not present a conclusive range of values 
for the apparent modulus or stiffness. For example, the present stiffness numbers 
are similar to the ranges of stiffnesses reported by Robbins et al. (0.7–3.6 GPa) and 
McElhaney et al. (2.4 ± 1.4 GPa) (Robbins et al. 1969; McElhaney et al. 1970). In 
contrast, Boruah et al. reported lower stiffness values of 0.5 ± 0.1 GPa (Boruah  
et al. 2013). Considerations for inter-study comparisons are further discussed in 
Section 4.3. 

The apparent stress–strain response of the human skull specimens exhibited 
approximately three different phases during uniaxial compression: initial loading, 
diploë buckling and failure, and further reloading. The first phase was the initial 
loading of the complete structure. This phase included an initial random “toe” 
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region, which likely arose from contact between the platens and any surface 
artifacts or roughness on the outer and inner surfaces of the specimens, as others 
have also observed (Boruah et al. 2013). After the “toe” region, the stress increased 
almost linearly with deformation until the yield point.  

The yield point likely corresponded with the beginning of trabeculae failure inside 
the diploë, as others have also concluded (Boruah et al. 2013; Robbins et al. 1969). 
This conclusion was supported by the observation that material was ejected from 
the middle portion of the specimen as it was loaded beyond the yield point. 
Moreover, at the “yield”, DIC started to break down in the diploë region due to 
strain localization accompanied with pockets of concentrated large deformation 
zones, as seen in Fig. 9a. Examples of ejections could be seen in the images of  
Fig. 9 taken after the yield point (Figs. 9b and 9c). Furthermore, the outer and inner 
tables appeared intact even after the final loading was completed, further showing 
that failure occurred within the diploë. This is to be expected, as the tables are 
denser than the diploë. 

Since yield was associated with failure in the diploë, the failure stress of the 
composite specimens at the bone tissue level was approximated by accounting for 
the porosity of the diploë (last two columns of Table 1). Similarly, the bone-tissue-
level failure stress within the table specimens was derived by accounting for their 
average porosity (last column of Table 2). The goal was to compare these bone-
tissue-level failure stresses within the composite and table specimens. However, 
the failure stresses of the composite specimens were still an order of magnitude less 
than those for the table specimens, even after normalizing the CSA by the peak 
values of porosity within the diploë. This result is likely due to the fact that the bone 
material within the diploë is not vertically aligned in the loading direction, but is 
instead arranged at various angles from vertical. The dissimilarity in failure stresses 
underlines the influence of the microstructural arrangement of the bone within the 
diploë on the mechanical properties. 

All three specimens exhibited a decrease in stress after the yield point, prior to the 
reloading phase. The post-yield decrease in stress prior to reloading has not been 
universally observed in the skull, with some specimens showing only a stress 
plateau or simply a kink in the stress–strain response (Robbins et al. 1969; Boruah 
et al. 2013). However, Robbins et al. reported that the post-yield decrease in stress 
was the most commonly observed response (Robbins et al. 1969). The variation 
could be due to variation in the porosity of the diploë. It could also be due to 
differences in strain measurement method, since test machine compliance affects 
the final displacement measurement. Cellular materials such as foams and 
honeycombs have also been shown to exhibit three-phase responses, with variation 
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in the overall shape of the stress–strain response arising from the relative density 
and microstructure (Gibson and Ashby 1997). 

The stress–strain response during reloading had a lower slope than the initial 
loading phase, as also observed in previous studies (Robbins et al. 1969; Boruah et 
al. 2013). The lower slope of the reloading phase is likely caused by densification 
of the failed diploë material. However, during further compression, the specimen 
continued to solidify until the relatively solid table regions started to carry 
significant load. This caused the slope of the reloading phase to increase with 
displacement in the densification region (green region of Fig. 8).  

4.2 Layered Response 

A simplified material model was used to extract depth-dependency of the initial 
modulus. The power relationship of Eq. 2 related the localized modulus to the 
localized BVF. The parameter 𝐸𝐸0 = 8.8 GPa corresponds to the modulus for pure 
bone (BVF = 100%, also referred to as the bone tissue modulus). There have only 
been a few other studies that have reported the tissue modulus for human cranial 
bone using modeling techniques, though the results have not been conclusive (e.g., 
Rahmoun et al. 2014; Boruah et al. 2017). Rahmoun et al. loaded cranial bone in 
three-point bending and used anisotropic and isotropic models to calculate the 
tissue modulus as 4.9 or 3.8 GPa, respectively (Rahmoun et al. 2014). On the other 
hand, Boruah et al. tested the outer table in dynamic tension and reported a tissue 
modulus of 18.5 GPa (Boruah et al. 2017). The differences could be attributed to 
the assumptions that are used during different modeling concepts and also to the 
variations in loading type and experimental procedures. 

In this report, the modulus-depth profiles were averaged by three methods. In the 
first method, the depth dimension was divided into 10 layers of equal thickness and 
the modulus was averaged over each layer. This method allowed comparison of 
human skull moduli with previously obtained moduli for the cranial bone of the 
adolescent Göttingen minipig (Alexander et al. 2016). In that study, the depth 
dimension was divided into 10 layers of equal thickness due to the observed 
porosity gradient along the depth of the bone. In contrast to human skull, the 
average BVF-depth profile of the adolescent minipig skull gradually decreased 
from the inner surface (72%) to the outer surface (36%). Figure 16 compares the 
BVF-depth and modulus-depth profiles between the human and the Göttingen 
minipig. 
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Fig. 16 The modulus and porosity variations through the depth of the skull, comparing the 
results of the human frontal and parietal skull bones with the adolescent Göttingen minipig 
(minipig data taken from Alexander et al. 2016). 

The 10-layered moduli profile could be used in finite element simulations that 
model the skull by dividing the through-thickness dimension into 10 equally thick 
layers, thus approximating the modulus variation in the skull with more biofidelity 
compared to using a single modulus for all of the skull. The 10-layer approach has 
been used by Thompson et al. to simulate an impact to the head of the Göttingen 
minipig (Thompson et al. 2016). As part of the study, the response of a 10-layered 
skull with depth-dependent material parameters was compared to the response of a 
single-layer homogenized skull. A significant difference was found in the 
magnitudes of the initial positive and negative peak pressures resulting from the 
impact, as measured in the center of the brain, which could affect cellular-level 
injury thresholds. Furthermore, it can be expected that even greater differences 
would be seen between depth-dependent and homogenized material parameters in 
the case of the human skull, since the human skull shows a much greater change of 
BVF with depth than does the Göttingen minipig (Fig. 16).  

The modulus-depth profiles were also averaged over only three layers, 
corresponding to the outer table, diploë, and inner table, following the widely used 
assumption that through the thickness porosity profile of the human skull can be 
divided into three distinct layers. This method provided moduli for the three layers, 
which could be used in finite element models assigning different material properties 
to the three layers of the sandwich structure of the skull (e.g., Viano et al. 2005; 
Mao et al. 2013; Sahoo et al. 2016). Some of the previous studies have isolated and 
directly mechanically loaded the outer and inner tables (Wood et al. 1971; Boruah 
et al. 2017), as well as the diploë (Melvin et al. 1969). These studies were 
challenged by the variation of porosity through the thickness of the layer as well as 
by a lack of a specific quantitative definition for the thicknesses of these layers. 
Previous experimental studies on the cortical layers have shown higher moduli than 
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the results presented here for the outer and inner tables (7.8 ± 0.4 and 6.6 ± 0.6 GPa, 
respectively). For example, Wood et al. measured the tensile modulus of the outer 
and inner tables to range from 10.3 to 22.1 GPa, based on increasing the strain rate 
from 0.005 to 150/s (Wood et al. 1971). Similarly, Boruah et al. measured the 
modulus of the outer table to be 12.0 ± 3.3 GPa, as tested under dynamically applied 
tension (Boruah et al. 2017). Some possible reasons for these discrepancies are 
discussed in Section 4.3. On the other hand, the modulus of the diploë (2.3 ± 0.7 
GPa) in this study falls within the 0.4- to 2.8-GPa range reported by Melvin et al. 
for bones tested by compression (Melvin et al. 1969). 

4.3 Limitations, Assumptions and Inter-Study Comparisons 

Discrepancies between the present results and previous literature are likely due to 
different testing techniques in addition to the limitations and assumptions in each 
study. Material properties obtained from mechanical characterization of bone are 
highly sensitive to the experimental protocols, as bone is a complex, heterogeneous, 
multi-scale biomaterial. This especially hinders inter-study comparisons for the 
case of the human skull because the literature is already sparse. For example, 
several of the studies mentioned previously were based on either tension tests (e.g., 
Wood et al. 1971; Boruah et al. 2017) or bending tests, which involve a combination 
of compression and tension (e.g., Motherway et al. 2009; Rahmoun et al. 2014). 
However, the mechanical properties of bone in compression and tension are not the 
same, as has been shown, for example, for ultimate strains and stresses (Keaveny 
et al. 2004). Furthermore, the modulus of bone has been shown to vary with loading 
rate (Wood et al. 1971; Sanborn et al. 2015). The few studies that have reported the 
apparent, far-field compression response of human skull specimens have used 
differing strain rates (McElhaney et al. 1979; Robbins et al. 1969; Boruah et al. 
2013), ranging from the quasi-static rate (0.001/s) of the present study to 3/s 
(Boruah et al. 2013), thus further complicating inter-study comparisons. Other 
variables that influence the measured mechanical properties include the method and 
location of the strain measurement (Keaveny et al. 1993) and the method of 
preservation of bone samples. Embalming bone specimens has been shown to 
significantly lower the compressive modulus, when kept embalmed for long 
periods (Ohman et al. 2008). This study used direct measurements of the surface 
strain using DIC on unembalmed bone specimens.  

Differences in the method of identification of the boundaries of the three layers of 
the human skull sandwich structure further impede inter-study comparisons of the 
three-layer moduli values. The current study derived the moduli of the outer table, 
diploë, and inner table (Section 3.5.2) by identifying the boundaries of these three 
layers with a quantitative method based on the porosity of the cross-sectional 
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micro-CT images (30% porosity threshold). This method of layer identification 
differed from the many previous methods, which were based solely on subjective 
visual inspection, either with or without microscopy (McElhaney et al. 1970; 
Hubbard et al. 1971; Wood et al. 1971), and also from the few recent studies that 
have used other quantitative methods (e.g., Boruah et al. 2013).  

The present compression study was limited in sample size, and composed of 
specimens from a single donor of advanced age: Skull 04, 79 years of age 
(Alexander et al. 2017). Ideally, a much broader sample size, to include more 
donors of various ages with specimens from other bones and skull locations, would 
complete the study.  

The current study required sanding the inner and outer surfaces of the compression 
samples to obtain flat and parallel loading surfaces; this is not ideal, as it is possible 
that the sanding motion introduced shear loading, and could appreciably damage 
the diploë, thus altering the measured properties. Preliminary experiments were 
performed to try to avoid sanding the specimens by potting them in custom-created 
epoxy endcaps. These experiments are briefly discussed in Appendix A. However, 
the results indicated that using epoxy introduced artifacts in the results, especially 
at the interfaces, which influenced the outcomes. Therefore, sanding was used to 
minimize the confounding factors from additional materials as well as to minimize 
edge effects by creating flat contact surfaces. A customized lapping device was 
used to minimize the amount of force exerted on the specimen during sanding. 
Furthermore, cursory examination of the micro-CT images taken after sanding did 
not show damage to the diploë at the length scales that were used with the micro-
CT.  

Several assumptions were used in processing the experimental results to extract the 
depth-dependent modulus 𝐸𝐸(𝑑𝑑), relate 𝐸𝐸(𝑑𝑑) to the porosity-depth profile, and 
finally to predict the 10-layer and 3-layer moduli values. The depth-dependent 
modulus was obtained by assuming the specimen could be separated into 10 distinct 
layers acting in series (uniaxial stress is the same within each layer). This modeling 
framework was previously used to analyze the response of the Göttingen minipig, 
where the accompanying report presents and discusses the underlying assumptions 
in more detail (Alexander et al. 2016).  

There were two basic assumptions involved with the modulus calculation. First, the 
specimens were transversely isotropic on the macroscopic, far-field scale such that 
the modulus was assumed to vary only with depth (from the brain-most to the skin-
most surfaces). The modulus was assumed to be constant across the perpendicular 
plane (orthogonal to the depth dimension) and insensitive to the location in the 
perpendicular plane. This assumption of transverse isotropy has been supported by 
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the literature for the dense tables of the skull, either by direct mechanical 
characterization of specimens from different transverse orientations (McElhaney et 
al. 1970; Wood et al. 1971), finite element modeling (Boruah et al. 2017), or 
visualization of the osteonal structure (Alexander et al. 2017). The diploë has also 
been assumed to be transversely isotropic, as shown through mechanical 
characterization and visualization (McElhaney et al. 1970).  

The other assumption used in the modeling procedure was that the depth variation 
of the modulus was only due to changes in bone volume fraction. The bone material 
(BVF=100%) modulus, 𝐸𝐸0, was assumed to be constant within a single specimen 
and also across all specimens. However, the elastic modulus of the bone material 
within the trabecular bone of the diploë and the cortical bone of the outer and inner 
tables may differ, as others have shown moduli differences between trabecular and 
cortical bone in the human femur (Zysset et al. 1999). Furthermore, the bone 
material modulus may significantly differ between skulls based on several donor-
specific factors such as age and weight, and bone chemistry-specific factors such 
as collagen and mineral content (discussed in Keaveny et al. 2004). 

The skull specimens used here for compression experiments were first 
characterized using a micro-CT to understand their structure and orientation. There 
is research that suggests that exposure to irradiation may alter the mechanical 
properties of bone (Barth et al. 2010). The irradiation exposure of the skull 
specimens discussed here has been estimated and is similar to that reported 
previously (Gunnarsson et al. 2018), which concluded that the absorbed irradiation 
dosage had negligible effect on the mechanical properties. 

5. Conclusions 

The apparent, far-field mechanical response of the sandwich structure of human 
skull loaded in quasi-static compression along the through-thickness axis was 
determined. There were three discrete regions, each with different characteristic 
stiffnesses. First was a nearly linear initial loading portion, with a modulus between 
0.9 to 1.7 GPa. In the next region, there was a yield point likely due to initiation of 
diploë failure, after which the stress decreased with increasing strain as more diploë 
structure failed. Yield occurred at apparent strains between 0.01 and 0.02 and in the 
apparent engineering stress range of 10.8 to 11.2 MPa. Finally, after the postyield 
stress decreases, there was an inflection point, after which the stress again increased 
with increasing strain. This inflection point occurred when the diploë completely 
failed and the material began to densify. As it densified and became more solid, the 
stiffness began to increase until the table material started to contribute to the 
deformation. The derived or measured moduli and failure properties from this study 
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expand the sparse literature on compression of human skull bone using 
unembalmed bones and modern experimentation techniques.  

The modulus-depth profiles of the compression specimens were generated using a 
power law model, assuming uniform uniaxial strain within each layer and the 
measured surface DIC strain data. Equation 2 related the localized moduli to the 
localized porosity; here, 𝐸𝐸0, the approximate bone tissue modulus, was found to be 
8.8 GPa for the bone samples used in this study. 

Mechanical properties of the human skull were presented for use in finite element 
analysis (FEA), at various levels of approximation and simplification. The most 
complex and accurate model represented the human skull as 10 equally thick 
layered moduli profiles, with individual layer moduli and porosities. The 
intermediate complexity level model represented the human skull as three 
individual layers with distinct moduli; each layer representing one of the IT-MD-
OT layers and identified assuming layer boundaries at the 30% porosity threshold. 
Finally, the simplest model represented the human skull as a single layer with a 
single homogenized modulus.  

Based on the complexity necessary for a particular analysis, it is possible to select 
the number of layers and the appropriate moduli profile. For example, far away 
from the region of action, such as away from an impact zone, the homogenized 
single-layer modulus can be used in FEA, reducing the complexity significantly. 
On the other hand, within the action zone, a multilayer representation with varying 
moduli for each layer can be used in the analysis. 
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Appendix A. Preliminary Experiments with Unsanded Sandwich-
Structure Specimens Using Epoxy Endcaps
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The sanding process may have caused mechanical damage to the composite 
specimens. To avoid these problems, preliminary experiments were performed on 
sandwich-structure specimens “as extracted” (without any sanding), using cast 
epoxy end caps to obtain flat and parallel loading surfaces. Three specimens,  
04-01, 04-02, and 04-03, were extracted from the frontal bone of Skull 04, which 
was the same extraction grid as the composite specimens previously described 
(Section 2.1). Extraction procedures were identical to those described for the 
composite specimens, apart from sanding. Since these three specimens, as well as 
the composite specimens previously described, all contained the entire sandwich 
structure of the skull with both the outer and inner tables, they will be referred to 
as sandwich-structure specimens.  

A.1 Methods 

The unsanded sandwich-structure specimens generally had uneven outer and inner 
surfaces, due to the natural curvature of the human skull. An example is provided 
in Fig. A-1. Therefore, epoxy endcaps (JB Weld, SteelStik) were custom-molded 
to the outer and inner surfaces of the specimen. After molding and curing, the 
endcaps had one flat surface for contact with the compression platen and one 
surface that was adhered to the surface of the specimen. Finally, the portion of the 
endcap that would face the camera during experimentation was cut using a low-
speed sectioning saw (Buehler IsoMet) to prevent the endcap from extending past 
the specimen edge and obscuring the specimen face. This allowed more of the 
through-thickness face of the specimen to be visible to the camera, thereby enabling 
the collection of additional speckle images for digital image correlation (DIC) 
analysis from the extreme top and bottom portions of the specimen tables.  
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Fig. A-1 Micro-CT image of Specimen 04-02, taken after extraction from the skull without 
sanding. Image shows the through-thickness dimension: the top of the image is the outer 
surface of the skull and the bottom of the image is the inner surface of the skull. 

Quasi-static compression loading was applied with the same Instron machine as 
described for the composite sanded specimen experiments (Section 2.3 in the body 
of this report). The loaded assembly included the specimen held by its upper and 
lower epoxied endcaps. The endcaps were in direct contact with the platens of the 
Instron machine. As with the composite specimens, DIC was used to calculate 
strains from the deformation of speckle patterns applied to the assembly. Only a 
single face of the specimen was speckled, as opposed to the method for the sanded 
specimens in which two adjacent faces were speckled (Section 2.3). The side of the 
platens and epoxy endcaps that faced the camera were also speckled. The platens 
were speckled in order to directly measure the relative displacement of the two 
platens as a more accurate displacement measurement compared to machine 
displacement (discussed in Appendix B). Therefore, the speckle pattern of the 
platens was much coarser than the speckle pattern of the epoxy endcaps and the 
specimen. The entire assembly was also enclosed within a clear plastic container. 

Two different cameras were used to capture the deformation of the speckled side. 
One camera was positioned closer to the assembly for higher resolution observation 
of the specimen and epoxy endcaps. The other camera was positioned further away 
in order to measure the platen displacement. Figure A-2 is a typical image from the 
far camera, showing the assembly used to load Specimen 04-02. 
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Fig. A-2 Image from the far camera of the assembly of Specimen 04-02, prior to compression. 
The difference in speckle density between the platens and the assembly is clearly visible.  

For Specimen 04-02, the clear plastic container was filled with Hank’s Buffered 
Saline Solution HBSS in order to hydrate the specimen during loading. However, 
the submerged specimen began to extrude air bubbles from the diploë during 
compression. The bubbles accumulated on the diploë face of the specimen and 
would also ascend the face toward the top of the specimen as the loading continued. 
This process obscured the speckle pattern, causing a loss of image correlation. 
Therefore, HBSS was not used with other specimens, as using HBSS also added 
additional experimental difficulties in assembling the loading components inside 
the Instron machine, and prevented the use of two cameras. Unfortunately, 
compression loading of the specimen in air (without HBSS) did not solve this 
problem, as HBSS fluid bubbles (originating from inside the specimen structure) 
still formed on the specimen surface after the yield point. This was the case for both 
the unsanded and sanded sandwich-structure experiments. 

For specimens 04-01 and 04-03, the test was aborted soon after extruded material 
and bubbles started to obscure the speckled specimen face. The experiment with 
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specimen 04-02 was extended beyond yield in an attempt to provide an 
understanding of the large-strain response, and also to explore the ability to measure 
the compressive response of the outer and inner tables from composite experiments. 

A.2 Results 

The apparent stress was calculated by normalizing the force measurement from the 
load cell of the loading machine by the nominal cross-sectional area of the 
specimen. The apparent strain was calculated based on the relative displacement of 
the platens and the uncompressed height of the specimen. The apparent stress–
strain curve for Specimen 04-02 is shown in Fig. A-3, and the apparent responses 
of all three specimens are shown in Fig. A-4. Table A-1 lists the apparent stiffness 
of the linear portion of the loading curve, together with the yield stress. 

 

Fig. A-3 The apparent stress–strain response for Specimen 04-02. The apparent stress was 
calculated by normalizing the force measurement from the load cell of the loading machine by 
the nominal cross-sectional area of the specimen. The apparent strain was calculated based on 
the relative displacement of the platens and the uncompressed height of the specimen. 
Compression of this specimen was extended beyond diploë failure to investigate the large-
strain response and failure. 
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Fig. A-4 The apparent stress–strain response for all three unsanded (assembly) specimens. 
Inset figure shows detail of the elastic region, with the modulus calculated for each specimen. 
In the inset, the region of each response curve that was considered in calculating the stiffness 
(or effective modulus of the sandwich structure) is shown by bolded dotted lines. 
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Table A-1 Apparent mechanical properties of the sanded and unsanded sandwich-structure 
specimens 

 Specimen Apparent 
stiffness (MPa) 

Initial yield stress 
(MPa) 

Sa
nd

ed
  

04-06 880 10.9 

04-07 1208 10.8 

04-09 1744 11.2 
U

ns
an

de
d 04-01 743 10.2 

04-02 900 9.7 

04-03 486 8.1 
Note: Results for the sanded specimens were presented in the report as Table 1 (Section 3.2.1). 

A.3 Comparison of Unsanded and Sanded Specimens 

Figure A-5 compares the apparent mechanical response of the unsanded and sanded 
sandwich-structure specimens. The apparent stress–strain curves for the unsanded 
specimens loaded with epoxy endcaps followed the same observed general three-
phase response described in the report for sanded specimens, with a linear loading 
regime, followed by a yield point with unloading, and ending with a reloading 
phase. Furthermore, the mechanical properties of the two groups were similar, 
particularly in the yield stresses. The similarity indicates that any damage created 
during the sanding process was minimal. Significant damage would have caused 
the apparent stiffness and yield stresses of the sanded specimens to be lower than 
those of the unsanded specimens. However, the moduli values for the sanded 
specimens (limited samples) were much higher than the unsanded specimens and 
the yield stresses were comparable. 
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Fig. A-5 The apparent mechanical response of the unsanded and sanded specimens 

The assumptions used to derive the apparent stresses and strains for the unsanded 
specimens loaded in assembly may have influenced the differences between the 
mechanical properties of the sanded and unsanded specimens. First, the load 
measured at the load cell, which was above the top platen, was assumed to be the 
same compressive load experienced by the specimen. However, the specimen was 
not in a state of pure compression due to the geometry of the specimen when seated 
in the endcaps (example in Fig. A-2). Furthermore, apparent strains were calculated 
from the relative displacement of the platens, but the gage length was taken as only 
the height of the specimen. This assumed that the epoxy endcaps were perfectly 
rigid, which was proved to be incorrect as the endcaps cracked and failed during 
loading of 04-02, which experienced much higher stresses.  

In conclusion, the method of enclosing the unsanded specimen in epoxy endcaps 
assumed that the epoxy would be much stronger than the skull, and could be 
represented as a perfectly rigid material. Testing proved this assumption incorrect, 
and the method was abandoned due to the inability to model the complex geometry 
of the assembly and extract the stress–strain response of the skull specimen with 
confidence. 
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Appendix B. Machine Compliance in Displacement 
Measurements 
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The outer and inner surfaces of the specimen were compressed by platens. 
Therefore, the global displacement applied to the specimen was given by the 
relative displacement between the two platens. Two different methods were used 
to measure this displacement. The first method was based on the displacement 
output from the Instron loading machine, hereafter referred to as the machine 
displacement. The second method was derived from digital image correlation (DIC) 
of the platens themselves, as described in Section 2.3. In this method, the platens 
were speckled and part of these speckle patterns was included in the field of view 
of the images captured during the experiment (Fig. 2 in the body of this report). 
VIC-2D software (Correlated Solutions) was used for DIC of these speckle patterns 
during loading, and the relative displacement between the two platens was obtained 
from this DIC analysis. This measured displacement is hereafter referred to as the 
platen displacement. 

Figures B-1 through B-3 compare the two measures of displacement during the 
compression tests of Specimens 04-06, 04-07, and 04-09. The difference between 
the machine displacement and the platen displacement is plotted as a function of 
time, together with the apparent stress (load/area). The machine displacement was 
consistently higher than the platen displacement, and the magnitude of this 
overestimation generally increased with stress. This discrepancy is caused by 
compliance in the loading train and demonstrated why the use of highly accurate 
optical techniques is required, especially when measuring elastic properties, which 
are highly sensitive to the strain measurement. 

 

Fig. B-1 Compliance error for Specimen 04-06 
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Fig. B-2 Compliance error for Specimen 04-07 

 

Fig. B-3 Compliance error for Specimen 04-09 

In most of the existing far–field stress–strain responses in literature, the method of 
strain measurement is not clearly identified, even though the strain measuring 
method definitely and significantly influences moduli value. So, it is difficult to 
compare the constitutive response from this study to most of the existing studies in 
literature. 
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Appendix C. Thickness Percentages for the Three Layers 
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Section 3.1.2 in the body of this report referenced the method used previously1 to 
identify the boundaries between the three layers. For reference, Table C-1 is 
reproduced from the previous report, showing the average thickness percentage of 
each layer. These thicknesses represent the percentage of total thickness occupied 
by each of the three layers. The thickness percentages are reported as averages over 
a given extraction grid (e.g., the frontal bone of Skull 04), for each skull (Skull 04, 
Skull 06, and Skull 10), for each bone type (frontal and parietal), and as a grand 
average over all specimens. Figure C-1 plots the averages by bone type, showing 
the differences between the frontal and parietal bones. 

Table C-1 Thickness percentage (%) of each layer (mean ± std) 

Skull Section Inner table Diploe Outer table 

Skull 04 Frontal 23.5 ± 5.3 53.1 ± 5.0 23.5 ± 3.2 

Skull 04 Parietal 13.3 ± 3.5 68.1 ± 7.9 18.6 ± 5.3 

Skull 06 Frontal 35.8 ± 12.0 42.9 ± 12.4 21.2 ± 1.6 

Skull 06 Parietal 13.0 ± 2.9 71.3 ± 5.4 15.7 ± 4.2 

Skull 07 Frontal 25.7 ± 8.9 52.6 ± 11.1 21.7 ± 3.0 

Skull 10 Frontal 43.1 ± 8.6 33.5 ± 8.3 23.3 ± 2.6 

Skull 10 Parietal 17.4 ± 6.3 58.6 ± 11.2 24.1 ± 6.4 

Skull 04 (combined) 18.4 ± 6.8 60.6 ± 10.0 21.0 ± 5.0 

Skull 06 (combined) 24.4 ± 14.5 57.1 ± 17.3 18.5 ± 4.2 

Skull 10 (combined) 30.3 ± 15.1 46.1 ± 16.1 23.7 ± 4.8 

(combined) Frontal 32.0 ± 11.8 45.5 ± 12.3 22.4 ± 2.7 

(combined) Parietal 14.6 ± 4.7 66.0 ± 9.8 19.4 ± 6.3 

(combined) (combined) 24.6 ± 12.8 54.3 ± 15.2 21.1 ± 4.8 

 

  

                                                 
1 Alexander SL, Karin R, Gunnarsson CA, Weerasooriya T. Morphological characterization of the 

frontal and parietal bones of the human skull. Aberdeen Proving Ground (MD): Army 
Research Laboratory (US); 2017. Report No.: ARL-TR-7962. 
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Fig. C-1 Thickness percentage of the outer table, diploë, and inner table, averaged by bone 
type as reported in ARL-TR-7962. Differences between frontal and parietal bone thicknesses 
are significant (Alexander et al. 2017). 
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Appendix D. Moduli Values for Each Specimen
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Tables D-1 through D-7 show the tabulated three-layer and composite moduli for 
every skull specimen, as described in Section 3.5.2 (these moduli were presented 
as averages in Table 4 and Fig. 15 in the body of this report). All of the moduli in 
this appendix are in units of gigapascals (GPa). 

Table D-1 Moduli for specimens from the frontal bone of Skull 04 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

04-01 6.24 2.01 7.90 3.17 

04-02 6.35 1.63 7.63 2.66 

04-03 6.49 1.85 7.73 2.79 

04-04 6.31 1.86 7.96 2.98 

04-05 5.81 1.95 7.63 2.77 

04-06 6.82 2.11 7.98 3.08 

04-07 6.49 2.00 8.02 3.00 

04-08 5.38 2.11 7.65 2.84 

04-09 6.36 2.23 7.96 3.48 

Mean±std 6.25 ± 0.42 1.97 ± 0.18 7.83 ± 0.17 2.97 ± 0.25 

 

Table D-2 Moduli for specimens from the parietal bone of Skull 04 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

04-10 6.31 2.02 7.46 2.49 

04-11 6.94 2.10 7.33 2.89 

04-12 7.08 2.15 7.54 3.06 

04-13 6.51 1.68 7.15 1.95 

04-14 7.39 1.89 6.98 2.48 

04-15 6.63 2.04 6.55 2.74 

04-16 7.01 1.84 7.01 2.19 

04-17 6.80 1.70 6.66 2.28 

04-18 7.12 1.78 7.16 2.43 

Mean±std 6.87 ± 0.34 1.91 ± 0.18 7.09 ± 0.34 2.50 ± 0.35 
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Table D-3 Moduli for specimens from the frontal bone of Skull 06 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

06-01 5.31 3.20 8.29 4.28 

06-02 6.64 2.75 7.92 3.69 

06-03 5.70 3.15 8.04 4.75 

06-04 5.13 3.51 7.96 4.80 

06-05 6.91 2.70 7.96 3.73 

06-06 6.29 2.68 8.05 4.55 

06-07 5.63 3.18 7.94 4.71 

06-08 7.23 2.85 8.20 3.84 

06-09 6.69 3.65 8.10 5.31 

Mean±std 6.17 ± 0.75 3.07 ± 0.35 8.05 ± 0.12 4.41 ± 0.56 

 

Table D-4 Moduli for specimens from the parietal bone of Skull 06 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

06-19 5.04 1.86 7.57 2.20 

06-20 6.02 2.05 6.98 2.39 

06-21 7.48 1.95 6.60 2.49 

06-22 6.52 1.97 7.49 2.51 

06-23 6.39 1.89 7.42 2.30 

06-24 5.55 2.08 7.88 2.58 

06-25 5.98 2.20 7.99 2.94 

06-26 6.14 2.04 7.50 2.71 

06-27 6.18 1.93 7.96 2.48 

Mean±std 6.14 ± 0.67 2.00 ± 0.11 7.49 ± 0.46 2.51 ± 0.22 
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Table D-5 Moduli for specimens from the frontal bone of Skull 07 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

07-10 6.84 3.50 7.94 4.32 

07-11 6.84 3.41 8.08 4.54 

07-12 7.35 3.26 8.06 4.81 

07-13 7.32 3.30 7.95 4.02 

07-14 6.81 2.63 8.10 3.90 

07-15 7.10 3.18 8.07 4.67 

07-16 6.57 3.30 7.68 4.03 

07-17 6.62 2.85 8.06 4.25 

07-18 6.77 3.43 8.12 5.08 

Mean±std 6.91 ± 0.28 3.21 ± 0.29 8.01 ± 0.14 4.40 ± 0.40 

 

Table D-6 Moduli for specimens from the frontal bone of Skull 10 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

10-01 7.39 1.67 8.30 3.42 

10-02 7.37 2.21 8.14 4.31 

10-03 6.88 2.88 8.20 5.35 

10-04 6.92 1.46 8.23 3.08 

10-05 7.57 1.94 8.36 3.45 

10-06 7.42 2.83 8.18 5.11 

10-07 6.64 2.01 8.23 4.05 

10-08 7.28 1.71 8.13 2.78 

10-09 6.87 2.35 8.10 4.65 

Mean±std 7.15 ± 0.32 2.12 ± 0.50 8.21 ± 0.08 4.02 ± 0.91 
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Table D-7 Moduli for specimens from the parietal bone of Skull 10 

Specimen Inner table Diploë Outer table Composite (𝑬𝑬�) 

10-10 6.05 1.26 7.49 1.55 

10-11 6.47 2.33 7.98 3.17 

10-12 7.48 2.92 8.04 4.48 

10-13 6.81 0.67 7.41 0.91 

10-14 7.45 2.13 7.60 3.01 

10-15 7.15 2.70 8.08 4.20 

10-16 6.66 1.25 7.71 1.77 

10-17 7.00 1.54 8.11 2.32 

10-18 7.35 1.61 8.20 2.71 

Mean±std 6.94 ± 0.48 1.82 ± 0.74 7.85 ± 0.30 2.68 ± 1.19 
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List of Symbols, Acronyms, and Abbreviations 

3-D 3-dimensional 

ARL US Army Research Laboratory 

BVF bone volume fraction 

CSA cross-sectional area 

DIC digital image correlation 

FEA finite element analysis 

HBSS Hank’s Buffered Saline Solution 

IT inner table 

MD mid-diploë 

micro-CT microcomputed tomography 

OT outer table 

PMHS postmortem human subject 

VOI volume of interest 
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