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Introduction	and	Problem	Statement	
 

Development of remote sensing technologies that can accurately and reliably detect and classify 
explosive hazard (EXH) threats such as buried landmines and improvised explosive devices 
(IEDs) remains a critically important endeavor. The variety of EXH threats encountered in terms 
of size, material composition, camouflaging, and other factors pose many difficult technical 
problems, limiting the rate of progress in this field. Radar sensors have emerged as popular tool 
for this problem, given their ability to detect objects below ground and through optically opaque 
materials. Radar detection of EXH threats still face other issues, such as weak radar scattering 
from targets, spatial resolvability, and large amounts of reflecting clutter. Classification 
techniques and methodologies of EXH targets using radar sensors require mitigating these effects 
that drastically reduce the overall signal-to-noise ratio. 
 
Classical radar systems will compute reflectivity maps, or images, of surveyed areas and from 
this classification algorithms will try to estimate the position and class of any EXH threats in the 
scene. As stated, this method tends to be susceptible to high clutter reflections and small 
scattering targets. To yield a higher signal-to-noise ratio for EXH targets, it would be beneficial 
to measure an additional physical parameter beyond reflectivity. For example, if the system 
could measure the vibratory resonance of an object while under excitation from an external 
acoustic source this could be used to discriminate objects with known shape and size from a 
building or wall. Radar systems that can measure motion, or Doppler, of targets can potentially 
also measure vibration in the form of micro-doppler [1][2][3]. 
 
The research and development conducted to evaluate the performance gains of acoustically 
coupling vibration energy into EXH targets for radar sensing detection and classification is 
presented here. A prototype acoustic excitation and radar measurement unit was developed and 
utilized to measure experimental data on surrogate EXH targets. A test apparatus similar to the 
likely field environment was used for all data collection experiments to ensure realistic data.  

 

Experimentation	and	Data	Acquisition	System	
 

Close experimental validation was performed in conjunction with the system development for 
this research program. Careful measurements were carried out in an incremental fashion 
exploring the phenomenology of the problem while determining the performance limitations of 
the measurement systems. After a firm understanding of the phenomenology was established, 
surrogate EXH targets were measured and the ultimate detection performance gains that could be 
expected for such targets were determined. 
 
The radar hardware system used for all data collection consisted of three main units: a two-port 
AKELA RF Vector Measurement Unit (AVMU), a linear antenna array, and a personal computer 
to control and program all the devices. The radar unit was completely programmable and 
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operated in the stepped-FMCW mode. The transmission signal parameters such as the frequency 
hopping rate, bandwidth, and frequency resolution are all user defined. The transmit power is 
approximately 50mW, and the operating frequency range chosen was 0.9GHz to 2.9GHz with 
201 points for a total bandwidth of 1.1GHz. The frequency hopping rate was programmed up to 
90,000 hops per second. The radar system was configured in a synthetic aperture spotlight mode 
to generate high resolution radar images of targets. To achieve the SAR scan, the entire radar 
array was mounted to an electronically controlled motorized rail system that would track position 
as the radar array moves. The entire radar system mounted to the rail above the test apparatus can 
be seen in Figure 1. 
 

 
Figure 1 AKELA Radar Sensor Unit (a.) and experiment apparatus (b.) 

 
The test apparatus consisted of an 8 ft. x 8ft. sandbox filled with homogenous dry sand with a 
dielectric constant of approximately 4. For most experiments the antennas pointed directly down 
at the sandbox which produces a large ground reflection that typically impacts detection 
performance. The surrogate targets of interest were measured both above the sand and in certain 
scenarios buried beneath the surface. This test apparatus allowed for consistent data quality and 
comparable experiments due to similar background environments. With the desired application 
of this research program in mind, a set of test targets were aggregated to measure and 
characterize. Firstly, a canonical radar target was constructed comprising of a flat metal plate 
suspended to a wooden frame via four springs. The spring suspension was designed so that 
vibration motion of the metal plate could be easily excited and thus serve as an optimal vibrating 
target. For a more realistic set of targets, a set of stimulant EXH mines were chosen and 
subsequently tested. The test targets utilized throughout the research study can be seen in Figure 
2. 
 
 

(a.) (b.) 
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Figure 2 Surrogate EXH targets used in this research program 

In addition to the radar measurement system, an acoustic source that could potentially excite 
targets with sufficient energy was required. For this task, the AURA NSW2 a high power low-
frequency loud-speaker was utilized. The device and its frequency response can be seen in 
Figure 3. This device was driven by a current amplifier at low audio frequencies to yield large 
vibrational displacement of targets under test. For most experiments these devices were buried 
underground, so that the acoustic waves could propagate and induce motion in the test targets. 
To understand the acoustical coupling and vibration behavior of the environment and targets, 
additional motion sensors were employed. A geo-phone (SM24-UB) and accelerometer 
(ADXL103) were selected for this task. The geo-phones were typically buried to measure the 
local acoustic vibrations of the sand, and the accelerometer was fixated to targets to measure 
their vibration.  
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Figure 3 Aura NSW2 Loud-speaker (a.) and its frequency response (b.) 

During the data collection experiments, the sensor systems were instrumented to measure the 
various physical parameters of interest including target vibration, seismic vibration, radar signal 
reflections, and antennas’ positions. The sensor instruments and radar system were all controlled 
through a single computer for synchronization and further post-processing. A block diagram 
outlining the high-level measurement system is shown in Figure 5. With the measurement system 
configured as shown, all the various physical variables could be measured and compared to the 
radar detection performance so as to establish the requisite conditions and radar design 
parameters. 
 

 
Figure 4 Block diagram of experimental radar/acoustic sensor system 

	Analysis	
 

A sequence of experiments studying the key issues of this research program was designed, 
executed, and the appropriate conclusions were drawn. Firstly, the performance limitations of the 
radar system’s ability to measure vibratory targets were established. Here, a few operating 
specifications such as signal-to-noise ratio and measurement sensitivity were determined and the 
feasibility of target detection was analyzed. Following this basic verification, more advanced 
testing was conducted to localize vibration targets as well as differentiate them from stationary 
clutter. Using these results, a final series of experiments were carried out to measure the 
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detection performance on surrogate EXH targets and verify the feasibility of the proposed 
methodology. 

 

Measurement	of	Vibrations	through	Radar	

 
The initial vibration testing with the radar system mainly focused on the spring suspended metal 
plate. The surrogate vibrating target was excited to vibrate in a periodic manner by attaching a 
small motor to its face that would rotate at a fixed frequency, thus inducing a proportional 
vibration. The target was instrumented with an accelerometer sensor and enclosed by non-
reflective foam so that it could be buried during data collection experiments. The target was first 
measured directly below the transceiver array buried approximately 3in. in the sand, as can be 
seen in Figure 5. The plate was excited using a motor with an offset weight to vibrate at an 
oscillation frequency of approximately 20Hz. A time-sequence of range profiles was measured 
with the radar array in a stationary position while sampling fast enough to avoid aliasing. The 
Range-Doppler map of those measurements was processed and can be seen in Figure 6. The 
majority of the energy in the scene is concentrated around the zero-Doppler bins as would be 
expected given a stationary scene and target. However, a large peak in spectral energy is evident 
around 20Hz and at the correct range of the target and corresponds to the correct rate of 
vibration. 

 
 
 

 
Figure 5 Spring suspended metallic plate (a.) and target being buried underground (b.) 

The target was first measured directly below the transceiver array. The plate was excited using a 
motor with an offset weight to vibrate at an oscillation frequency of approximately 20Hz. A 
time-sequence of range profiles was measured with the GPR array in a stationary position while 
sampling fast enough to avoid aliasing. The Range-Doppler map of those measurements was 
processed and can be seen in Figure 6. The majority of the energy in the scene is concentrated 
around the zero-Doppler bins as would be expected given a stationary scene and target. 

(a.) (b.) 
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However, a large peak in spectral energy is evident around 22Hz and at the correct range of the 
target which corresponds to the correct rate of vibration for the target.  

 

 
Figure 6 Range-Doppler map collected at a single aperture position of vibrating plate 

 
The range-profile corresponding to the highest non-zero Doppler peak was extracted and 
compared to a raw range-profile of the target as plotted in Figure 7. The unprocessed range 
profile includes numerous peaks from many clutter objects including the antenna-leakage, 
ground reflection and others. Filtering out the non-zero Doppler peak at the equivalent rate of 
vibration of the target, however, yields a single large peak at the range of the target, with the 
surface reflection and antenna leakage attenuated by more than 50dB. As can be seen the target 
peak falls in magnitude due to the loss of the DC term, however, the significant drop in clutter 
energy would produce a greater signal-to-clutter peak, and thus greater probability of detection 
and more intuitive analysis.  
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Figure 7 Raw and filtered range profiles of vibrating plate 

 

 
Figure 8 Acceleration data of metallic plate collected from independent accelerometer 
sensor 

To verify the vibration frequency estimation results of the radar system an accelerometer was 
also employed to measure the vibration frequency. The accelerometer was attached directly to 
the vibrating surface of the plate and would correspond to the range vibration seen by the radar 
sensor. The acceleration data was collected concurrently to radar data collection and then 
analyzed using a Short-Time Fourier Transform (STFT) to estimate its rate of vibration. The 
analysis can be seen in Figure 8, where the large peak at 22Hz matches very closely to the radar 
estimate as well. This correspondence of estimates between two different sensor modalities, 
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demonstrates that the radar system employed can both estimate the frequency of targets vibrating 
in range as well as use that estimate to discriminate among different targets. 
 
The system and vibrating plate target was next tested in the desired SAR mode, so that cross-
range information target localization can be achieved. In this configuration, the target was buried 
in the center of the sandbox. The radar array was then scanned from one end of the sandbox to 
the other passing directly over the target. A STFT result of a single CW-measurement was 
produced to determine if the vibration signal was being over-damped by the array motion. Figure 
9 compares the STFT results of the vibrating target and non-vibrating target to demonstrate, that 
in fact the periodicity of the target motion can still be captured in SAR mode. The rate of 
vibration is measured only when the vibrating target comes directly into view of the radar sensor, 
however, a small frequency modulation component is induced from the relative motion of the 
SAR with respect to the target. 

 
Figure 9 Spectrogram from SAR data of stationary plate (a.) and vibrating plate (b.) 

A full FMCW sweep was also measured of the vibrating target in SAR mode so that ranging and 
cross-range information could be inferred and the target image could be reconstructed. 
Exploiting the information that the vibrating target’s range information resides in the frequency 
band proportional to its rate of vibration, and the clutter is mostly at zero-doppler the SAR data 
was appropriately filtered for the known target vibration frequency. The SAR data was processed 
over scan position using an FIR filter to preserve the phase information of the frequency data 
while filtering out all the non-resonance motion in the scene. The filter response can be seen in 
Figure 10, and as can be seen was centered on the expected rate of vibration of 22Hz with 
approximately 10Hz bandwidth. 

 

(a.) (b.) 

Vibration	
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Figure 10 FIR filter response used to extract harmonic signal from radar data 
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Figure 11 Raw waterfall plot (a.) and filtered waterfall plot (b.) of SAR data collected on 
vibrating plate 

Two B-scans of the unfiltered SAR data and after the FIR filtering is displayed in Figure 11. 
Here the clutter mitigation effects are very pronounced as the antenna coupling and surface 
reflection are greatly reduced. There exists some artifacts from the filtering, however, including 
secondary range peaks potentially due to multiple reflections of the environment as well as target 
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scintillation effects. These artifacts will introduce some duration in the final image quality; 
however, the clutter mitigation gain would outweigh typical losses. Performing a full back-
projection image reconstruction from the B-scans was done, and the results of which are seen in 
Figure 12. The reduced clutter in the raw image compared to the filtered image is around 5-
10dB. Although, the FIR filtering produces greater levels of specular noise in the final image, the 
large clutter targets have been greatly mitigate which can help improve target detection and 
classification tasks greatly.  

 

 
Figure 12 Experimental setup (a.) diagram (b.) unfiltered image reconstruction (c.) and the 
filtered image reconstruction (d.) of a vibrating plate 

Differentiating	Targets	from	Vibratory	Signatures	

 
Beyond mitigating stationary clutter, Doppler extraction of vibrating targets may also serve as a 
feature that can characterize and identify specific targets from other superfluous clutter based on 
vibration signatures. Further, experimentation and analysis was conducted to explore and exploit 
this idea. The vibrating metal plate target was again buried and measured utilizing a SAR scan 
with the radar sensor while vibrating. To simulate clutter that is typically encountered while 
performing subsurface radar imaging, two metallic structures were also buried. A copper corner 
reflector and a secondary metallic plate were both buried during data collection. 
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Because the vibrating plate contains a different vibratory signature then the stationary clutter, 
spectrally filtering the range-Doppler targets at specific vibration frequencies of interest would 
remove the stationary buried targets from the measured scan. The experimental configuration for 
this approach can be seen in Figures 13a and 13b. The range-profiles were then displayed over 
the aperture position, to form a B-scan of the sub-surface profile. In the raw B-scan in Figure 
13c, all three buried objects are visible due to their high radar reflectivity; however, it is not 
possible to determine which targets are vibrating or stationary. Spectrally filtering at the known 
vibration frequency of the metal plate drastically reduces the signal-to-clutter ratio by over 15dB 
as is seen in Figure 13d. This gain not only increases the probability of detection, but also 
produces a more intuitive image to analyze for non-technical users. 

 
Figure 13 Subsurface clutter mitigation tests with (a.) test configurations, (b.) experimental 
data collection system (c.) raw B-scan and (d.) vibrating plate signature 

 
Two advantages of target vibration estimation have been identified, the first being clutter 
mitigation and second target classification. If there are any targets present in a scanned radar data 
that are known to be vibrating at a certain frequency, this methodology can be utilized to greatly 
enhance the probability of detection and classification. If targets that are normally stationary, 
such as EXH devices, could be made to vibrate the methodology demonstrated here could also be 
used for detection and classification.  
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Explosive	Hazard	Characterization	and	Identification	from	Acoustic	

Resonance	Response	

 
With the basic methodologies for measuring and discriminating vibrating targets established, the 
next step was to characterize the vibratory spectral response of various targets to an external 
acoustic excitation. To measure this, the Aura NSW2 loud-speaker was buried approximately 
three inches in the sandbox and the target under test was placed directly above it. The geophone 
sensor was then set on the surface of the target to measure its vibration amplitude. The acoustic 
source was swept from 15Hz-150Hz for each of the surrogate EXH targets examined for this 
research program. The normalized spectral response of each surrogate target was calculated and 
then plotted in Figure 14.  The response up to 50Hz is mainly dominated by the resonance of the 
acoustic source, however, the targets of higher mass do not vibrate as strongly. Beyond 50Hz, 
the response of the targets then begins to dominate. The responses of both the 155mm artillery 
shell and the M19 landmine die out past 75 Hz, yet the M20 landmine and VS 2.2 landmine 
begin vibrating more strongly until they approach their resonant frequencies.  

 

 
Figure 14 Subsurface mine characterization experiments 

 
 

The difference in resonance frequencies among different targets can be exploited to perform 
classification and detection. Since one target will vibrate much stronger at resonance compared 
to another target, the resonant target will also have a much stronger vibratory signature in the 
radar measurement. To illustrate this idea, both the 155mm artillery shell and the M20 landmine 



 
	

18	
	

were excited at various acoustic frequencies and measured with the radar sensor simultaneously. 
Figure 15 demonstrates that 155mm artillery shell’s range profile response is clearly visible up to 
75Hz, however, past this begins to disappear beyond this as supported by Figure 14. The M20 
landmine’s range profile response is still very strong at 130Hz, its resonant response.  

 

 
Figure 15 Range profiles of stationary (a.) and vibrating (b.) 155mm artillery shell 

 

 
Figure 16 Range profiles of stationary (a.) and vibrating (b.) M20 landmine 

 
 

To test the discriminatory capability of the resonant response, the M20 target was measured 
under a SAR scan surrounded by other clutter objects, as shown in Figure 17. The acoustic 
source was excited at the resonant frequency of the M20 during data collection, and the 
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subsequent radar sensor data was also filtered for this vibration frequency. The raw B-scan and 
spectrally filtered B-scan were computed and are plotted in Figure 18. Here again, in the raw B-
scan all of the superfluous clutter components are visible at various magnitudes, and obfuscate 
the location of the M20-landmine. However, after filtering for the vibration signature of resonant 
target, the M20 is the by far the strongest visible component remaining in the B-scan. A small 
multi-path component resides below the main lobe of the target, however, the clutter objects 
again have been greatly mitigated. 

 

 
Figure 17 M20 landmine resonance detection test 

 
 

 
Figure 18 M20 landmine resonance detection test B-Scans with (a.) raw data and (b.) 
resonant filtered data 
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The resonant response for the M20 is strong enough to mitigate clutter, but it is also desirable to 
use resonant responses to discriminate among multiple EXH targets. A similar experiment was 
designed, where two surrogate targets the M20 landmine and the 155mm artillery shell were 
simultaneously measured again. As seen in Figure 19, two acoustic sources were placed directly 
below each target to simulate a uniform excitation from a remote source that would be utilized in 
a field scenario. Both targets were excited at the resonant frequency of the M20 landmine, to 
determine if the radar could discriminate between the targets. The subsequent B-scans before and 
after resonant filtering can be seen in Figure 20. As in the previous testing the clutter signatures 
are reduced dramatically, but now the non-resonant target is also filtered from the data.  

 
 
 
 

 
Figure 19 Multiple target discrimination test 
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Figure 20 Multiple target discrimination test with (a.) raw B-scan and (b.) resonant 
detection response 

 
The vibratory sensitivity of the radar system presented in this research has been demonstrated to 
be accurate enough not only to discriminate vibrating targets from stationary clutter, but also 
discriminate among multiple vibrating targets of differing acoustic responses. This high gain in 
signal-to-clutter ratio as well as strong discriminatory capabilities, signify that this technique 
could be very effective in field scenarios. The proposed methodologies have been tested against 
stimulant EXH devices and demonstrated that it can be effective against such threats in terms of 
detection as well as classification. The resonant filtered B-scan could directly be used with a 
CFAR threshold detector, or potentially more advanced time-frequency transformations could be 
utilized as well for the more robust classification algorithms. A key technical challenge that 
remains will be the design of acoustic sources that transfer enough vibration energy into potential 
targets. A good amount of research work has been performed on this problem for seismic 
imaging problems, which could be leveraged with the strong results presented here to yield a 
viable detection system that surpasses current technology.  
 
 

Simulation	and	Cyclolstaionary	Algorithms	
One goal of the MTRI effort is to numerically simulate the vibrations of a target buried in the 
ground when the ground is acoustically or seismically excited by a localized pressure source. 
The predicted target vibrations can be used to assess their detectability using a standoff radar 
system.  The hybrid acoustic/structural finite element method simulation performed for the phase 
I effort is summarized below.  

 

The purpose of the simulation was to characterize the vibration of the ground, as well as the 
vibration of a buried target, when localized forces are applied to the ground surface.  The 
numerical simulations were performed in the frequency domain using LMS Virtual Lab’s vibro-
acoustic finite element method solver.  

 

In this framework, we constructed the representative model, shown in Figure 1, which had a 
ground medium with a 0.20 !!steel cube buried 3 !" beneath the surface. An excitation is 
provided by a 0.1 !! pressure source located approximately 0.75 ! away from the buried target. 
The source was assigned a pressure level at each frequency which corresponded to the spectral 
response of a 40 !" impulse in the time-domain. The resulting vibration response was computed 
at 200 discrete frequencies sampled at 20 !" increments ranging from 20 !" to 4 !"#. Given the 
number of frequency samples and the size of the source, the appropriate pressure applied at each 
frequency sample was determined to be 20 !"/!!. The ground layer is modeled as an acoustic 
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fluid and energy is transferred through the fluid acoustically to the buried target. The structural 
response of the target to the acoustic field is then determined through the computational 
structural dynamics (CSD) solver included in the LMS environment.  

 

The finite extent of the simulation domain is bounded on the surface by a zero-pressure boundary 
condition allowing the surface to move freely in response to the applied pressure source.  The 
remaining 5 bounding surfaces are assigned an absorbing boundary condition implemented 
through perfectly-matched-layers automatically generated by the LMS software. The perfectly-
matched-layers are constructed using complex anisotropic materials designed specifically to 
absorb any and all acoustic energy thus creating a boundary condition representative of a ground 
medium of infinite extent.   

 

The LMS software provides a variety of ways to visualize the simulation output. Two images are 
shown in Error! Reference source not found. characterizing the motion of the surface (left), 
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Figure 21. A vibro-acoustic model is constructed to characterize the response to a localized 
pressure source applied to the ground layer. 

Figure 22. The motion of the scene in response to the pressure excitation is shown on the 
surface (left), through the magnitude of the ground surface velocity, and the target (right) 
through the magnitude of the displacement vector. 
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through the magnitude of the ground surface velocity, and the target (right) through the 
magnitude of the displacement vector. The surface velocity field shows a clear perturbation 
above the buried target.  

 

The plots in Error! Reference source not found. and 4 compare the y-component of the 
displacement of the target with the surface displacement directly above the target. Error! 
Reference source not found. shows the magnitude and phase of the response as a function of 
frequency while 4 shows the real component of the displacement as a function of time.   The 
time-domain response is computed through inverse Fourier transform of the frequency response 
and approximates the response to an impulse excitation occurring at ! = 0. In this case, the y-

component of the response in the model is clearly much stronger on the surface then the buried 
target.  A peak in the target response is observed near 2400 !" and similarly a peak in the surface 
response occurs near 2100 !". Given the speed of sound in soil, which was modeled to be 500 
m/s, this corresponds to wavelengths of approximately 20 !" and 24 !" in the acoustic medium. 
It is believed that these resonances are created by the “waveguide” formed between the target 
and the surface given that the sides of the target cube are 20 !" in length. If you look closely at 
the time domain signals, the peak of the response at the surface and on the target occurs near 
! = 1!10!!! but are slightly shifted due to the difference in range from the source to the 
analyzed point on the buried target and the analyzed point on the surface.  
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Figure 23. The magnitude and phase of the y-component of the displacement as a function 
of frequency is compared for the buried target and a point on the surface directly above the 
buried target. 
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The frequency and time domain displacement plots are repeated in Figures 5 and Error! 
Reference source not found., respectively, but this time characterizing the z-component of the 
displacement. In this case the magnitude of the response between surface and target are on the 
same order of magnitude but the difference in shape is more pronounced. A clear peak in the 
surface response is observed near 1400 !". In the acoustic ground this corresponds to a 
wavelength of approximately 36 !". Given that the depth of the modeled ground region is 
38 !", it appears that this spike may be an artifact of the simulation caused by the finite extent of 
the ground. A small peak in the target response once again appears between 2000 and 2500 !" 
due to the dimensions of the target. The peaks identified in the modeled responses have all been 
identified as resonances occurring in the acoustic ground.  The speed of sound in solid steel is on 
the order of 6000 !/!. Given a highest modeled frequency of 4000 !" this produces a 

wavelength of 1.5 !, thus for this low-bandwidth  

Figure 24 The y-component of the displacement as a function of time is compared for the 
buried target (left) and a point on the surface directly above the buried target right 

Frequency [Hz]
0 500 1000 1500 2000 2500 3000 3500 4000

M
ag

ni
tu

de

# 10-6

0

0.5

1

1.5

2
Target
Surface

Frequency [Hz]
0 500 1000 1500 2000 2500 3000 3500 4000

Ph
as

e

-3

-2

-1

0

1

2

3

4
Target
Surface

Spike corresponds 
to a wavelength of 
~0.35 m

	



 
	

25	
	

Figure 25 The frequency response of the z-compoennt of the displacement is shown for the 
buried target and the surface 

approximation of an impulse no resonances in the target are expected. 

Perhaps some comments are in order regarding the low amplitude of the simulated fluctuations in 
the time-domain. In these simulations, the force was spread out across a large bandwidth in the 
frequency domain to obtain a rough approximation to an impulse (time-domain) excitation. In 
reality, the amplitude of the displacements is larger for lower frequency excitations. As a 
demonstration of this we perform a second simulation spreading out the 40 !" force over only 10 
frequncy samples ranging from 10 to 100 !". The magnitude of the displacements in the 
frequency domain for the y- and z- components are shown in Error! Reference source not 
found.. These results translate to displacements on the order of !"’s for the y-component and 
!!’s for the z-component.  
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Figure 26. A small peak in the z-component of the amplitude response can be seen 
corresponding to the delay between the location of the excitation and the target. 

Figure 27. The magnitude of the displacement oscillations is higher at the lower end of the 
frequency band. 
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summary, an approach to numerically simulating the vibration of a buried target and surrounding 
surface in response to a localized pressure excitation of the surface was demonstrated.  The 
resulting examples, showed vibrations with amplitudes that are potentially observable by radar 
sensors.  The works shows that the Akela/MTRI team has a numerical method of exploring the 
vibrational response of buried targets for system design and analysis.  

 

Vibration	Signal	Model	and	Detection	Algorithm	Approaches	
Algorithmic approaches for both detecting and classifying buried target vibration signatures are 
presented. These algorithms can provide a basis for developing and evaluating a signal-
processing framework for the system in Phase II. The model for the return at pulse time t is given 
as  

                            ! !; ! = !! ∗ ! !; ! + !(!; !) 

where x is the = 1D/2D-spatial location depending on whether stationary or moving, t is the 
slow/pulse time, !! is the so-called point-spread function (PSF) of the system at time t, and ! !; !   
is the reflectivity at location x and time t and ! !; !  is the noise.  We utilize an index of t on the 
correlation !! to account for any natural evolutions of the signal over “slow” time, which must be 
accounted for.  This will be discussed in a little more detail, later in this section. 

Now in the case of vibration, the main effect is a displacement in x at time t, which can be 
represented as  

                                   ! !; ! = ! ! + !(!; !)  

where ! !; !  is actual displacement at time t.  Now the model for the vibration is that there is a 
vibration-inducing waveform !(!) whose Fourier transform is ! ! .   We assume that there is a 
spatial transfer Γ !; !  so that the resultant frequency content from location x is 
! !; ! = Γ !; ! !(!), the frequency representation of ! !; ! .  Utilizing this model allows a natural 
means to consider what are good waveforms to transmit – specifically, it will be those that allow 
us to detect unique target vibrational signature in the presence background ground vibrational 
signatures.  This will be discussed in a little more detail later in this section.   

 

Based on this model, and assuming a single tone or a reasonably narrow-to-moderate bandwidth 
waveform, we have that  

                                   ! !; ! = ! ! !!!(!;!) 

where  

                                   ℎ !; ! = ! !;!
!!  
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with ! being the center wavelength.  Since the vibrations are typically small relative to a 
wavelength,  

                  ! !; ! ≈ ! ! 1 + !ℎ !; ! = ! ! + !" ! ℎ(!; !) 

and so the model becomes that of  

! !; ! = !! ∗ ! ! + !!! ∗ ! ! ℎ !; ! + !(!; !) 

= !! !; ! + !! !, ! + ! !; !              

i.e., we get the original image without vibration plus a piece that is due to the vibration.  Now we 
assume for simplicity that at some local spatial scale, we have a rigid body and everything 
locally (relative to resolution) is vibrating in the same way.   

Now the main claim is that the spatial pattern of the vibration is different between when there is 
only ground vs. when there is ground with a target.  Thus we are doing a hypothesis testing 
problem based on the data along the lines of  

!!: ℎ !; ! = ℎ!"# !; !                                   !"" ! 

vs.  

!!: ℎ !; ! =
 ℎ!"# !; !                                   ! ∈ !!"#$

          
ℎ!"# !; ! + ℎ!"#$ !; !           ! ∈ !!"#$

 

Now there are two approaches to this – one is a total model-based approach for the vibrations, 
which says that we know what vibrational models hold for the ground and the target, and you 
fundamentally utilize those in terms in detection.   

We consider two cases, one in which we first collect a data set without any vibration, and then a 
second in which we only collect data with vibration.  The key concept for the first case is that 
this scenario allows us to see the first term of the signal model, and utilize that to carry out a 
careful analysis on what is the additional vibrational signature component, and do detection for 
target-induced anomaly.   

Case	1:		Collection	of	reference	(non-vibrating)	signal.			

Here we present a high-level approach for utilizing this powerful additional information, and 
significant details would be needed to see how sensitive/valid this proposed approach could be in 
practice.  The main advantage of this approach is that it can rigorously take into account 
inhomogeneous properties of the ground and isolate those from the vibration movements of the 
ground.  The basic steps of this algorithm are: 

 

Step 1:  Estimate !! !; !  as !!(!; !) 
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Step 2:  Subtract of to get 

! !; ! − !! !; ! ≈ !! !; ! + !(!; !) 

Step 3:  Apply filtering operation to generate estimate of estimate of ℎ(!; !) – specifically, note 
that  

ℱ!! !; ! = !ℱ!!ℱ ! ⋅ ℎ! = !ℱ!! ⋅ ℱ! ∗ ℱℎ!  

and so can do some soft-filtering/division of  

 
ℱ!! !; !
!ℱ!!

= ℱ! ∗ ℱℎ! 

and then do a deconvolution with ℱ! to obtain ℱℎ!.  Note that we can utilize a finer-resolution 
version of ! for this since we can use the whole time-history.  These estimated ℎ!(!) can then be 
processed to assess spatially utilizing CFAR type of analysis and cyclic spectral density 
hypothesis testing to determine whether there is a target vs. clutter type of vibration occurring. 

Case	2:		Do	not	have	reference	(non-vibrating)	image.	

In this case we are assuming a sort of regularity or some sort of homogeneity in terms of the 
vibrational patterns on the surface – this may not be strictly true as we have shown in the 
analysis section, that the resultant signature does depend on the underlying reflectivity of the 
ground. 

 

Step 1:  In this case, carry out a cyclic-spectral density estimation, that is space-localized in x, 
i.e., generating 

!!(!) = {!! !;!;! ; !,! ∈ !!}    

Step 2:  Generate mean/covariance statistics (stationary in x) in the CFAR region centered at x, 
i.e., generate mean and covariance of {!! !! ; !! ∈ !!"#$(!)}  – this will correspond to null 
hypothesis means and covariance assuming no target.  Denote mean and covariance as !!(!) and 
Σ! !  for the vector !!(!) 

Step 3:  Generate optional alternative mean and/or covariance statistics in the CFAR region 
based on adding hypothetical class of vibrational types of signatures – based on target and 
vibrational spectrum – this will correspond to the target hypothesis mean and covariance of !!(!) 
and Σ! !  for the vector !!(!) 

Step 4:  Generate quadratic detection statistic based on Steps 2 and 3, which will be given as  
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Λ ! = !! ! − !! !
!
[Σ! ! ]!! !! ! − !! ! + log (det Σ!(!)  − !! ! − !! !

!
[Σ! ! ]!! !! !

− !! ! − log (det(Σ!(!))  

This is aligned with results in [4] and [5] which verifies that under appropriate conditions the 
cyclic spectral density has approximately Gaussian distribution with the appropriate mean and 
covariance formulas.  In particular, it only need be approximately cyclostationary as specified in 
the latter reference.  Also, it can be the case that the space of the cyclic frequencies which are in 
!!, the interrogation set can be estimated relatively accurately based on latest results in 
references 3 and 4. 

Dynamic	Mode	Decomposition	

Koopman mode decomposition[6], [7], (KMD) is a recently-developed spectral decomposition 
method for the analysis of nonlinear systems, in which observable data is decomposed into 
modes with specific complex frequencies (corresponding to oscillation frequencies and/or 
growth and decay rates).  KMD has been successfully applied to a wide range of dynamical 
systems, including fluid dynamics [8], neuroscience [9], and epidemiology [10], where the 
calculated Koopman modes’ structure and time-dependent behavior can provide insight into the 
important characteristics of the nonlinear system.  

 

The KMD of an observable ! that is a function of time ! and initial state space position !! is 

! !, !! = !!!!!! !! + !!!!!! !!
!

!!!
 

where the !! are the complex Koopman eigenvalues, the !! are the Koopman modes, and the 
overbar indicates complex conjugation.  The complex eigenvalues consist of a real component, 
which determines the growth or decay of the given mode, and an imaginary component, which 
determines the oscillatory frequency of the mode. 
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Figure 28. (a) shows the spectrum of above ground vibrating plate, (b) the below ground 
vibrating plate.  

In the present system, KMD was considered an appropriate tool to detect the Doppler signal of 
the acoustically excited buried target.  A particular advantage of KMD over Doppler analysis is 
the separation of Koopman modes both in frequency and in growth/decay.  This offers the 
potential to distinguish between different signal sources at the same (or close by) frequencies, 
such as hardware noise and the return of an acoustically excited target that overlap in frequency.  
A pure Doppler spectrum would see only the sum of two such signals and thus mask their true 
nature, whereas the additional degree of freedom in the Koopman spectrum could allow 
separating the two signals by their growth/decay behavior (e.g. a transient hardware noise signal 
would have a large growth/decay rate, while the mode due to a acoustically excited buried target 
at a slowly change range would have a small growth/decay rate). 

(a) (b) 
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Figure 29 (a) shows the eigenvalues of the vibrating plate on the surface, (b) shows the 
eigenvalues of the buried plate. 

Shown here are results of KMD of two measured datasets.  The measured system consisted of a 
metal plate supported by springs in a frame.  A mechanical excitation of approximately 20 Hz 
was applied to the plate to induce vibration.  Fig. 11 shows, for both cases, the 2D Koopman 
spectra and 1D spectral norm (i.e. the norm along the range direction at each frequency).  For the 
above ground case (Fig. 28(a)) the vibration of the plate at the excitation frequency is clearly 
visible at +/-20 Hz, as well as the harmonic at +/-40 Hz.  In the buried case (Fig. 28(b)), the 
vibration due at the excitation frequency is still clearly visible, and the +/-40 Hz signal is 
significantly larger than the above ground case, believed to be due to the mixing products 
resulting from the reflection of the vibratory wave from the sand/air interface. 

Fig. 29 shows the complex Koopman eigenvalues for the same two cases (for clarity, only the 
positive frequency part of the spectrum is shown.  The negative frequency part is identical).  
These demonstrate the additional information content of the complex eigenvalues (consisting of 
growth/decay and oscillatory components) as compared to the purely oscillatory information 
obtained from Doppler/Fourier analysis.  Each circle represents an eigenvalue, where the 
horizontal axis shows the real component of the eigenvalue and the vertical axis shows the 
imaginary component of the eigenvalue.  The size and color of each circle shows the norm of the 
mode corresponding to that eigenvalue.  In the above ground case (Fig. 29(a)), the largest norm 
modes (i.e. those with the most energy) are seen to be at the excitation frequency of 20 Hz and 
the 40 Hz harmonic, as well as near the 0 frequency DC value.  The other eigenvalues are seen to 
primarily have negative growth rates and their associated modes have much smaller norms, 
therefore they can be identified as mostly due transient system effects or due to external sources. 

 

(a) (b) 
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The buried case (Fig. 28(b)) shows more complicated dynamics, as multiple eigenvalues 
corresponding to large norm modes are seen to exist at the 20 Hz excitation frequency and at the 
40 Hz harmonic, and include both growing (positive horizontal axis value) and decaying 
(negative horizontal axis value) modes.  This phenomenon is characteristic of buried vibrating 
objects and is caused by the damping effect of the soil medium on the plate vibration. 
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