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A. Foreword and Problem Statement.
Many systems arising in science and engineering can be modeled as a

large collection of stochastically evolving agents or particles that are weakly
coupled by an interaction that depends only on the current distribution (or
empirical measure) of the particles. Such interactions are often referred to
as mean-�eld interactions in the literature. Systems of Markovian particle
systems under mean �eld interactions arise in many di¤erent contexts. They
�rst appear as the approximation of statistical physics models in higher
dimensional lattices (for various type of spin dynamics, see [23], [7], and
references therein) and kinetic theory [17]. Recently, this type of model also
appears in studying game theory [16] and communication networks [14, 15].
As an example, consider the situation where a collection of users must use
a communication link, and the bandwidth available to an individual user
depends on how the collection of users loads the system. A natural question
in such a context is: �How should each user adjust its behavior in response
to feedback about the congestion in the system, so as to maximize network
throughput?� One would like to design control policies that lead to good
overall system performance, but the decisions of individual users are allowed
to depend only on this limited information regarding the global system state.

For large systems, the dynamics of the entire particle system is Markov-
ian only on a very high-dimensional state space. This makes the study of
these particle systems using standard methods from Markov processes chal-
lenging due to the curse of dimensionality. Instead, due to the mean-�eld
nature of the system, one can often obtain much information about the
system from either studying a typical particle or the empirical measure of
the system. Indeed, achieving good performance in these systems typically
requires the design of control policies that keep the empirical measure in
a neighborhood of some operating point. The objective of this work is to
develop analytical and computational tools for the analysis of stability and
equilibrium properties of such weakly interacting systems and their empiri-
cal measures. It is of particular interest to characterize the typical behavior
of the system as well as large deviations from the typical behavior. We would
also like to use insight from the latter to develop accelerated Monte Carlo
schemes to estimate performance measures of interest for weakly interacting
particle systems that arise in applications.
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B. Description of a Class of Models.
The dynamics of the particle systems that we consider have the following

common features: a) Particles are exchangeable, i.e., their joint distribution
is invariant under permutation of their indices. b) At each time, some group
of �nitely many particles can switch their state simultaneously. c) The
interaction between particles are global and weak. In these models, the
jump rate (of each group of particles) is a function of the intial and �nal
con�guration, and the empirical measure of all particles. We �rst focus on
the case when the dynamics of the interacting particle system is described by
a Markov chain, with each particle taking values in a �nite state space X =
f1; : : : ; dg. This setting captures many models arising in applications, and at
the same time exhibits the essential mathematical di¢ culties characteristic
of these models. In this setting, the behavior of a typical particle in the
system can be approximated by the solution to a �nite-dimensional nonlinear
ordinary di¤erential equation (ODE), when the number of particles is large.

Speci�cally, we consider a collection of N weakly interacting particles,
in which each particle evolves as a continuous time pure jump càdlàg sto-
chastic process taking values in a �nite state space X = f1; : : : ; dg. The
evolution of this collection of particles is described by an N -dimensional
time-homogeneous Markov process XN = fXi;N ; i = 1; : : : ; Ng, where for
t � 0, Xi;N (t) represents the state of the ith particle in the N -particle sys-
tem at time t. The jump intensity of any given particle depends on the
con�guration of other particles only through the empirical measure

�N (t)
:
=
1

N

NX
i=1

�Xi;N (t); t 2 [0;1); (1)

where �a is the Dirac measure at a, and consequently any given particle�s
e¤ect on the dynamics of any other particle is O(1=N). For this reason
the interaction is referred to as a �weak interaction.�Note that the random
element �N (t) takes values in the space PN (X )

:
= P(X ) \ [Zd=N ], where

P(X ) is the space of probability measures on X , equipped with the usual
topology of weak convergence.

Under fairly general conditions on the jump rates, the functional law
of large numbers of the empirical measure associated with the interacting
jump processes was established in [24], and the limit process � also describes
the evolution of the law of a typical particle in the system, in the limit as
N ! 1. Since the forward equation describing the law of the particle is
non-linear, the associated process is sometimes referred to as a nonlinear
Markov process. In the speci�c case when at most one particle jumps at a
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given time, � is de�ned as a solution to a certain non-linear ODE:

d�

dt
= �(t)�(�(t)); t � 0; (2)

�(0) = �0, where for each p 2 P(X ), �(p) is a rate matrix. Here, for
i; j 2 X , roughly speaking �ij(p) denotes the in�nitesimal rate at which a
particle jumps from state i to state j when the empirical measure of the
particle system is equal to p.

C. Summary of the most important results during the project.
C1. A Large Deviation Principle. In [11] we consider a �nite-state weakly
interacting system ofN particles, and study the sample path large deviations
of the associated empirical measure �N process from the law of large number
limit �, as the number of particles tends to in�nity. Such a sample path large
deviation principle over a �nite time interval has a number of applications,
including the study of metastability properties (via Freidlin-Wentzell theory
[13]), an understanding of which is crucial for the study of performance
measures in many applications. For a large class of interacting particle
systems, in addition to establishing a sample path large deviation principle,
we also establish a certain locally uniform re�nement for the associated
sequence of empirical measure processes and obtain an explicit form for the
so-called rate function. The locally uniform re�nement characterizes the
decay rate of the probability of hitting a point, and is relevant only for
�nite-state Markov chains (and not di¤usions). The proof of this result
entails additional subtleties. In particular, we provide an example where
the sample path LDP holds, but the locally uniform LDP does not. This
locally uniform re�nement is used in [5] to construct candidate Lyapunov
functions for these interacting particle systems.

The empirical measure of the �nite-state weakly interacting system can
be represented as a jump Markov process that takes values on the unit
simplex, and whose rates diminish to zero as one approaches the boundary.
The large deviation upper bound can be obtained as a special case of a more
general result in [8]. However, the lower bound is not covered by standard
results which typically assumes that all jump rates are uniformly bounded
away from zero (cf. [25]). This makes the proof of the large deviation lower
bound rather delicate.

Our strategy for the proof is based on a variational representation for
empirical measure process and a perturbation argument near the boundary.
The starting point of our variational representations is the representation
formula for the functionals of Poisson random measures [4], and the fact
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that the empirical measure process has an SDE representation in terms
of a sequence of Poisson random measures. However, the state dependent
nature of the jump rates makes the variational problems more complicated,
and we utilize the special structure of the SDE to simplify the representation
formula. The second component of our proof is a perturbation argument to
deal with jump rates that diminish to zero as one approaches the boundary
of the unit simplex (the compact state space on which the empirical measure
lies). These two tools enable us to study the large deviation lower bound
by an explicit construction of the controlled process, and understand its
asymptotic properties.

As a by-product of the proof, we also establish a sample path LDP (and
its locally uniform re�nement) for a generic class of jump Markov processes
on the simplex that statisfy certain communication conditions. We believe
our arguments are robust in the sense that they can be applied to generic
jump Markov processes on fairly general connected, piecewise smooth do-
mains with vanishing rates near the boundary. Also, the variational repre-
sentation we establish holds for generic jump processes with bounded jump
rates, and we expect it to be useful to show other asymptotics.
C2. Lyapunov Functions and Stability of the Nonlinear ODE.

A goal of our work is to study the stability and metastability properties
for the nonlinear ODE (2) that describes the law of large numbers limit
of the weakly interacting particle system. An understanding of stability
properties of the ODE is crucial to understanding the performance of the
system.

Lyapunov functions are the main tool used in the stability analysis of
nonlinear systems. Thus, a speci�c objective of our work is to develop sys-
tematic methods to construct Lyapunov functions for the nonlinear ODE
(2). Although in practice the construction of a Lyapunov function will
use particular properties of the system, there are nonetheless a few gen-
eral principles that guide their construction. Below, we recall two of these
principles, which at �rst glance would appear to be unrelated. However,
our results show that for the class of weakly interacting �nite-state Markov
chains described above, the two very di¤erent large deviations analyses in
these approaches in fact lead to precisely the same Lyapunov function.

One approach to the construction of Lyapunov functions for determinis-
tic systems is though the notion of energy storage, which is usually formu-
lated in terms of variational problems, and in particular calculus of variations
problems. Within this framework is the particular case when the given de-
terministic system is a law of large numbers limit for a stochastic system
that is �nearly�deterministic. For such problems (and assuming all quan-

4



tities described below are well de�ned), the large deviation rate function,
and in particular the Freidlin-Wentzell quasipotential that can be de�ned in
terms of this rate function, provides a natural candidate (local) Lyapunov
function. The relevant large deviation theory in this setting is considered
to be of the �small noise�variety, since the stochastic system is viewed as a
small random perturbation of the deterministic nonlinear system of interest.
The relevant limit is as N tends to in�nity, or equivalently, as 1=N (which
characterizes the order of magnitude of random perturbations of the empiri-
cal measures from the deterministic strong law of large numbers limit) tends
to zero.

A second approach to the construction of Lyapunov functions, but this
time for stochastic systems and in particular for ergodic Markov processes,
is to consider the relative entropy function with respect to the invariant
distribution. Relative entropy generically serves as a Lyapunov function,
though of course the notion of stability here is di¤erent. In comparison
with the deterministic setting, the Lyapunov function here is used to prove
that the distribution or law of the process converges to the unique invariant
distribution. Moreover the evolution of the distribution satis�es a linear
(though typically high dimensional) deterministic equation.

In the context of the weakly interacting particle systems described above,
there is the very high dimensional model characterized by XN , the process
that describes the entire collection of interacting particles, as well as a re-
lated model which has a low dimensional aspect. This second model is
described by a representative particle (any will do since they are assumed
exchangable), together with an empirical measure that captures the relevant
properties of all other particles. There is a law of large numbers limit as the
number of particles tends to in�nity, resulting in a nonlinear deterministic
system (the evolution equation for the distribution of the so-called nonlinear
Markov process).

Starting with the detailed high-dimensional description, one could con-
sider a study of stability properties of the low dimensional problem that is
based on calculating relative entropies at the high dimensional (linear) level,
and then projecting down to get a statement regarding the low dimensional
(nonlinear) dynamics. We do not provide the details of how this is done in
this report. However, we note here that the relative entropies at the high
dimensional level will scale proportionally with the number of particles, and
that although the calculation involves a large deviation limit, it is large de-
viations for an empirical measure as N , the number of particles tends to
1.

In [5, 6], we have identi�ed several candidate Lyapunov functions for
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the nonlinear ODE, and show that these candidates are indeed Lyapunov
functions. In [5, 6], we �rst consider N -particle systems of �Gibbs� type,
for which the explicit form of the stationary distribution �N is known. For
these systems, given a probability distribution p on the state space X , we ex-
plicitly calculate the limit of the normalized relative entropy of the product
distribution 
Np with respect to the stationary distribution �N , yielding
a function of p. Then, for more general interacting systems that do not
have an explicit stationary distribution, we use the locally uniform LDP
established in [11], to obtain existence of the limits of normalized relative
entropies of the product distribution 
Np with respect to the law of the N -
particle system at time T . The idea is that as T !1, this function would
also be expected to serve as a Lyapunov function. Indeed, in ongoing work
(see C3 below), both these limits are shown to lead to Lyapunov functions
for the nonlinear system.

C3. Numerical Approximations to the Quasipotential
As mentioned in C2, the quasipotential associated with the sequence of

N -particle interacting systems captures a lot of information about the sta-
bility (and metastability) properties of the system. While for Gibbs systems
the quasipotential can be computed explicitly, more generally it can only
be expressed as a variational problem that involves the rate function for the
sample path LDP obtained in [11]. In [12], we develop numerical approxi-
mations to the quasipotential. A numerical algorithm for the quasipotential
associated with di¤usion processes (as well as many related deterministic
optimal control problems) was developed in [2], and modi�cations of this
algorithm have since been used in a variety of other contexts, and are now
referred to as �fast-sweeping�algorithms in the numerical analysis commu-
nity. However, none of the existing algorithms are suitable for solving vari-
ational problems (in particular, the one associated with the quasipotential)
arising from Markov chains with values on the unit simplex. In particular,
the particular geometry of the state space (a unit simplex) leads to new,
interesting and non-trivial questions about the appropriate grid structure
of the numerical approximation, how to obtain the fast-sweeping property
on this grid, and the associated convergence issues. In [12] we develop a
�fast-sweeping� type method for the numerical approximation of the qua-
sipotential associated with the weakly interacting particle system model,
establish convergence of the method and also demonstrate the e¢ cacy of
the algorithm on a variety of examples.

C4. Related Work. One of the areas of research of the PI is focused on the
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development of large deviation methods for the design of accelerated Monte
Carlo schemes. The research uses large deviation theory for purposes of
design and analysis, and when existing theory is not adequate, it is developed
in the form suited to such applications. Two important classes of problems
are considered. In the �rst class one is interested in a single critical rare
event, such as a bu¤er over�ow in a queueing network, or loss of tracking
in a problem of dynamical estimation, or transitions between metastable
states in a chemical or biological system. The second class of problems uses
a very di¤erent large deviation theory (that of the empirical measures of a
Markov process), and is concerned with e¢ cient methods for approximating
the stationary distribution of a Markov process. This numerical problem
arises in many settings, and has generated an enormous literature.

The papers [3] and [10] focus on proving what are called moderate devia-
tion principles for fairly complicated process models. A moderate deviation
principle gives information that is not as far out in the tails of the distribu-
tion as in the case of large deviation, and hence can be used to study events
that are rare but not extremely small. Papers that are nearly complete will
use these results to design e¢ cient Monte Carlo schemes based on impor-
tance sampling to obtain accurate estimates of rare events. The emphasis on
e¢ ciency for these problems is due to the fact that the expense associated
with generating even a single sample can be high. As an example of how
paper [3] could be used consider the problem of assessing the probability
of exceeding an allowed pollution level in the context of groundwater con-
tamination. Pollutants are modeled as entering a waterway according to a
spatially distributed Poisson input, after which they di¤use throughout the
waterway. The problem of interest might be a rare event, such as exceeding a
regulatory threshold for chlorinated hydrocarbons, or a less rare event, such
as higher-than-normal levels of plant nutrients, leading to algae bloom and
�sh kill. The form of the rate function in the moderate deviation setting is
generically that of a linear-quadratic-regulator, and we have been exploiting
this to develop a more systematic approach to importance sampling design
than is possible in the large deviation setting.

Paper [9] develops an explicit expression for the large deviation rate for
the empirical measure of a jump Markov process. This rate can be used to
de�ne a �rate of convergence� for the numerical approximation de�ned by
the empirical measure. The rate is being further developed as a tool for the
analysis and design of the �in�nite swapping�schemes recently introduced
by the PI.

A di¤erent approach to mean-�eld systems with continuous state space,
using measure-valued processes, was introduced in a series of papers by the
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co-PI, K. Ramanan. In particular, certain models of interacting particle
systems arising from smany-server networks were studied in [21, 22, 18, 19]
and it was shown that by using an appropriate representation of the state
of the network, and applying certain martingale methods, one can obtain a
characterization of the mean-�eld equations as well as �uctuations around
a �xed point of the mean-�eld dynamics. In [1], we identify the limiting
deterministic dynamics of a class of networks arising from mean-�eld load
balancing, which is given in terms of a coupled system of measure-valued
di¤erential equations. In ongong work, we will study the limiting behavior
of these equations to understand the stability and equilibrium properties of
these systems.

Once a stochastic system is known to be stable, a natural follow-up ques-
tion is to identify its stationary distribution. In [20], the co-PI obtained a
characterization of the stationary distribution of a large class of re�ected
di¤usions is obtained. In particular, we identify a class of state-dependent
di¤usions whose stationary distribution takes an explicit form. An uncon-
strained analog of this stationary distribution can be shown to arise as the
stationary distributions associated with a class of interacting particle sys-
tems.
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