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1.0 Summary 
Developing quantitative models that “realistically” describe cyber security behaviors, and 
presenting tangible incentives (e.g., reduced insurance premiums) to corporate managers to 
improve the security status of their corporations are the need of the hour. The existing 
quantitative models of cyber risk management and cyber insurance are still based on the 
assumption, for normative convenience, that stakeholders are rational economic agents and 
behave according to classical decision theories. These models have little to do with convincing 
corporate leaders to improve the security status of their corporations. 

The Georgia Institute of Technology, in collaboration with major insurance companies, planned 
to improve cyber security behaviors and address cyber insurance “anomalies”--cyber insurance 
purchasing and marketing activities that do not produce results that are in the best interest of 
corporations at risk—through three major activities: 

1. Quantitative capturing of heuristics and biases in cyber security. A reality in the cyber
insurance industry is that, in assessing premiums and purchasing decisions on cyber
insurance, corporate managers are likely to rest on some limited number of simplifying
heuristics (mental shortcuts) rather than extensive algorithmic processing. We planned to
quantitatively capture these heuristics.

2. Quantifying cyber risks, premiums, and selecting control measures to reduce
premiums. We planned to objectively and subjectively investigate cyber risks. For
normative decisions, we planned to use the well-established economic principles of
expected cost of the cyber incidents. For descriptive decisions, we planned to use
behavioral economic theories (e.g., prospect theory) to capture managers’ decisions and
present the differences of objective and subjective assessments.

3. Transition to practice. We planned to test, evaluate, and demonstrate the efficacy of our
proposed models and transition results to operational environments using “real world
databases” and working with “live” partners who eventually will be adopting the models
we produce. Our findings, in addition to academic and industry journals, planned to be
disseminated through PREDICT repository, and delivering courses to industry
professionals.

The results of this effort could benefit cyber security industry in at least two ways: 
1. Provide tangible incentives to improve cyber security behaviors and corporate risk

culture. Our results could assist corporates to translate technical cyber risk into
actionable business terms.

2. Support critical infrastructure and US economy. Our quantitative models could capture
how cyber critical infrastructures exist, function, and interconnect in the real world, and
help IT managers and insurance carriers and underwriters to better understand the value
of critical infrastructures and premiums to restore them.

This document provides a summary of our findings, and open- ended interviews with experts 
across the US, prior to receiving the stop work order. These experts included insurance 
commissioners (members of the National Association of Insurance Commissioners), insurers and 
underwriters (e.g., executives from major players in insurance industry), and corporate 
executives (e.g., chief information security officers and chief information officers of major 
corporations) across the country. 
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2. Related work 
This section presents a summary of the related work. 

2.1 Cyber Insurance, market, and government efforts 
Much of the literature and professional commentary on the subject of cyber insurance is devoted 
to encouraging organizations to purchase cyber insurance against the eventuality of a data breach 
(e.g., Anderson and Moore 2007). Government regulation also promotes the purchase of this 
product. For example, the Securities and Exchange Commission (SEC) encourages publicly 
traded companies to give a “description of relevant insurance coverage,” and, in some situations, 
requires disclosures regarding past cyber-attacks and future threats (SEC 2011).   Cyber 
insurance generally covers two broad categories of risk associated with a data breach. First, such 
insurance “covers a business in case of unauthorized access or use of its computer network 
whether internally or externally.” Second, cyber insurance “protects a business that violates 
privacy laws or regulations that protect data from ‘unauthorized eyes.”(Glascott and Aisen 
2013). 

 
According to National Association of Insurance Commissioners (NAIC 2015), the market for 
cyber liability insurance is off to a good start and it is expected to grow dramatically over time. 
However, serious concerns remain about the cyber insurance. For example, “price and concerns 
about too many exclusions, restrictions and uninsurable risks that inhibit organizations from 
purchasing a policy” are considered as some key road blocks by many midsize companies 
(Ponemon 2013). Cyber security practitioners have emphasized the need for “tools to help them 
understand: what cyber risks will implicate which infrastructure components; which components 
present the greatest concern from a business interruption perspective; what economic and other 
consequences might ensue without appropriate cyber risk controls in place; and which controls 
would likely have the greatest mitigation effect” as the requirement for an effective cyber 
insurance market (NPPD 2014). 

 
To address the current scope of coverage and the possibilities for the future, DHS's National 
Protection and Programs Directorate (NPPD) started convening a Cybersecurity Insurance 
Workshop for representatives of government, academia, insurers, information technology, 
corporate risk management, and critical infrastructure, including electric utilities, in 2012 (see 
NPPD 2012). NPPD issued a readout report that identified the types of cyber risks that may be 
insured, including regulatory responses, network damage, and liability and costs arising out of 
data breaches, among others. They questioned whether most policies will cover physical damage 
from supervisory control and data acquisition (SCADA) system attacks but noted that utilities 
typically insure SCADA systems under standalone cyber policies, and that any physical damage 
resulting from a successful attack on a SCADA system should be covered by a traditional policy 
of property coverage. The report also discussed the challenges in finding insurance coverage for 
business interruption and cyber disasters, such as those that might be caused by critical 
infrastructure failure, terrorism, or war. 

 
Additionally, NPPD convened cyber-risk roundtables in 2013 and 2014 (NPPD 2013, 2014) in 
which insurance carriers and critical infrastructure owners/operators comprised a majority of the 
participants. These meetings focused on a topic that had repeatedly arisen in the prior workshop 
and in feedback received after the publication of the readout report: how to build more effective 
cyber-risk cultures as a prerequisite to a stronger and more responsive first-party insurance 
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market (for example, developing coverage for direct loss arising from business interruption, 
destruction of data and property, and reputational harm resulting from cyber risk). 

 
2.2 Cyber insurance and risk perception 
Bruce Schneier (2008) explains that the first, and most common area that can cause the feeling of 
security to diverge from the reality of security is the perception of risk, for example in assessing 
probabilities of incidents and magnitude of the costs. However, existing models of cyber 
insurance neglect the fact that consumers' decisions about insurance can be affected by 
distortions in their perceptions of risk and by alternative framing of premiums and benefits (e.g., 
Böhme and Kataria 2006, Grossklags et al. 2008, Pal and Hui 2013). 

 
The standard story is that risk-averse individuals confronted with sizable hazards will pay a more 
diversified insurer to bear the risk (Dionne and Harrington 1992). In practice, the story is 
apparently not that simple. In fact, decision scientists and insurance companies have known for 
“decades” that consumers do not make these choices rationally. Eisner and Strotz (1961) argued 
that people pay far more for flight insurance then they should. Kunreuther et al. (1978) 
demonstrated that people do not buy flood insurance even when it is greatly subsidized and 
priced far below its actuarially fair value. 

 
The recognition that consumer perceptions and decision processes are imperfect and manipulable 
could be used to support insurance regulation and prohibition of certain types of insurance. Many 
demonstrations of these framing effects exist, and there is some evidence that insurance itself 
imposes its own framing effects --different ways of presenting information that can impact on 
choices between alternatives-- upon risky choice (Camerer and Kunreuther 1989). For example, 
revealed risk attitudes, as assessed by a certainty-equivalence lottery, differ when the lottery is 
described as a gamble as opposed to an insurance policy (Hershey et al. 1982). 

 
2.3 Insurance and expected utility theory 
The standard theory of decision making under risk--expected utility theory--is not able to explain 
the above phenomena. Under expected utility theory, a consumer will buy full insurance if and 
only if premiums are fair; i.e. equal expected losses (this excludes not taking subsidized flood 
insurance or buying highly loaded cellular-phone insurance). Also, fitting the demand for low 
deductibles to expected utility leads to implausibly high degrees of risk aversion (Sydnor 2010). 
Additionally, surveys of actuaries and underwriters indicate that insurers price policies for 
ambiguous events, such as earthquakes and leakage of underground storage tanks, higher than 
would be suggested by expected-utility theory or profit-maximization models (Johnson et al. 
1993). These pricing decisions could be due primarily to biases similar to those exhibited by 
consumers, or they may be explained by other factors such as imperfect capital markets and 
capacity constraints due to insurers' limited liability (Kunreuther et. al 1993). 

 
To illustrate the issue of the expected utility theory in the context of insurance decision making 
consider the following example: 
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Example 1- Expected utility theory in the “context” of insurance decision making 
Consider the following two formulations: 

 
Insurance Formulation: 
Situation A: You stand a 1 in 100 chance of losing $1,000. 
Situation B: You can buy insurance for $10 to protect you from this loss. 

 
Gamble Formulation: 
Situation A: You stand a 1 in 100 chance of losing $1,000. 
Situation B: You will lose $10 with certainty. 

 
According to expected utility theory both formulations involve a choice between [0.01 U (Wo - 
1000) + 0.99 U (W0)] and U (W0 - 10), where W0 represents the current wealth level. However, 
Hershey and Schoemaker (1980) found that under the insurance formulation, 81% of the subjects 
preferred situation B, compared with 56% under the gamble formulation. Apparently individuals 
focus on protective aspects when the situation is presented in an insurance context so that this is 
perceived as a gain. In the gamble formulation, however, people are more likely to perceive the 
$10 as a loss. 3. 

 
3.0 Theoretical conclusions 
This section presents our theoretical conclusions on various related issues; dynamic decision 
making, quantitative capturing of representativeness heuristics in estimating probability of cyber 
security breaches, purchasing cyber insurance applying prospect theory (Tversky, and Kahneman 
1992), with status quo as reference point, assessing cyber insurance premiums, and quantitative 
capturing of affective evaluations in cyber risk assessment. 

 
3.1 Dynamic decision making 
One of the conclusions of our discussions with the insurance industry executives and our literature 
review was that the new emerging information systems (e.g., Internet of Things, IOT) and the 
connectivity evolution underscore the insurance and cyber security industry’s need for developing 
“dynamic insurance policies”. This led us to study behavioral theories that can quantitatively 
capture this dynamism. Decision field theory (Busemeyer and Townsend 1993) which takes a 
cognitive-dynamical approach to decision making and preferential choice appropriate was 
identified as an appropriate theory for this purpose. 

 
To see how Decision Field Theory, DFT, can be applied to cyber security decisions, consider the 
following situation. Suppose that a corporate manager needs to decide about purchasing firewall. 
The choice is to take a risk (not purchase firewall) denoted action R, versus play it safe (purchase 
firewall) denoted action S. Table 1 illustrates some basic ingredients entering into this decision (of 
course this over simplifies the whole situation, but it is useful in illustrating the model). 
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Action Event g : corporate protected Event b: corporate not 
protected 

Risk (not purchase 
firewall) 

xRg: communicate with outside 
network, keep informed, etc. 

xRb: network failure liabilities, 
data loss, etc. 

Safe (purchase 
firewall) 

xSg: block malicious software, 
enforce predetermined rules 
governing what traffic can flow, etc. 

xSb : slow down system, 
aggravate users, etc. 

Table 1: A Hypothetical Cyber Security Decision 
 
According to DFT, the corporate manager deliberates about this decision by thinking about the 
various possible events that could happen along with the consequences of each action given that 
an event occurs. From moment to moment, attention focuses on different good and bad events 
(shown in Table 1 by event g and event b, respectively) and consequences associated with these 
events come to mind. At one moment the corporate manger may remember a report he read in the 
newspaper that morning which described a cyber breach. The next moment, he may think about 
the competitor corporations which did not purchase a firewall and did not experience any 
problems. At each moment, affective evaluations of consequences are considered and compared 
to produce an advantage or disadvantage for one action over another, called a valence. These 
valences are accumulated over time to form a preference state. The preference state evolves over 
time as new comparisons are integrated until the accumulated preference reaches a threshold, 
determining the choice and the deliberation time. 

 
Figure 1 illustrates this preference accumulation process. The horizontal axis represents 
deliberation time, say in seconds, and the vertical axis represents the cumulative preference for 
each action at each moment in time. In the figure the upper threshold is crossed first, leading to a 
choice of the risk. Alternatively, if the lower threshold was crossed first, then the safe option would 
be chosen. The time required to make the decision is determined by the time required to reach the 
threshold. 

 
Figure 1--An example sequential sampling process in cyber security decisions 

 
 
The threshold is an important factor controlling speed and accuracy tradeoffs in cyber security 
decisions. High thresholds produce decisions based on many evaluations that yield slow responses 
and high accuracy. Low thresholds produces decisions based on relatively few evaluations, leading 
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to fast but error-prone decisions. Many factors, such as impulsivity and external time-pressure, 
may cause the corporate manager to lower his decision threshold. In this way the sequential 
sampling component of DFT provides an intuitive understanding of many important dynamic 
aspects of decision-making. Attention to events (e.g., the good event g versus the bad event b in 
Table 1) switches back and forth stochastically across time as thoughts are retrieved from memory 
or stimulated by cues in the environment. This stochastic process modeled as a random walk 
(discrete time) or diffusion (continuous time) process. Define P(t) as the preference for taking the 
risk over the safe action state at time t, define v(t) as the valence input at time t (i.e., the advantage 
or disadvantage associated with the risky action for the event being considered at time t), and 
define P(t+h) as the new preference for the next time step. Then the preference accumulates 
according to linear stochastic difference equation dP(t+h) =P(t+h) – P(t) = – γ ⋅h⋅P(t) + v(t+h). The 
stopping rule is to continue sampling until either P(t) > θ in which case the risk is chosen, or P(t) 
< −θ in which case the safe action is chosen. As the time step h approaches zero, this random walk 
process converges to a continuous time diffusion process. 

 
The valence input term, v(t) has an expectation µ⋅h = E[v(t)] and variance V[v(t)] = h⋅σ2. The mean 
valence µ is determined from the probability of attending to an event, wj for event j, and the valence 
vj associated with that event: µ = Σ wj⋅uj which corresponds to a traditional utility model. However, 
the variance also has a critical role in the theory: σ2  = Σ wj⋅vj

2 −µ2. 
 
We also found that prospect theory (Tversky, and Kahneman 1992) can be integrated into decision 
field theory by defining the utilities uj used by decision field theory in terms of prospect theories 
reference point value function, and by defining the attention weights, wj used in decision field 
theory by the decision weight function of prospect theory. Essentially, decision field theory 
provides a way to extend prospect theory into a dynamic and stochastic theory of decision making. 

 
3.2 Quantitative capturing of representativeness heuristics in estimating probability of cyber 
security breaches 

The representative heuristic--corporate managers may estimate probabilities from a subset of 
information, believing that such information is “representative” of the population of information 
causes individuals to underweight prior probabilities and overweight posterior probabilities--was 
identified as an important heuristic that could influence cyber insurance decisions. Here, we briefly 
explained describe the influence of this heuristic on estimating probability of cyber security 
breaches (Volkman-Wise 2015). 

Let us define 𝑃𝑃(𝐷𝐷𝑡𝑡+1) the actual probability of a loss due to cyber security breach to occur next 
year, and 𝑃𝑃 (𝑁𝑁𝐷𝐷𝑡𝑡+1) as the probability of no cyber breach, then according to Bayes’ rule we can 
define: 

 

𝑃𝑃(𝑁𝑁𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡) 𝑃𝑃(𝐷𝐷𝑡𝑡|𝑁𝑁𝐷𝐷𝑡𝑡+1) 𝑃𝑃 (𝑁𝑁𝐷𝐷𝑡𝑡+1 ) 
ln  

𝑃𝑃(𝐷𝐷 |𝐷𝐷 )   = 𝛿𝛿𝐿𝐿𝑙𝑙𝑛𝑛 𝑃𝑃(𝐷𝐷 |𝐷𝐷 )   + 𝛿𝛿𝑃𝑃𝑙𝑙𝑛𝑛 𝑃𝑃(𝐷𝐷 ) 

𝑡𝑡+1 𝑡𝑡 𝑡𝑡 𝑡𝑡+1 𝑡𝑡+1 

Where 𝛿𝛿𝐿𝐿 is the weight a cooperate manager place on posterior probabilities, and 𝛿𝛿𝑃𝑃 is the weight 
corporate manager may place on prior probabilities. If the corporate manager is Bayesian, then 
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𝛿𝛿𝑃𝑃 = 𝛿𝛿𝐿𝐿, but if the corporate manager is subject to the representativeness heuristic then we will 
have: 𝛿𝛿𝑃𝑃  < 𝛿𝛿𝐿𝐿. 

Similarly, we can quantitatively describe the impact of representativeness heuristics on Bayesian 
updating, that is widely used in information security research and practice as follow. If a corporate 
manager is aware of a recent security breach, the probability of a security breach    in next period 
𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡) can be calculated as: 

 
𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻  = 

𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃 
 

𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃   + (1 −  𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃 

Where 𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻 is the probability estimated by a corporate manager subject to 
representativeness heuristics, RH. If there is no recent cyber security breach 𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝑁𝑁𝐷𝐷𝑡𝑡) can be 
calculated as: 

𝑃𝑃(𝐷𝐷 |𝐷𝐷 )𝑅𝑅𝐻𝐻  = 1 − 
𝑃𝑃(𝐷𝐷𝑡𝑡+1)

 
 

𝑡𝑡+1 𝑡𝑡 

(     𝑃𝑃(𝐷𝐷𝑡𝑡+1) 
1 −  𝑃𝑃(𝐷𝐷𝑡𝑡+1 

1−𝛿𝛿𝑃𝑃 

) 𝛿𝛿𝐿𝐿 
) 

We can show 𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻 > 𝑃𝑃(𝐷𝐷𝑡𝑡+1), and 𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝑁𝑁𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻 < 𝑃𝑃(𝐷𝐷𝑡𝑡+1) when 𝑃𝑃(𝐷𝐷𝑡𝑡+1) < 0.5. This 
suggests the representativeness heuristics can cause lower estimation of cyber security breach, if it 
has not been experienced recently. 

 
 
3.3 Purchasing cyber insurance applying prospect theory with status quo as reference point 

One the findings of our discussions with the industry executives, insurance agents, and 
underwriters was that corporate managers consider cyber security breaches as “rare” losses and 
are unwilling to insure it, where they are willing to insure moderate risks with highly loaded 
premiums. Applying our findings from literature review, we use the following example to briefly 
show how prospect theory can describe this behavior, if the status quo is considered as the 
reference point for corporate manager. The following methodology can also be applied to the 
situations where initial wealth, or final wealth are considered as reference point. 

Recalling the value function from cumulative prospect theory (Tversky and Kahenman 1992)   if 
𝑝𝑝 is the probability of the first state, the prospect value for a lottery in a two-state lottery is: 

𝑉𝑉 = 𝑝𝑝𝑣𝑣(𝑥𝑥1) + (1 −  𝑝𝑝)𝑣𝑣(𝑥𝑥2) 

Empirical applications of cumulative prospect theory indicate that the value function can be 
defined as: 

𝑥𝑥𝛼𝛼 𝑖𝑖𝑓𝑓 𝑥𝑥 ≥ 0 
𝑉𝑉(𝑥𝑥) = { −𝜆𝜆|𝑥𝑥|𝛼𝛼 𝑖𝑖𝑓𝑓 𝑥𝑥 < 0 

That exhibits diminishing sensitivity for 𝛼𝛼 < 1and loss aversion for 𝜆𝜆 > 1, approximately 𝛼𝛼 = 
0.88 and 𝜆𝜆 = 2.25. 

Denoting loss by 𝐿𝐿, and initial wealth by 𝑊𝑊, the state dependent wealth is either 𝑊𝑊 or 𝑊𝑊 − 𝐿𝐿. The 
corporate manager may decide to a buy coverage, denoting by 𝐶𝐶,  for a premium 𝑝𝑝𝐶𝐶,  where  𝑝𝑝 is 

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED



8 

𝑎𝑎 

1 1 

𝜆𝜆   (1−𝑎𝑎) (1−𝑎𝑎) 

the probability of the loss, 0< 𝐶𝐶 < 𝐿𝐿. Final wealth equals 𝑊𝑊 − 𝑃𝑃𝐶𝐶 if no loss occurs, and 𝑊𝑊 − 
𝐿𝐿𝑝𝑝(1 − 𝑝𝑝) if the loss occurs. 

If the corporate manager considers status quo as the reference point,   then he perceives a gain of 
𝑊𝑊 − 𝐿𝐿𝑝𝑝 − (𝑊𝑊 − 𝐿𝐿) = (1 − 𝑝𝑝)𝐿𝐿 with probability 𝑝𝑝 and a loss of 𝑊𝑊 − 𝑝𝑝𝐿𝐿 − 𝑊𝑊 = −𝑝𝑝𝐿𝐿 with 
probability 1 − 𝑝𝑝, then utility for taking the insurance will be: 

𝑉𝑉 = 𝑝𝑝𝑣𝑣([1 − 𝑝𝑝])𝐶𝐶 + (1 − 𝑝𝑝)  𝑣𝑣(−𝑝𝑝𝐶𝐶) 

Applying cumulative prospect theory value function, we will have: 

𝑉𝑉 = 𝑝𝑝((1 − 𝑝𝑝)𝐶𝐶)   − 𝜆𝜆(1 − 𝑝𝑝)  |−𝑝𝑝𝐶𝐶|𝑎𝑎 

For any  𝐶𝐶 > 0 then we will have: 

𝑉𝑉 > (=, <)0  ⟺ 𝑝𝑝 > (=,  <) 
1⁄ 

𝜆𝜆   (1−𝑎𝑎) 
1⁄

1 +  𝜆𝜆   (1−𝑎𝑎) 

For a graphical representation please see below Figure 1. Left panel despites the situation where 
the corporate manager perceives purchasing no insurance is optimal and attain a utility level of 
zero if 𝐶𝐶 > 0 that leads to 𝑉𝑉 < 0. So, we will have 𝐶𝐶 = 0 for  𝑝𝑝 < 𝜆𝜆  ⁄(1−𝑎𝑎)/(1 +     𝜆𝜆  ⁄(1−𝑎𝑎)). The 
right  panel  shows  the situation  where purchasing insurance is  perceived  optimal  where  𝑝𝑝   > 

1⁄ /(1 +  𝜆𝜆
1⁄ ). Here the indifference curve is concave since 𝑉𝑉 > 0 and, purchasing 

cyber insurance coverage is perceived optimal. 

𝑥𝑥1 𝑥𝑥1

𝑥𝑥2 𝑥𝑥2

Indifference curve 
for 𝑉𝑉 = 0 

Purchase 
insurance 

(1 − 𝑝𝑝)𝐿𝐿 

−𝑝𝑝𝐿𝐿 No insurance 

Purchase 
insurance 

(1 − 𝑝𝑝)𝐿𝐿 

Indifference curve 
for 𝑉𝑉 > 0 

−𝑝𝑝𝐿𝐿 No insurance 

Figure 2:  Purchasing cyber insurance with status quo as reference point 
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3.4 Assessing cyber insurance premiums 
The insurance industry has two standard ways of determining insurance premiums: 1) actuarial 
data, and 2) normative standards. With actuarial data, insurance companies and underwriters are 
looking at past events to  determine how likely they are in the  future,  e.g.  car  insurance.  With 
normative standards, insurance companies base their calculations on causal relationships between 
various factors, e.g. relationship between smoking and cancer in health insurance. Both ways 
ultimately indicate to the insurance company how likely a loss event is, and the lower the 
likelihood, the lower the premium for the policy. 

However, we find that neither of the above standard approaches is currently being applied in 
assessing cyber insurance premiums. Fast-paced nature of the use of cyber technologies, issues 
with quantifying the cost of cyber security incidents, and lack of robust actuarial data are examples 
of reasons for the inapplicability of these standard approaches in cyber insurance industry. In the 
absence of standard approaches, we find that cyber insurers and underwriters are left to their own 
underwriting styles, and their “interpretation” of the results of online questionnaires, on-site audits, 
previous documentation, and interviews. As such, a great deal of ambiguity/uncertainty (e.g., in 
assessing likelihoods of cyber security incidents and their various outcomes) is involved in 
assessing cyber insurance premiums that “may be as much as $3.25 billion, up from $2.75 billion 
in last year” (Betterley 2016). 

We find that insurers and underwriters react to the high level of “uncertainty” regarding average 
losses from cyber incidents by setting high deductibles and low maximum coverage, resulting in 
insurance policies that are of little value to risk managers. This could be one of the reasons that 
many companies are still reluctant to purchase cyber insurance coverage: “Fifty- two percent of 
respondents believe their companies’ exposure to cyber risk will increase over the next 24 months. 
However, only 19 percent of respondents say their company has cyber insurance coverage” 
(Ponemon Institute, 2015). 

We can address the above issue by quantitatively capturing these uncertainties that are critical in 
developing “fair” cyber insurance premiums--i.e., the premiums do “not” exceed the expected loss 
of the hazard, exclusive of administrative expense, tax or other considerations. Here, we briefly 
explain the two methodologies that we are considering in quantitatively capturing uncertainties in 
cyber insurance premium assessment: 

Ellsberg and Einhorn–Hogarth’s model: This is an anchoring-and-adjustment process in which 
an initial estimate provides the anchor, and adjustments are made for what might be (Einhorn, and 
Hogarth, 1985). The latter is modeled as the result of a mental simulation process that reflects two 
factors: (a) the amount of uncertainty, which affects the size of the simulation, and (b) attitude 
toward uncertainty, which affects the differential weighting of imagined probabilities (Ellsberg 
1961). 

In our analysis, we can consider two constructs for the uncertainty in cyber insurance  premiums: 
(a) the amount of uncertainty, which affects the size of the simulation, and (b) attitude (both
underwriters, from the supply side, and corporate managers, from the demand side) toward
uncertainty, which affect the differential weighting of perceived probabilities. We can use an
anchoring-and-adjustment process in which an initial estimate provides the anchor. We can sketch
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𝑝𝑝 

a model of probabilistic judgment under uncertainty and will use it to predict how 1) corporate 
managers (demand side), 2) underwriters and insurance firms (supply side), and 3) a control group 
(e.g., academics, system administrators, etc.) are likely to react toward different degrees of 
uncertainty in various loss categories described in Technical Report Quarter 2 (e.g., breach of 
privacy event). 

Formally, we can start with an anchor on an initial estimate of the probability. Let 𝑝𝑝 represent the 
anchor that may be based on past experience. The greater the degree of uncertainty experienced, 
the more alternative values of the probability are simulated and the larger the weight given to such 
values in the final assessment. Let the adjustment to the anchor be represented by 𝑘𝑘 so that the 
assessment of the ambiguous probability, denoted 𝑆𝑆(𝑝𝑝), is given by: 𝑆𝑆(𝑝𝑝) = 𝑃𝑃 + 𝐾𝐾. To allow for 
the effects of ambiguity, we can decompose 𝐾𝐾 into two parts that capture positive (weight given 
to possible values of the probability above the anchor and is taken to be proportional to (1-P), and 
negative adjustments, (weight given to possible values below the anchor and is proportional to P). 
We define 𝜃𝜃, a constant of proportionality, that represents the amount of perceived ambiguity 
where  0 ≤ 𝜃𝜃 ≤ 1.  To  account  for  the  fact  that  values  above  and  below  the  anchor may be 

𝛽𝛽 
differentially weighted  in  imagination,  𝜃𝜃𝑝𝑝    is  adjusted  to  the  form  𝜃𝜃  where  𝛽𝛽  represents the 
underwriter/corporate manager’s attitude. These help us to rewrite the 𝑆𝑆(𝑝𝑝)equation as:  𝑆𝑆(𝑝𝑝)   = 
𝑃𝑃 + 𝜃𝜃[(1 − 𝑝𝑝) − 𝑝𝑝𝛽𝛽 . In this model, 𝜃𝜃 is the perceived uncertainty determines the amount of the 
adjustment, and β with level of P determines its sign. 

Prospect theory weighting function. Here, the central idea is that when underwriters and corporate 
managers do not have the underlying objective probabilities they weight the value of gains and 
losses not with the probabilities themselves, but with a nonlinear transformation of those 
probabilities, and use uncertainty weights that resemble subjective probabilities. We will 
quantitatively capture this behavior by prospect theory weighting function (Tversky and 
Kahneman 1992). 

Formally, in prospect theory the effects of uncertainty on choice are modeled via a decision weight 
function--the value of each outcome is multiplied by a decision weight, which transforms the 
relevant probability into its impact on the decision-maker. Decision weights represent a distortion 
that captures the impact of events on the valuation of prospects, not merely the perceived likelihood 
of those security events. 

Prospect theory suggests the following weighting functions to capture the probabilities: 

𝑝𝑝𝛾𝛾
𝜔𝜔+(𝑝𝑝) = 

( 𝑝𝑝𝛾𝛾+(1 − 𝑝𝑝)𝛾𝛾)1/𝛾𝛾

𝜔𝜔−(𝑝𝑝) = 
𝑝𝑝𝛿𝛿

( 𝑝𝑝𝛿𝛿+(1 − 𝑝𝑝)𝛿𝛿)1/𝛿𝛿
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𝑟𝑟𝑒𝑒𝑓𝑓 

where 𝑝𝑝 is probability of the outcome, and 𝜔𝜔+ and 𝜔𝜔−are the decision weights on positive outcomes 
and negative outcomes respectively, and measured experimentally by Tversky and Kahneman 
(1992): 𝛾𝛾 = 0.61, and 𝛿𝛿 = 0.69. A hypothetical weighting function shown in Figure3. 

Figure 3- Decision weights vs. actual probability in cyber insurance premium assessment-- 
according to prospect theory 

In Figure 3 the curvature of the weighting function explains the characteristic reflection pattern 
of attitudes to risky prospect. 

3.5 Quantitative capturing of affective evaluations in cyber risk assessment 
We find that affective evaluation, such as evaluation based on positive and negative prior 
experiences, can influence one's attitude (both underwriters and corporate managers) toward cyber 
security risks. We posit that prior experiences can lead to sensitization effects on the shape of the 
prospect theory utility function, and will empirically investigate it. Formally, the prospect theory 
value function that defines gains and losses to a reference point is concave in the domain of 
potential gains, and convex in the domain of potential losses: 

(𝑥𝑥 − 𝑥𝑥𝑟𝑟𝑒𝑒𝑓𝑓)𝑎𝑎, 𝑥𝑥 − 𝑥𝑥𝑟𝑟𝑒𝑒𝑓𝑓 ≥ 0 
𝑣𝑣 =  𝑓𝑓𝑃𝑃𝑇𝑇 (𝑥𝑥 − 𝑥𝑥𝑟𝑟𝑒𝑒𝑓𝑓) = {−𝜆𝜆(−(𝑥𝑥 − 𝑥𝑥 ))𝑏𝑏, 𝑥𝑥 − 𝑥𝑥𝑟𝑟𝑒𝑒𝑓𝑓  < 0

0 < 𝑎𝑎 < 1, 0 < 𝑏𝑏 < 1, 𝜆𝜆 > 1 

The prospect theory value function can capture affective valuations and the sensitivity in both 
domain of gains and losses. For example, when 𝑏𝑏 >1 (concave): risk averse, when 𝑏𝑏 =1 (linear): 
risk neutral, and when 0 < 𝑏𝑏 < 1 (convex): risk seeking. Figure 4 despites the shape change of the 
prospect theory value function (blue curve) under negative prior experiences (red curve). For 
example, experiencing a breach of privacy can change his risk attitude toward subsequent losses. 
This change would steepen the utility curve in the gain domain (V′G >VG) and flatten it in the loss 
domain (V′L> VL). 
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experiencing a privacy breach 
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Figure 4—The impact of negative prior experience on prospect theory value function 

4.0 Discussions with experts 

The section highlights a summary of our discussions with experts (insurance commissioners, 
corporate executives, insurers, and underwriters) who participated in our discussions. For 
convenience, summary of the statements made by the interviewees are in italic. 

4.1 capturing ambiguities in measuring premiums 

An expert stated: “We understand the concepts and definitions in NIST Framework. But, at the end 
of the day, we need to measure primiums. The problem with applying the Framework is that we 
get very different numbers from different experts, even in one division of our company. These 
ambiguous risks are quite problematic for us. In our business, the more ambiguous the risk is, the 
less likely an insurer will offer it on the market. Or, if they offer they charge a very high price to 
make it worth their while. Can your work help us understand reasoning of individuals and groups 
faced with ambiguous risks? Does your work present a formal methodology that our technical 
folks can follow?“ 

Prior to providing a summary of our answers, we would like to point out that these experts’ 
statements about the NIST Framework are consistent with our findings from the literature review. 
As an example, here is a summary of a case study by Intel (Intel 2015). In this case study, Intel 
performed an initial high-level risk assessment on the office and enterprise environments. Three 
groups of subjects were involved in the Intel case study: 1) core group, including 8 to 10 senior 
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security subject matter experts, SMEs, and mid to- senior-level security capability or program 
managers, who set target scores, and performed an initial risk assessment and scoring, 2) individual 
security SMEs, who scored the risk areas, and 3) stakeholders and decision makers, who approved 
target scores, reviewed assessment results, and set risk tolerance levels. The results of this study 
indicated “significant differences between core group and individual SME scores can identify 
visibility issues, either by the individual SME or the core group”. 

4.2 Insurance premium decisions under uncertainty 

Here, first, we explained prospect theory and support theory in lay terms, and how these theories 
distinguish between events in the world and the manner in which they are mentally represented. 
For example, probabilities are attached not to events, as in standard normative models, but rather 
to descriptions of events, and probability judgments, are based on the support (strength of 
evidence) of the focal hypothesis relative to that of alternative. We provided simple real life 
examples of how these theories distinguish between explicit disjunctions that list their individual 
components, and implicit disjunctions which do not; ‘‘a car wreck due to road construction, or due 
to driver fatigue, or due to break failure, etc.’’ vs. “a car wreck”. 

Then, we explained how different presentations of an event can lead to different measurements of 
premiums. For example, unpacking a description of an event into disjoint components (i.e., from 
an implicit to an explicit disjunction) generally could increases its support and, hence, its perceived 
likelihood. That is, it brings to mind neglected possibilities or by increasing the impact of unpacked 
components. As a result, different descriptions of the same event can give rise to different 
judgments. 

Following this description the interviewees were able to explain to provide their own examples of 
unpacking: “so, willingness to take protective action such as the purchase of insurance might also 
be increased by unpacking the ways in which a relevant mishap might occur” or “when cyber risk 
components are evaluated separately, corporations which were not interested in purchasing 
insurance may be actually willing to pay a premium”. 

Finally, based on our analysis and literature review, and findings from behavioral economics ( Fox 
and See 2003), we formally explained the two-stage model in which the decision maker first 
assesses the probability 𝑃𝑃 of an uncertain event 𝐴𝐴, then transforms this value using the risky 
weighting function, and presented the flowchart for this process, as shown in Figure 5. In Figure 
5, 𝑉𝑉(𝑥𝑥, 𝐴𝐴) = 𝑣𝑣(𝑥𝑥)𝑊𝑊(𝐴𝐴) = 𝑣𝑣(𝑥𝑥)(𝜔𝜔 [𝑃𝑃(𝐴𝐴)])𝜃𝜃, where 𝑉𝑉(𝑥𝑥, 𝐴𝐴) is the value of the prospect that pays 
$𝑥𝑥 if event 𝐴𝐴 obtains (and nothing otherwise), 𝑣𝑣(. ) is the value function, 𝑃𝑃(. ) is judged 
probability, 𝜔𝜔 (. )is the risky weighting function, and θ is the source attractiveness and inversely 
relates to the attractiveness of the source of uncertainty. 
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Judged 
probability 

Risk weighting 
function 

Source 
attractiveness 

Figure 5- A sample flowchart showing insurance premium decisions under uncertainty 

4.3 Illustrating degrees of ambiguity 
Here, we started by explaining the concept of utility as values associated with decisions. Then, we 
explained how our work and behavioral economics (Camerer, and M. Webber 1992) can identify 
different scenarios about utilities of decisions/actions with a probability p, and presented these 
scenarios, as described below, and shown in Figure 6, next page: 

1- Certainty. When the decision maker knows one state will occur with certainty (p = 1)
his/her distribution of p is the vertical line shown in figure 6a. This is certainty.

2- Risk. When the decision maker is not sure of states, but knows the probabilities of states
precisely, his/her distribution is similar to figure 6b. This is risk, or unambiguous
probability.

3- Ambiguity. When the decision maker is not sure what the distribution of probabilities is,
then the probabilities are ambiguous. We consider two kinds of ambiguity. First, when the
probability distributions in the set of thinkable distributions can themselves be assigned
probabilities, ambiguity can be expressed as second-order probability (i.e., expressing
knowledge about probabilities). This is shown in Figure 6c. Second, when the distributions
cannot be assigned probability, ambiguity is expressed by a set of probability distributions
as the amount or nature of missing information varies. This is shown in Figure 6d.

Value 
functio
n 

Value 
of 
prospect 

𝑣𝑣(𝑥𝑥) 

𝑉𝑉(𝑥𝑥, 𝐴𝐴) 

𝑃𝑃(𝐴𝐴) 𝜔𝜔 [𝑃𝑃(𝐴𝐴)] (𝜔𝜔 [𝑃𝑃(𝐴𝐴)])𝜃𝜃
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a) Certainty

Figure 6- Presentation of insurance premium decisions under risk and uncertainty 

4.4 Reservation price and risk appetite 

An expert stated: “Underwriters and insurers still don’t have measureable, repeatable methods to 
deal cyber risk and assess premiums, and we are still learning about how companies actually make 
decisions about cyber risks. But, we do know in many situations they make decisions based on 
their risk appetite. Can your work on prospect theory help us with understanding different 
stakeholders’ risk appetite? Can you describe your analysis, and results in the form of graphs that 
we can present in our meetings?” 

We found these experts’ statements to be consistent with our findings from the literature review, 
and publicly available statements from senior industry executives, e.g., “I haven’t even seen a 
survey that compares how underwriters are measuring risk and pricing policies today, or how they 
are hedging the risk assumed, and what kind of reserves are required” (Schutzer 2015). The 

1 
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0 Utility 

1 

Probability b) Risk

0 Utility 

1 p=0.5 
p=0.35 

Probability c) Ambiguity
(second order probabilities)

0 Utility 

1 
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d) Ambiguity

(probability distributions)
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𝑐𝑐 

𝑖𝑖 

experts’ statements were also consistent with the recent industry guidelines for purchasing cyber 
insurance: “While there is some regulatory guidance, much of the determination is dependent upon 
an organization’s risk appetite. This space is still developing and currently there is no authoritative 
schematic for cyber insurance purchasing” (FSSCC 2016). 

Here, following a brief explanation of the law of large numbers, we discussed the concept of 
reservation price for insurance--the maximum amount a consumer would pay for insurance against 
a loss and can be calculated as: initial wealth - certainty equivalent (Camerer and Kunreuther 
1989). We also explained some simple implications of the reservation price. For example, if the 
cyber insurance premium is cheaper than the reservation price, the consumer will buy the policy, 
and gain from pooling risks. Then, we briefly explained prospect theory value function, and our 
formal analysis as follow, and presented Figure 7. We explained, let us assume each party 
corporation has a reservation price of   𝑃𝑃∗, and insurers has a reservation price of 𝑃𝑃∗. If the 

𝑐𝑐 𝑖𝑖 
corporation can insure and suffer a loss of 𝑣𝑣 (−𝑃𝑃∗) with the probability of r with loss of L ,   they 
can proceed with insurance, and have a prospect of 𝜋𝜋(𝑟𝑟)𝑣𝑣(−𝐿𝐿). This (i.e., corporate’s reservation 
price) is shown in Figure 7-a. Similarly, insurer’s reservation price can be calculated as 𝑣𝑣 (𝑃𝑃∗) +
𝜋𝜋(𝑟𝑟)𝑣𝑣(−𝐿𝐿), and be presented as in Figure 7-b. 

Figure 7a- Corporation’s choice using reservation price and prospect theory 

Value function 
𝑣𝑣 (𝑥𝑥) 

Do not sell insurance 
𝑣𝑣(0) 

-L 𝑃𝑃∗  
Dollar outcome 

Sell insurance 
𝑣𝑣 (𝑃𝑃∗) +  𝜋𝜋(𝑟𝑟)𝑣𝑣(−𝐿𝐿)  
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Figure 7b- Insurer’s choice using reservation price and prospect theory 

4.5 Heuristics and cyber insurance subsidy 

An expert stated: We have seen the influence of heuristics and biases in purchasing different types 
of insurance like flood, and earthquake. But, cyber insurance is a new one. As commissioners, we 
need to think about protecting consumers in various situations. How can we use your work in 
understanding subsidization needs and fair premiums, let’s say after a cyber disaster? Have you 
considered these extreme events in your models? 

We briefly explained the representativeness heuristics (we have discussed this heuristic in details 
in previous reports) and the following model, based on our analysis and literature review: 

𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃

𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻  = 
 

𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃   + (1 −  𝑃𝑃(𝐷𝐷𝑡𝑡+1)𝛿𝛿𝑃𝑃

where 𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻 is the probability estimated by the consumer who is subject to 
representativeness heuristics, RH, and 𝛿𝛿𝐿𝐿 and 𝛿𝛿𝑃𝑃 are the weight consumer may place on posterior 
and prior probabilities, respectively. If the consumer is Bayesian, then 𝛿𝛿𝑃𝑃 = 𝛿𝛿𝐿𝐿, but if the consumer 
is subject to the representativeness heuristic then we will have: 𝛿𝛿𝑃𝑃 < 𝛿𝛿𝐿𝐿. We also explained that the 
critical loading factor (reflecting the insurer's costs of operating the plan) can be calculated as: 

Value function 
𝑣𝑣 (𝑥𝑥) 

-L −𝑃𝑃∗  
Dollar outcome 

Insured value 
𝑣𝑣 (−𝑃𝑃∗)  

Uninsured value 
𝜋𝜋(𝑟𝑟)𝑣𝑣(−𝐿𝐿) 
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𝑃𝑃(𝐷𝐷𝑡𝑡+1|𝐷𝐷𝑡𝑡)𝑅𝑅𝐻𝐻  − 𝑃𝑃(𝐷𝐷𝑡𝑡+1) 
𝑃𝑃(𝐷𝐷𝑡𝑡+1) 

Then, we presented graphs describing the above equation and decision weights vs. actual 
probability in cyber insurance premium assessment, and how and how these can influence the 
loading factor. We also explained various situations where corporate executives subject to the 
representativeness underinsure prior to a disaster and over insure post-disaster, and they may 
purchase unfairly priced policies post-disaster. As such, insurance commissioners should be 
cautious of the degree to which they allow insurers to increase premiums after a disaster occurs, 
given consumers’ preferences. Such errors in probability estimation may justify subsidization of 
insurance policies when a disaster has not occurred recently. 

4.6 Identifying loss exposure categories for insurance premium assessment 

Based on the results of our discussions with the industry executives, underwriters, and publications 
of insurance brokers (e.g., Marsh), and accounting firms (e.g., PWC), the 17 loss categories 
mentioned in Table 2 are considered for our risk premium assessment: 

Loss category Example 
1. Breach of privacy y event Cost of IT forensics and notifying affected subjects 
2. Data and software loss Cost of reconstituting data and software 
3. Incident response costs Direct cost to close the incident 
4. Cyber extortion Cost of expert handling an extortion incident 
5. Business interruption Lost profit due to the unavailability of services 
6. Multi-media liabilities Civil damages arising from defamation, 

copyright/trademark infringement 
7. Regulatory and defense coverage Coverage for fines, penalties 
8. Reputational damage Loss of revenues from future customers 
9. Network service failure liabilities Third-party liabilities arising from security events 
10. Contingent Business Interruption Business interruption resulting from the IT failure of a 

third party 
11. Liability Coverage for third-party claims relating to failure to 

provide adequate professional services or products 
12. Financial theft and fraud Damages caused by disgruntled employees 
13. Intellectual property theft Loss of value of IP assets 
14. Physical asset damage Destruction of physical property 
15. Death and bodily injury Liability for death and bodily injuries 
16. Cyber terrorism Damages caused by a foreign government as an act of 

war or a terrorist attack 
17. Environmental damage Costs of clean up associated with a cyber-induced 

environmental spill 
Table 2-Tentative general loss categories for cyber insurance premium assessment 

On the relative importance of loss exposure indicators, we found a wide range of opinions across 
various industries. We have started defining indicators for insurance underwriting and risk 
selection under 5 general categories and plan to revise these indicators over time. The five tentative 
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categories that we are currently considering in this research are: 1) Corporate activities and profile 
(e.g., business sector, revenue), 2) Risk management process (e.g., incident response plan, 
employee awareness), 3) Confidential records and data assets (e.g., data shared with third party, 
intellectual property), 4) Network security (e.g., configuration of network, patching 
vulnerabilities), and 5) IT security practices (e.g., in-house and outsourced IT services, backup 
processes and recovery). 

4.7 Cyber physical systems, and cyber insurance 

We asked the experts to share their experiences, and to express their real-world views on cyber 
insurance and cyber physical systems (CPS). We had follow-up discussions with experts in 
microelectromechanical systems (MEMS) and material engineering at Georgia Tech. We also 
reviewed related academic and industry literature to find the results of the studies (if any) that 
address the issues mentioned by our interviewees. The following is a summary of our findings. 

The currents status of CPS and insurance industry. Many experts, in response to: what problems 
keep you awake at night?, answered: “CPS risks”. One expert stated: 

“We know we are facing major technical challenges in insurance industry. But, frankly, we are far 
from being prepared for it”, are examples of the comments that the PI received in his discussions 
with the interviewees. 

The need for an “engineering understanding” of CPS risks, “both” at the cyber and physical level 
(i.e., not just at the cyber level, as it seems to be the focus of majority of ongoing research on CPS), 
was mentioned by all the interviewees. To shed light on the issue, we provide a summary of a 
scenario that was described by an insurer, and we shared with other interviewees: 

“Let us say we have a client who calls us about an issue about his airbag sensor, after a 
recent car wreck. We can quickly take care of it: we can send our folks to do a point-to- 
point inspection, disassemble the car if needed, and tell was the issue caused by the wreck, 
or was it a mechanical failure, and irrelevant to the wreck. We can do this because here 
the engineering concepts are well understood and we can draw conclusions about the 
whole system. But, with CPS we don’t have an engineering understanding of how the 
system works. We really don’t know how the physical components of these cars are working 
with the cyber components.” 

We shared the above scenario with other experts. Here is some sample feedbacks that were 
provided: 

An executive from the electronics industry said: “I agree with the insurer’s point. To add to his 
example, with CPS we cannot even tell if that car problem was a MEMS problem, or no it was a 
material problem, fatigue failure, for example. Currently, we are not even sure which MEMS is 
the right one for these cars.” 
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An expert stated: 

“The example is a good one, but in our industry, it is just tip of the iceberg. Telematics has brought 
many challenges to us. We need to write policies and want to use MEMS to monitor body activities 
(like vibrations), gas (like smell of alcohol) in the cars. For our new policies, we call it full- 
behavioral-rating we need quantitative models to analyze the information that are coming from 
MEMS about all different things that are happening in the car. But, we don’t have such models.” 

Implementing NIST frameworks in assessing CPS risks. Applicability of NIST frameworks in 
cyber insurance and CPS was also discussed during our discussions with the interviewees. We find 
it encouraging that most of them were familiar with the NIST Cyber Framework and interested in 
applying it in their organizations, and in their work with their clients. However, in request for 
more details about the actual implementation of the Framework, they only could name some 
Framework Core Functions (e.g., identify, protect, detect, …) and nothing about Implementation 
Tiers. Although, they were aware of NIST’s intention--“It’s a framework, not a prescription” 
(Barrett 2015) --they believed it would be considerably more effective if they could receive “help 
assessing risk in a more analytic way”. Similar comments were also made about the practical 
benefits of the models have been developed to use the Framework (e.g., Yu 2016) and the recently 
released NIST Framework for Cyber-Physical Systems (NIST 2016). 

Review of academic and industry literature. Literature review did not lead to any practical 
quantitative model to “integrate” information risk assessment (cyber component) with material 
risk assessment (physical component). But, the literature review indicated the importance of 
having such models. For example, Amin et al. 2013 explained: “Insurance instruments of CPS 
risks management are meager: the premiums of cyber-security contracts are not conditioned on the 
security parameters”, and “The main challenge for CPS experimentation on the DETERLab 
testbed is to compose physical system dynamics (real/simulated/emulated) with communication 
system emulation.” 
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5.0 Technical comments from the program manager 

In the technical comments that we received on Quarter 2 Technical Report (see Exhibit A)--the 
only technical comments that we received on our technical reports-- it was stated: 

“Data breaches are one of the few cyber coverages for which insurers have built real 
actuarials and where they are keen to realize premium profits.” 

However, we did not receive a response from the program manager to our request to review the 
documents that explain how “…insurers have built real actuarials”, and how insures are actually 
using them in cyber insurance”, and to related statements from experts, such as: 

“In most of the world, steadily accumulating actuarial data and learning from them 
brings success. In the Internet business world, however, such a strategy is almost 
impossible…. In the electronic business world, the technical flux of change is high—so 
high that actuarial data are practically impossible to obtain” (Geer et al. 2003) 

“While actuaries do need as much historical data as they can get, past data is not always 
indicative of future events and their cost. …The challenge is much greater than not 
having historical data. Because cyber risk is growing and rapidly evolving, information 
about the past may be of limited direct predictive value when looking at the future.” 
(Baribeau, 2015). 

We also discussed the program manager’s comment with various insurance commissioners, and 
cyber security practitioners. However, we found many similar statements to those made by Geer 
et al. 2003, and Baribeau, 2015. The following is a sample statement, made by a senior member 
of the National Association of Insurance Commissioners (NAIC) (see Exhibit B): 

“For most products, the insurance industry is able to rely on historical data to assist in 
pricing for future losses. Not so for cybersecurity insurance products where evidence of a 
data breach in the past might not be indicative of a future data breach. This is because 
businesses tend to be more attentive to cyber risks once they have been subject to a 
breach. Thus all cybersecurity insurance pricing to date is based on an evaluation of the 
cybersecurity practices of the business seeking to purchase coverage and the judgment of 
the underwriter as to what price to charge.” 

6.0- Insurance premium assessment and selecting control measures 

This project received a stop work order while we were conducting a comprehensive literature on 
the planned task on developing quantitative models for cyber risk assessment, premiums, and 
selecting control measures to reduce premiums. As such, we could not complete this task, and 
other tasks of the project that depended on this task. However, we have listed some of the 
sources that were studying for this task with * in References for future research. 
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7.0 Conclusions and Recommendations 

Our results indicate that in the cyber insurance industry in assessing premiums and making 
decisions about purchasing cyber insurance, corporate executives are likely to rest on some 
limited number of simplifying heuristics (mental shortcuts) rather than extensive algorithmic 
processing. Developing computational models that can realistically describe cyber security 
behaviors and present tangible incentives, such as reduced insurance premiums, to corporate 
executives to improve the security status of their corporations are the need of the hour. The 
existing computational models are still based on the assumption, for normative convenience, that 
stakeholders are rational economic agents and behave according to classical decision theories. 
That is, they have little to do with convincing corporate leaders to improve the security status of 
their corporations. 

Our results also indicate that developing actuarial data for cyber insurance require stability of the 
underlying entity being measured, and such stability does not exist in cyber security data. That is, 
the existing databases, even those with large volumes of data, could be of little help to cyber 
insurance practice. In the absence of actuarial data and standard realistic computational 
approaches, insurers and underwriters are left to their own underwriting styles, and their 
interpretation of the results of online questionnaires, on-site audits, previous documentation, and 
interviews. As such, the first step to improve the cyber insurance market, could be narrowing 
down the scope of cyber expertise required of underwriters by targeting specific industries or 
niches within them, and identifying specific heuristics that could influence the decisions on 
specific exposures 

As a senior member of NAIC had stated about this research it had “promises to add certainty 
where only an educated guess exists today. Adding certainty where little exists should also 
attract more insurance providers who are now watching from the sidelines because they don’t 
know what to charge”. We hope the future research can continue this effort. Future research on 
cyber insurance requires collaboration among academia, industry, and government. It needs to 
address at least two fundamental operational issues in information security market: 1) how can 
we improve cyber security behaviors? 2) how can we assist corporate executives in dealing with 
cyber insurance, similar to other types of insurance? That is, accepting some amount of risk, 
mitigating some more risk with various technologies (e.g., virus scanner) and procedures (e.g., 
security policy), and insuring the rest of it. This is similar to fire prevention, shoplifting, or any 
of the other risks that could affect corporations. 
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