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Executive Summary

Rapid and accurate prediction of Resident Space Objects (RSO) orbital elements is a capability

vital for the sustainable development of the near-Earth environment as it becomes increasingly

congested and contested. An understanding of all the forces influencing the dynamics of RSOs is

fundamental to this capability. The influence of the charged aerodynamic interaction of RSOs

with the ionosphere (i.e. ionospheric aerodynamics) on their motion is currently not considered

in Precise orbit Prediction and Determination (PoPD) applications despite neutral aerodynamics

being the largest non-conservative force on LEO objects with the largest associated uncertainties.

This report details the development of framework for quantifying the influence of ionospheric

aerodynamics on the motion of RSOs and provides preliminary evidence that ionospheric aero-

dynamics may appreciably contribute to the uncertainties in aerodynamics models.

To determine the significance of ionospheric aerodynamics in LEO, the hybrid Particle-in-

Cell (PIC)/Direct Simulation Monte Carlo (DSMC) code, pdFOAM, was developed and validated

in collaboration with the University of Strathclyde in the OpenFOAM framework. A dimensional

analysis of the unmagnetised Vlasov-Maxwell system of equations that describe a K-species plas-

mas resulted in the identification of 2+4K non-dimensional scaling parameter. A comprehensive

investigation of the influence of these scaling parameters on underlying physical phenomena

highlighted the importance of the ion energy ratio α and general shielding ratio χ to charged drag

forces. These scaling parameters were combined in conjunction with a control surface analysis,

where charged aerodynamics forces were separated into direct forces resulting from gas-surface

interactions and indirect forces resulting from the scattering of non-colliding ions (and captured

here through the deformations caused in the plasma sheath structure and transmitted through

the Maxwell stress tensor), to provide new insights into the role of plasma-body interaction

phenomena on the charged drag.

Drawing upon these insights, a response surface based on observed physical trends and fitted

to simulation outputs in a parameter space defined by α and χ was constructed to allow the

rapid prediction of the charged drag coefficient CD,C based on atmospheric model outputs. This

response surface was applied to 2 years’ worth of high fidelity atmospheric data generated by

the Global Ionosphere/Thermosphere Model (GITM) from the University of Michigan, covering

a period of high and low solar activity. The results reveal that charged ionospheric drag can

account for between 5% - 35% additional force for a CubeSat sized body with a fixed body

potential of -3V relative to the surrounding plasma for altitudes typical of many Low Earth

Orbit missions. A greater ratio of charged to neutral work done per orbit was found in the lower

solar activity period of 2007 than 2002, suggesting that ionospheric aerodynamics can have

an appreciable contribution to the total aerodynamic force vector relative to the neutral drag

component throughout the 11-year solar cycle.

UNIVERSITY OF NEW SOUTH WALES CANBERRA, ACT

This research was undertaken with the assistance of resources from the National Computational

Infrastructure, which is supported by the Australian Government.This work was supported by the
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1. Introduction

Addressing current risks and future opportunities associated with the utilisation of space-based

technologies requires advances in our ability to understand, and accurately and rapidly predict

how Resident Space Objects (RSO) interact with their local space environment - both operational

satellites and space debris. In the report “Continuing Kepler’s Quest”, the US National Research

Council recommended that US Air Force Space Command tackle a series of current and pending

problems that face the international community in relation to space debris and collision avoidance

[5]. As the largest non-conservative force on Low Earth Orbit (LEO) objects below 2000 km

altitude, the aerodynamic interaction of RSOs with the near-Earth space environment represents an

important facet of these problems. The importance of spacecraft aerodynamics has been demon-

strated in a variety missions. For example, aerodynamic forces at altitudes of several hundred km

were sufficient to demonstrate the formation reversal of three CubeSats in the AeroCube-4 mission,

while the in-track discrepancy between onboard GPS and standard orbit propagation algorithms was

observed to grow by 10-20 km per day for that mission with a spanwise discrepancy of 1-3 km per

day [6]. Thus the forces generated by the interaction of space objects and the rarefied atmosphere

in which they fly are non-negligible, integrate to produce significant orbital perturbations. Unfortu-

nately, aerodynamic forces on near-Earth RSO’s also have the largest associated uncertainties.

Typical orbit predictions assume cannon-ball representations of space objects using a drag

coefficient CD of 2.2 and ignore spanwise forces. As demonstrated numerically [7] and examined

with Direct Simulation Monte Carlo (DSMC) simulations in the Los Alamos National Labora-

tory IMPACT project [8], the drag coefficient of objects can in fact vary by up to 40% for a

given shape over altitude ranges typical of LEO and depends significantly on factors such as

solar maximum/minimum. Various models of the thermosphere and ionosphere are available to

compute atmospheric parameters for orbit predictions, at varying levels of fidelity ranging from

semi-empirical correlations through to physics-based three-dimensional computational fluid dy-

namics simulations that require significant computational effort. Modelling the space environment

- a large, complex, time-varying structure sensitive to space weather perturbations - is difficult,

however, early models based on sparse measurements and subsequently built up over time. As a

DISTRIBUTION A. Approved for public release: distribution unlimited.



6 Chapter 1. Introduction

consequence of the historical development of many atmospheric models, predictions of atmospheric

neutral density may vary significantly from each other. This is emphasised in Figure 1.1, which

compares the neutral density inferred from the CHAMP spacecraft [9]. Figure 1.1 demonstrates

not only disagreements between atmospheric models, but apparent anomalous behaviour such

as the 85% spike in inferred neutral density in the middle of the figure - see also [10, 11]. In a

critical analysis of atmospheric models Vallado and Finkleman [12] concluded that there appeared

to be a common unmodelled physical mechanism or systemic error in the MSIS-86 and Jacchia 71

neutral atmosphere models. One currently unmodelled physical mechanism that may account for

this anomalous behaviour is the direct interaction of RSOs with the ionosphere i.e. “ionospheric
aerodynamics”.

Figure 1.1: Predicted and inferred neutral density variations for CHAMP.

The aerodynamic interaction between RSOs and the ionosphere (charged environment) is

fundamentally different from the aerodynamic interaction between the object and the thermosphere

(neutral environment). Whenever an object is immersed in a plasma, it acquires a floating potential

(φB) with respect to the freestream plasma based on the sum of currents into/out of the surface. In

LEO, the electron thermal velocity is orders of magnitude larger than an object’s orbital velocity,

which is, in turn, larger than the surrounding ion thermal velocity. This velocity distribution (known

as a “mesothermal flow”) results in a negative floating potential and sets up a region of charge

discontinuity about the body where ions are accelerated toward the body and electrons are repelled

such that the ion and electron currents are equal. This region of charged discontinuity is known as

the “plasma sheath”.

The plasma sheath has two key effects: the first is to increase the effective collection area of the

object beyond the wetted area of the body; the second is to deflect (scatter) ions into (or away from)

the wake of the object. The increase in effective collection area allows direct charged aerodynamic

forces resulting from gas-surface interactions to be enhanced compared to an equivalent rarefied

gas dynamic interaction. The deflection of ions causes an indirect exchange of momentum between

the object and ions also known as “dynamic friction” [13, 14]. Hence, while neutral aerodynamics

DISTRIBUTION A. Approved for public release: distribution unlimited.



7

in LEO is well described by rarefied gas mechanics [15] 1, ionospheric aerodynamics calculations

must account for both the direct and indirect exchange of momentum between the object and the

surrounding plasma through field effects.

In short, ionospheric aerodynamic mechanisms tend to increase aerodynamic forces beyond

those in an equivalent neutral interaction. The reasons ionospheric aerodynamic forces are not

currently modelled stems back to conclusions by Brundin [14] referenced in the seminal work by

Cook [16]. These conclusions were based around the following key assumptions:

• That the surface potential of LEO objects is never more negative than −0.75 V with respect

to a quasi-neutral freestream plasma (φ∞ = 0).

• That the maximum ion number density is approximately 10% of the neutral number density

in LEO.

• That monotonic oxygen ions (O+) are the dominant source of charged aerodynamic forces

(monotonic hydrogen ions (H+) were not considered).

Based on these assumptions, Brundin [14] concluded that neglecting ionospheric aerodynamic

forces would cause a maximum possible over-prediction of neutral density by 20% when based

on satellite accelerations. With advances in knowledge of the LEO space environment and the

increasing complexity of LEO satellites and their orbits, the validity of each of these assumptions

has become questionable. It is now recognised that LEO objects can naturally achieve floating

potentials more negative than −100 V (albeit for short periods), while the use of high voltage power

systems can cause large artificial surface potentials [17–22]. Advances in atmospheric models

mean that regions where the ion number density approaches the neutral number density are well

recognised.

For example, in a numerical analysis the charged drag force on a high voltage solar array

(O(−1kV )) with an approximate altitude of 500 km, Kuriki and Kuninaka [23] predicted ion drag

to range between 5− 10 times that of the local neutral drag when at 90 degrees angle of attack

(maximum surface area) 2. Similarly, a recent study by Andrés de la Fuente [24] offers in-situ
evidence that charged aerodynamic forces can be significant. Andrés de la Fuente [24] applied

the dusty plasma theory described outlined by Hutchinson [25–27] to predict the contribution of

charged aerodynamics to the anomalous along-track accelerations experienced by the LAGEOS-I

and LAGEOS-II satellites with nominal altitudes of 5900 km (Medium Earth Orbit). Andrés de la

Fuente [24] concluded that the contribution of charged aerodynamics to along-track accelerations

increases from −0.5 pms−2 when not in eclipse to −85 pms−2 and −70 pms−2 respectively in

eclipse - the larger eclipse charged aerodynamic acceleration for the LAGEOS-I a reflection of its

orbit which brought it over the auroral and polar zones where larger negative floating potentials

occur. Compared to a neutral drag acceleration of −0.5 pms−2, Andrés de la Fuente [24] demon-

strated that charged aerodynamics can have a significant and complex effect on the dynamics of the

LAGEOS spacecraft in MEO. It is, therefore, reasonable to revisit the question pursued by Brundin

[14], can ionospheric aerodynamics have an appreciable effect on the motion of LEO objects?

Following world best practice for aerospace research, UNSW Canberra Space is developing

an astrodynamics research program that closely couples physics-based supercomputer simulations

of the interaction between spacecraft/debris and the near-Earth environment, benchmark-quality

1Uncertainties in neutral aerodynamics are primarily caused by the nature of the gas-surface interaction [7]
2Kuriki and Kuninaka [23] only accounted for the direct force from gas-surface interactions. As will be shown later,

the indirect contribution of scattered ions plays an important role in the calculation of charged drag forces.
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8 Chapter 1. Introduction

ground-based experiments (by means of employing high energy / low density particle sources to

create a rarefied gas satellite “wind tunnel”), and orbital flight experiments to validate the ground-

based science. This report represents Phase A of this program and outlines the development of

a high-fidelity space simulation capability to understand the aerodynamics interaction of RSOs

with the ionosphere to determine whether ionospheric aerodynamic forces can have an appreciable

influence on the motion of LEO objects. The simulation capability and understanding of the funda-

mental physics involved in these interactions will then be used to guide and develop ground-based

experiments and on-orbit experiments. In turn, this research program is intended to eventually

contribute to the development of advanced orbit propagation and collision-avoidance algorithms

for Australian input to space traffic and debris management. This activity would directly support

the efforts of the University of Arizona led AFOSR/AFRL Astrodynamics CoE, specifically in the

area of dynamical interaction and modelling of vehicles with the space environment, accounting for

coupling between translational and rotational motion, and the full effect of the natural environment

on RSOs.

The following sections provide relevant background material on the structure of the near-Earth

environment and near-Earth plasma-body interactions. The final section outlines the objectives of

this report.

1.1 Structure of the Near-Earth Environment

Compared to Geostationary Earth Orbit (GEO), the LEO space environment is a cold, dense, quasi-

neutral, partially ionised plasma primarily composed of N2, O2, O, He and H and their ionised

analogues. Description of the environment is often broken into the neutral domain, comprising the

thermosphere (90− 600 km) and exosphere (> 600 km)3, and the charged domain, also known

as the ionosphere. The structure of the thermosphere and ionosphere are significantly different.

Figure 1.2 plots representative variations in neutral and ion composition with altitude during a

representative international quiet solar year.

The temperature of the thermosphere asymptotes to a common exospheric temperature with

increasing altitude. A consequence of this common temperature is the stratification of constituents

by molecular mass, the driving force being gravity [31]. Extreme ultraviolet (EUV) solar radiation

provides the primary direct day-side heat source, producing large thermal gradients with the night-

side and causing upper atmospheric winds ranging from 1 km/s to 100 km/s [31, 32]. Solar EUV

production exhibits an 11-year cycle that results in density variations of an order of magnitude,

while dinural4 variations are typically on the order of 10% [31]. EUV also is a primary ionisation

mechanism maintaining the day-side ionisation of the charged environment [30].

While the thermosphere is gravity and temperature dependent, the Earth’s magnetic field and

self-induced local electromagnetic inhomogeneities govern the ionosphere. As a result, the iono-

sphere exhibits a greater latitudinal variation than the thermosphere [30]. Similarly, the distribution

of ionospheric constituents with altitude is non-linear and coupled with global and local electro-

magnetic perturbations. The injection/precipitation of energetic plasma species into polar auroral

regions during solar weather events, such as coronal mass ejections, along with increased EUV

fluxes can significantly disturb the ionosphere [17, 21, 22, 30].

During these events, energy input can increase by an order of magnitude compared to local EUV

3Hereafter referred to as the thermosphere for convenience.
424 hour
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1.1 Structure of the Near-Earth Environment 9

Figure 1.2: Representative daytime atmosphere structure during an international quiet solar year.

Reproduced from [28].

Figure 1.3: Comparison of total ion and neutral number densities in LEO based on the

NRLMSISE-00 [29] and IRI-2012 [30] atmospheric models. Conditions are for 4/1/2007 UT

12:00:00 with solar indices f10.7 = 87.7, f10.7a = 83.35 and using the daily magnetic index

ap = [17.3750,15.0,20.0,15.0,27.0,18.125,21.75].
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10 Chapter 1. Introduction

input, increasing ionisation, temperature, and other key parameters [17, 22]. The redistribution

of this energy to the thermosphere occurs through transfer mechanisms, significantly disturbing

global circulation patterns and generating phenomena such as travelling ionospheric disturbances

and gravity waves [31]. It is perhaps not surprising then that the modelling of the LEO environment

has been, and remains, difficult [31].

Two established atmospheric models are the Naval Research Laboratory Mass Spectrometer

Incoherent Scatter Radar Extended (NRLMSISE-00) [29] and International Reference Ionosphere

(IRI-2012) [30] atmospheric models. For a comprehensive review of atmospheric models see

Emmert [31] and Vallado and Finkleman [12]. A principle argument for neglecting ionospheric

aerodynamic forces in [14] was that ion number densities (ni) are orders of magnitude less than

neutral number densities (nn). While true below 300− 400 km altitude (depending on space

weather conditions), as altitude increases so does the proportional ionisation of the environ-

ment. This is demonstrated in Figure 1.3, which plots ni/nn slices through altitude based on

NRLMSISE-00 and IRI-2012 atmospheric models. Conditions are for the 4th of January 2007

UT 12:00:00 with solar indices f10.7 = 87.7, f10.7a = 83.35 and using the daily magnetic index

ap = [17.3750,15.0,20.0,15.0,27.0,18.125,21.75]5.

The IRI-2012 and NRLMSISE-00 atmospheric models, however, are largely empircal. As a

consiquence, they have inherited drag baises from early datasets based on constant drag coefficients

of 2.2. The Global Ionosphere-Thermosphere Model (GITM) is a physics based atmospheric model,

which incorperates the coupling of the ionosphere and thermosphere in an attempt to bypass some

of these historical biases while providing new insights into fundamental physics.

Unlike other models in this class, particularly the widely used NCAR-TIEGCM [33], GITM

does not assume the upper atmosphere is in hydrostatic equilibrium. This has the effect of allowing

GITM to better capture the full magnitude of vertical thermospheric winds, which are an important

energy transfer mechanism. This approach also allows GITM to use altitude as the vertical axis

variable, rather than the more traditional pressure, this in turn allows GITM to include gravitational

acceleration as a function of altitude.

To investigate the influence of the aerodynamics forces from both the ionosphere and thermo-

sphere on RSOs, this work will employ the coupled ionosphere/thermosphere model, GITM. This

work will use data provided by the Los Alamos National Laboratory for simulations of 2002 and

2007 for the whole globe at 90-minute cadence and 72×36×50 resolution.

5Relevant solar and magnetic data can be obtained from ftp://ftp.ngdc.noaa.gov/STP/space-weather/

solar-data/solar-features/solar-radio/noontime-flux/penticton/ and ftp://ftp.ngdc.noaa.gov/

STP/GEOMAGNETIC_DATA/INDICES/KP_AP/
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1.2 Near-Earth Plasma-Body Interactions 11

1.2 Near-Earth Plasma-Body Interactions

The physics of a conducting body immersed in a stationary, collisionless, quasi-neutral plasma is

well established [26, 34–36]. The most probable ion (vt,i) and electron (vt,e) thermal velocity in

three dimensions is given by Bird [37],

vt,i(e) =

√
2kBTi(e)

mi(e)
(1.1)

where kB is the Boltzmann constant, subscripts i and e refer to ion and electron properties, and T
and m are the ion and electron temperature and mass respectively.

From Eqn. 1.1 it is clear that, except for the conditions where Ti � Te, the relative mass of ions

and electrons results in vt,i � vt,e. Consequently, when an object is immersed in the plasma, the

surface initially experiences a larger flux of electrons than ions and the body gains a macroscopic

negative charge relative to the surrounding plasma. Plasmas tend to work to neutralise charge

discontinuities, hence the body surface potential (φB) caused by the build-up of charge on the

body’s surface tends to accelerate and repel nearby ions and electrons. The body is said to have

achieved a “floating potential” when the ion and electron currents (I) have achieved some dynamic

equilibrium i.e. Ii = Ie. Ions are not accelerated from infinity however, instead there exists a

region of charge discontinuity surrounding the body known as the “plasma sheath”, beyond which

the plasma is electrically shielded from the influence of the body. While the structure of plasma

sheaths in quiescent plasmas are well understood, when there exists relative motion between the

plasma and body, such as in LEO, the sheath structure becomes significantly more complex [38, 39].

The structure of LEO plasma-body interactions has been studied extensively6. In general,

these studies fall into one of two categories: studies that investigate the floating potential of LEO

objects by calculating the self-consistent ion and electron surface currents [19, 35, 39–46]; and the

study of wake phenomena from a charging context or physics perspective [38, 47–54]. Charging

studies are intrinsically related to charged aerodynamics, the difference being the prediction of

ion/electron surface fluxes (charging) compared to momentum exchange (charged aerodynamics).

Charging studies are not interested momentum exchange, but instead the distribution of ion current

collection and the equilibrium condition where ion current equals electron current (Ii = Ie). Simi-

larly, studies focusing on the characterisation of plasma interaction phenomena, while providing

important physical insights to plasma-body interaction phenomena, do not consider the influence of

these phenomena to momentum exchange - the justification for the characterisation of phenomena

generally related to charging. Nevertheless, it is instructive to review the general structure of LEO

plasma-body interactions based on this literature.

Figure 1.4 illustrates the general anatomy of LEO plasma-body interactions, linking observed

collective phenomena with representative ion trajectories [38, 39, 50, 54]. The LEO plasma in-

teraction phenomena illustrated in Figure 1.4 arise primarily from the relative velocity between

LEO objects and the ionosphere. The orbital velocity (vB) of LEO objects is on the order of 7.5
km/s. As a result, LEO objects move hyperthermally (vB � vt,i) relative to the ion thermal velocity

(vt,O+ ≈ 1.25 km/s) and subthermally (vB � vt,i) relative to the electron thermal velocity (vt,e ≈ 246

km/s). This bi-thermal velocity distribution is referred to as a “mesothermal” flow. As illustrated

in Figure 1.4, characteristic features resulting from this velocity distribution are a compressed fore-

body (or “ram”) sheath and an elongated “wake” sheath surrounded by a “rarefaction wave” [38].

6The study of floating potentials and surface potentials in LEO.
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12 Chapter 1. Introduction

Figure 1.4: Illustration of relationship between collective phenomena observed in mesothermal

plasma-body interactions and ion trajectories.

Figure 1.5: Contours of equal ion density n̂i around a probe for various drift speed ratios Sd . Plasma

parameters are ΦB =−25, λD,e/rB = 1, Te/Ti = 1. Reprinted from McMahon, Xu, and Laframboise

[39] with the permission of AIP Publishing.
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1.2 Near-Earth Plasma-Body Interactions 13

Two important additional features are shown in Figure 1.4, bounded ion jets and ion pseudo-waves.

The compression of the ram sheath and elongation of the wake sheath seen in Figure 1.4

is a product of the hyperthermal ion velocity where ions are unable to populate the near-wake

region immediately behind the body. The electron mobility allows an initial population of the

ion void region labelled in Figure 1.4 causing a localised negative disturbance trailing behind the

body. The negative region then attracts ions into the wake region and deflects incoming electrons,

re-populating the wake region significantly faster than equivalent neutral flow interactions where

re-population is a function of gas temperature.

The re-population of the wake region by deflected ions causes an ion density gradient as ions

move to fill the wake. This density gradient causes a collective response in the plasma in the form of

a “rarefaction wave”, defined by the leading edge of the density gradient travelling perpendicularly

outwards to the flow direction. As illustrated in Figure 1.4, in the frame of the body this rarefaction

wave angle (θr) appears physically similar to a continuum Mach wave where its angle relative to

the flow direction is defined by the ion acoustic Mach number (Mi)
7, e.g. [55]

θr = sin−1

[
1

Mi

]
, Mi =

vB√
kB(Te + γiTi)/mi

(1.2)

where the ion adiabatic index γi refers to the ability of real gases to store energy in higher energy

rotational and vibrational states (degrees of freedom n),

γi = 1+2/n (1.3)

In a collisionless plasma n = 1 and γi = 3 [55].

Within the wake, the confluence point of deflected ions may then create a positive space-charge

region of sufficient intensity to cause the secondary deflection of incoming ions8 [38]. Finally,

depending on where they enter the sheath, ions within particular energy bands are deflected through

the near wake on unbounded (hyperbolic orbit) or bounded (impact the body) trajectories. Together,

these ions form bounded and unbounded ion jets, the latter appearing as the ion pseudo-waves

illustrated in Figure 1.4.

McMahon, Xu, and Laframboise [39] investigated the effect of ion drift speed on plasma-body

interaction phenomena, in particular the sheath and pre-sheath structure, to determine its effect on

ion current collection i.e. a charging study. The method used by McMahon, Xu, and Laframboise

[39] to simulate plasma-body interactions involved the tracing of particle trajectories through a

computational domain to build-up a space-charge distribution. This space-charge distribution was

then used to solve Poisson’s equations for the electrostatic field φ(x), whereupon particle trajecto-

ries were traced through this potential field according to Newton’s laws and the Lorentz force. This

process was iteratively repeated until the average of the square of differences in normalised densities

between two repetitions was smaller than a specified tolerance i.e. the solution had converged..

Figure 1.5 provides an illustrative example of the general plasma interaction phenomena described

above [39]. Here contours are of normalised number density (n̂=ni(x)/n∞) at various ion drift

velocities normalised against thermal velocity (Sd = vB/
√

2kBTi/mi), where Φ = qeφB/kBTe =−25

and λD,e/rB = 19.

7The speed at which electrostatic information travels through a plasma.
8This primarily occurs in the wake of compact objects e.g. spheres, cubes.
9Here λD,e is the electron Debye length and is generally used to describe the distance required to electrostatically

shield an ion
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14 Chapter 1. Introduction

The top left frame shows the stationary case, the plasma sheath causing a (near) uniform

density gradient around the body i.e a symmetric plasma sheath. The bottom left frame shows

the sub-thermal (Sd < 1) case, where ion drift velocity causes the formation of a rarefaction wave

while the low kinetic energy of the freestream ions compared to the body results in bounded orbits

that cause the apparent forebody density discontinuity. The top and bottom right panels show

hyperthermal flows (Sd > 1), the peak in ion density in the immediate wake of the bodies caused

by the confluence of deflected ions. Overdense regions outside the rarefaction wave in the bottom

right panel are representative of unbounded ion jets, the super-position of unbounded ion jets and

freestream ions causing an over-dense region.

It is also worth noting that the above phenomena assume unmagnetised plasma interactions.

This is a common assumption whereby the gyration radius of ions10 is orders of magnitude larger

than object sizes in LEO (with the exception of the International Space Station) and therefore, in the

frame of the body, the ions travel in straight lines. The unmagnetised assumption is also employed

in this work.

1.3 Objectives of this Report
This work represent the first stage of development of the end-to-end space capability development

roadmap at UNSW Canberra, where high fidelity numerical and experimental investigations couple

together for the rapid design of innovative and meaningful in-orbit experiments. This work specifi-

cally works toward reducing uncertainties in orbit prediction by developing an understand of the

fundamental physical phenomena that influence the motion of LEO objects.

To meet requirements of the AFOSR grant FA2386-16-1-4134, the objectives are this report are

as follows:

• Outline the development and validation of the hybrid PIC-DSMC code, pdFOAM, and

demonstrate its suitability as a space simulation tool.

• Determine the minimum set of parameters required to understand the fundamental interaction

of a body immersed in a flowing plasma

• Develop a framework within which to quantify ionospheric aerodynamics forces.

• Apply this framework to determine whether ionospheric aerodynamic forces are appreciable

compared to neutral aerodynamic forces and highlight regions of interest for future study.

Chapters of this report address each of these objectives respectively. Outputs from this report

feed directly in AFOSR grant FA2386-17-1-4105, for development of an experimental capability to

test conclusions of this report. Elements of this work have been published in [1–4], with several

papers currently under review.

10The radius about which an ion gyrates when moving parallel to a magnetic field
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2. pdFOAM: A PIC-DSMC Space Simulation Code

The PIC-DSMC code, pdFOAM, has been developed here to investigate the interaction of RSOs

with the space environment (including both charged and neutral environments) and is the principle

research tool used throughout this work. pdFOAM has been developed in the open-source C++

CFD library, OpenFOAM [56], extending the DSMC code, dsmcFOAM1, to include a PIC method.

This chapter details the implementation and validation of pdFOAM and is broken down as

follows. Section 2.1 provides a brief introduction to kinetic theory and its relationship to the PIC

and DSMC methods. Section 2.2 then describes the numerical realisation of the PIC method in

pdFOAM. Section 2.3 presents two validation cases; the replication of results in Lofthouse [58]

for the rarefied flow of Argon at Mach 10 over a cylinder, and the self-consistent charging of a flat

plate and cylinder in a flowing plasma compared with the PIC code, PICLas [59]. The first case

demonstrates the ability of pdFOAM to accurately predict surface force distributions, while the

second case demonstrates the ability of pdFOAM to capture the self-consistent interaction of an

object immersed in a flowing plasma. Together these cases demonstrate the suitability of pdFOAM

to investigate charged aerodynamics.

2.1 Kinetic Theory and Super-Particle Methods

This section presents an overview of the relationship between kinetic theory and the PIC and DSMC

methods. While this work is primarily focused on the collisionless plasma regions described by the

PIC method, a discussion of the DSMC method is included for two reasons. The first is that the

gas-surface interactions model used throughout this work was primarily developed within DSMC

methods and all collisions are handled using the DSMC portion of pdFOAM. The second is that

an avenue for future study is considering regimes or situations where particle-particle collisions

are non-negligible e.g. below 300 km, out-gassing structures or objects employing mass based

thrusters (either gas or ion).

1See Scanlon et al. [57] for a description of the implementation and validation of dsmcFOAM
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16 Chapter 2. pdFOAM: A PIC-DSMC Space Simulation Code

2.1.1 The Vlasov-Maxwell Equations
The near-Earth space environment is a collection of positive ions, negative electrons, and neutral

atoms and molecules. To describe this system, let us define the phase space distribution function f
of particles of species k within the volume element dx1dx2dx3 as fk (x,cα , t), where ck and x are

the particle velocity and position respectively at time t. Given a particular fk, macroscopic mean

properties arise from the moments of fk e.g. number density (nk) and velocity (vk) [60],

nk =
∫

fkdc, vk =
1

nk

∫
ck fkdc (2.1)

At its most general, the evolution of fk through t is described by the Boltzmann equation [61],

∂ fk

∂ t
+ ck ·∇x fk +

Fk

mk
·∇c fk =

(
∂ fk

∂ t

)
coll

(2.2)

From left to right, the terms on the LHS of Eqn. 2.2 describe: the rate of change of fk with time; the

diffusion of fk; and the influence of external forces Fk acting on fk. The RHS of Eqn. 2.2 describes

the rate of change of fα as a result of particle collisions.

In a plasma, Eqn. 2.2 describes the interaction of particles of mass mk and charge qk through

their mutual electric (E) and magnetic (B) fields via the Lorentz force (Fk) [61, 62],

Fk = qk (E(x, t)+ ck ×Bk(x, t)) (2.3)

In the context of LEO plasma-body interactions, the interaction may be considered electrostatic and

unmagnetised [38, 44, 46, 63]. Under these assumptions, Maxwell’s equations reduce to Poisson’s

equation for the electric potential φ ,

E =−∇φ , ∇2φ =−ρc

ε0
(2.4)

where ε0 is the permittivity of free space and ρc is the macroscopic space-charge density,

ρc = ∑
k

qk

∫
fkdck = ∑

k
qknk (2.5)

Determining the general particle distribution of a system with multiple reacting species in the

presence of external and self-consistent forces is the challenge posed by kinetic theory. Direct

solutions of the Boltzmann equation are intractable for practical systems. PIC [64] and DSMC [65]

methods avoid solving the Boltzmann equation directly by simulating the microscopic interactions

of super-particles.

2.1.2 The Direct Simulation Monte Carlo Method
The DSMC method describes collision dominated systems (Λ � 1) i.e. systems where the collision

kernel (∂ fk/∂ t)coll drives the evolution of fk [65]. Applying the “molecular chaos” assumption2,

the basis of the DSMC method is the ad hoc assumption that particle motion and collisions are

decoupled over the small time-step Δt [65]. During a DSMC “push” step, simulated macro-particles

are moved ballistically over Δt. During the collision step, Markov processes, implied by the molec-

ular chaos assumption, describe the interaction of super-particles according to kinetic theory [62,

67]. Phenomenological collision models3 approximate the physical interaction to varying degrees

2The molecular chaos assumption is that “velocities of colliding particles are uncorrelated, and independent of
position” [66]

3Semi-empirical models with physical arguments designed to reproduce macroscopic properties from microscopic

interactions.
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2.1 Kinetic Theory and Super-Particle Methods 17

of fidelity (see Hard Sphere (HS), Variable Hard Sphere (VHS), and Variable Soft Sphere (VSS)

described in [65]). Macroscopic properties are then sampled directly from the particle distribution,

as in Eqn. 2.1, by applying time-averaging or ensemble-averaging for steady-state or transient

systems respectively.

A common feature in most DSMC collision procedures involves the sorting of macro-particles

into “collision cells” [57, 68], the exception being gridless DSMC methods [69, 70]. In collision

cell approaches, candidate collision pairs are selected from a computational cell based on collision

rates described by kinetic theory [65]. Collision pairs then undergo an acceptance-rejection test

e.g. the No-Time-Counter (NTC) method [65]. The basis of the NTC method lies in determining

the differential scattering cross-section (σ ) between particles p and q i.e. σpq. Calculation of

σpq is through a phenomenological model, where semi-empirical coefficients are tuned to match

collision rates and viscosity coefficients at a reference temperature ((Tre f )pq). A list of VHS and

VSS coefficients may be found in [68].

2.1.3 The Particle-in-Cell Method
The PIC method determines solutions to the Vlasov-Maxwell system where the contribution of

collisions in Eqn. 2.2 are neglected i.e. collective dominated systems (Λ � 1). The numerical

realisation of the PIC method is similar to the DSMC method. Super-particle trajectories are traced

through time using appropriate integration techniques e.g. the Leapfrog or Boris methods [71].

ρc is calculated by weighting the contribution of macro-particles p to a computational mesh with

nodes n according to some shaping function S and vice versa [64] . The processes of determining ρc

and E at a super-particle are referred to as the “assignment” and “interpolation” steps respectively.

Figure 2.1 illustrates the concept of charge assignment in one dimension, higher order shaping

functions available to reduce numerical fluctuations in ρc as particles traverse cells [64].

ρc(n) = ∑
p

qpS(xn −xp) (2.6)

Figure 2.1: Shaping functions for charge and fields: (a) nearest grid point; (b) linear; (c) second-

order.

While a variety of approaches have been developed to capture increasingly higher order shaping

effects with reduced computational cost necessary for electromagnetic and relativistic PIC codes

[72–74], the comprehensive review of numerical issues inherent in coupling particle and field

domains through S by Birdsall and Langdon [64] remains the relevant treatise on the subject for

electrostatic PIC codes, such as that used in this work. The key points are: the shaping functions

must conserve charge between assignment and interpolation steps; and the same shaping function

should be applied between the assignment and interpolation steps to avoid numerical self-forcing

(self-forcing being a purely numerical force on a particle caused by its own charge [64]).
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18 Chapter 2. pdFOAM: A PIC-DSMC Space Simulation Code

2.2 Overview of pdFOAM
pdFOAM supports both fully-kinetic (FK) and hybrid-fluid kinetic (HK) simulations. FK simula-

tions model neutral, ion, and electron particle distributions directly; HK simulations approximate

the electron particle distribution by a non-linear Boltzmann electron fluid (EF). The advantage of

the HK approach is a significant reduction in computational expense compared to FK simulations,

but at the expense of physical fidelity i.e. electron kinetic phenomena. Both HK and FK simulations

begin by solving for E given an initial particle distribution and use this field to set up the Leapfrog

method, a time-centered particle integration technique [64]. At this point the computational cycle

outlined in Figure 2.2 begins (the italicised processes are those that have been developed and

implemented here):

1. Particles are pushed to a new position and boundary models are applied. The particle tracking

algorithm is described in Macpherson, Niklas, and Weller [75].

2. Cell occupancy is updated to include boundary interactions e.g. particle injection, deletion,

reaction.

3. Collision partners are selected. To reconcile disparate spatial discretisation requirements
of the PIC and DSMC methods pdFOAM implements a new collision selection procedure
developed here (the Transient Conglomerated Cell (TCC) method.

4. Collision pairs are collided. pdFOAM supports HS, VHS and VSS phenomenological

collision models, including reactions, with the Larsen-Borgnakke and Quantum-Kinetic

(Q-K) energy redistribution models [76].

5. Particle cell occupancy is updated to account for the creation/annihilation of reacting particles.

6. Charge is weighted to the mesh domain to determine ρc. pdFOAM supports nearest volume
(NV) and Composite Linear Volume (CLV) shaping functions.

7. Poisson’s equation is solved using a preconditioned conjugate gradient (PCG) Finite Volume
Method (FVM) supplied in OpenFOAM [56]. Newton’s method is used in HK simulations to
solve the non-linear contribution of the Boltzmann electron fluid.

8. Fields are weighted to particles using the inverse shaping function of step 6.

The above process is repeated until the system either achieves a steady-state, is identified as

transient, or reaches a predefined end condition e.g. end time. In this work, we define steady-state

as when the total number of particles, charge in the system, and the linear kinetic and potential

energy of the system achieves a dynamic equilibrium.

2.2.1 Numerical Methods in pdFOAM
Composite Linear Volume Method
The composite linear volume method applies multiple linear weighting functions to transform from

particle to cell nodes and then cell nodes to cell volumes in logical space (l). The physical to logical

space transformation uses the tri-linear interpolation method described in [77]. The concept of

performing particle assignment and interpolation in PIC codes has been successfully demonstrated

by the CPIC [78] and DEMOCRITUS [63] codes.

The charge assignment step determines the inverse linear volume weighting centred at the

particle position to cell vertices. The charge is then distributed to surrounding cell vertices and

weighted to the surrounding volumes. After solving for the field distribution, fields are interpolated

back to particle positions using the inverse the charge assignment process e.g given the cell occupied

by the particle, the surrounding cell nodes gather volume weighted fractions of surrounding field

quantities and then interpolate these back onto the particle using a linear volume gather (summation

instead of decomposition). Figure 2.3 illustrates the charge assignment and field interpolation
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2.2 Overview of pdFOAM 19

Figure 2.2: Standard computational cycle in pdFOAM with DSMC, PIC and PIC-DSMC methods

colored
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20 Chapter 2. pdFOAM: A PIC-DSMC Space Simulation Code

processes with the linear weighting function shown in Eqn. 2.7,

ρcn(i, j) =
qi

Ac

(Δx− x)(Δy− y)
ΔxΔy

, ρcn(i+1, j) =
qi

Ac

x(Δy− y)
ΔxΔy

ρcn(i, j+1) =
qi

Ac

(Δx− x)y
ΔxΔy

, ρcn(i+1, j+1) =
qi

Ac

xy
ΔxΔy

(2.7)

The advantage of the composite linear volume method is that it allows the use of cell-centered

numerical methods without needing to employ co-located or staggered meshes, while also facil-

itating parallelisation in OpenFOAM. The composite linear volume method fills the niche for

cell-centered data on a single grid at the expense of an increased computation cost compared to the

co-located grid approach - OpenFOAM does not currently support co-located or staggered grids.

As an alternative, pdFOAM also includes a nearest volume approach were charge is assumed to be

uniformly distributed within the cell occupied by the particle - equivalent to a Nearest-Grid-Point

(NGP) approach. At the expense of physical fidelity, the nearest volume offers a significantly faster

alternative to the CLV method in pdFOAM.

To illustrate the effect of the composite linear volume and nearest volume shaping functions on

particle motion (also know as “aliasing”), Figure 2.4 plots the oscillation of an electron about a

stationary ion in position-velocity phase space compared against theory predicted by pdFOAM and

compared against theory. Motion in X demonstrates that neither method adds a significant amount

of numerical energy over the simulated period i.e. the oscillation amplitude remaining constant.

Motion in ux illustrates the aliasing effect of the nearest volume method, the x-axis acceleration ax

constant throughout each cell and 0 in the central cell. Comparatively, the CLV method provides a

significantly better approximation of the electron’s motion.

It should be noted that Figure 2.4 shows the best case where the ion is at a cell center. Disagree-

ments between the nearest volume method and theory increase when the ion is not at a cell center

(the composite linear volume method still provides a good match with theory). It should also be

noted that PIC methods are generally not used to study single particle motion but instead plasma

collective phenomena. The main purpose of Figure 2.4 is to demonstrate that the shaping functions

do not add numerical energy to the system, which they do not.

Non-Linear Boltzmann Electron Fluid Model
Directly simulating electrons comes at a significant computational cost. To maintain numerical

stability, Δt must be smaller than the fastest plasma frequency ωp i.e. Δt < ω [62] 4. In a similar

manner, the stability requirements of the Leapfrog method (see Hockney and Eastwood [71])

require a spatial discretisation (Δx) of Δx < λD,e/2. As a result, the numerical requirements of

FK-PIC simulations are limited by electron length and time scales i.e. the electron Debye length

λD,e and plasma frequency ωp,e. Hence, the numerical cost of PIC simulations can be significantly

reduced if the electron distribution can be approximated by a fluid i.e. a Hybrid Fluid-Kinetic

PIC simulations (HK-PIC). HK-PIC simulations benefit from an increase in allowable time-step,

cell-size and reduction in simulated particles (no electrons) at the expense of solving an extra set of

equations to capture the electron fluid. In most cases, the benefits of HK-PIC simulations outweigh

the cost of solving for the electron fluid distribution.

The approach taken here for HK-PIC simulations is to assume that the electron distribution

function can be described by an isothermal, currentless (electrostatic), unmagnetised (B = 0),

inertia-less (me/mi → 0) electron fluid; this approach has been used successfully for the study of

4Δt < 0.01ω is often used in FK-PIC simulations to avoid numerical heating of the electron distribution [64].
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Figure 2.3: Illustration of Composite Linear Volume (CLV) method applied in charge assignment

and field interpolation steps. Only the process for a single node/particle is shown for brevity.
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Figure 2.4: Theoretical 1D electron oscillation about stationary ion compared to observed oscillation

in pdFOAM for the Composite Linear Volume (CLV) and Nearest Volume (NV) methods in position-

velocity phase-space.
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plasma-body interaction in a charging/arcing context [50] and in the analysis of plasma thrusters

[79]. Under these assumptions, magnetohydrodynamic equations of continuity, momentum, and

energy reduce to [79],

ne = ne,∞exp

[
qeφ(x)−φ∞

kBTe

]
(2.8)

where kB is the Boltzmann constant, Te is the electron temperature, ne,∞ is the freestream elec-

tron number density and φ∞ is the freestream potential (assuming a quasi-neutral freestream φ∞ ≈ 0).

Poisson’s equation then becomes a non-linear function of potential,

ε0∇2φ −qene,∞exp

[
qeφ
kBTe

]
=−qini (2.9)

Applying Newton’s method, solutions to Eqn. 2.9 become an iterative process in t,(
ε0∇2 − ε0

λ 2
D,e

exp

[
qeφ (t)

kBTe

])
φ (t+1) =−qini +

(
qene,∞ − 1

λ 2
D,e

φ (t)

)
exp

[
qeφ (t)

kBTe

]
(2.10)

Hockney and Eastwood [71] demonstrated that the convergence of Eqn. 2.10 is quadratic pro-

vided the initial guess is sufficiently near the solution; this is the case for time-stepping simulations,

such as the PIC method, where the initial solution t at time-step n is taken as the converged solution

at n−1.
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Figure 2.5: Comparison of numerical sheath structure, calculated by FK-PIC and HK-PIC sim-

ulations in pdFOAM, and analytical sheath structure, calculated using the method described in

Appendix appdendixA. Ion acoustic Mach number Mi is 2.1.

Figure 2.5 compares the one-dimensional sheath structure formed near a flat plate in a flowing

plasma predicted by HK-PIC and FK-PIC simulations against theory. Figure 2.5 demonstrates that
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the structure of FK-PIC and HK-PIC simulations closely match theoretical predictions, the FK-PIC

simulation exhibiting a source sheath structure caused by the refluxing electrons (electrons repelled

by the sheath) meeting the inflowing electrons at the boundary i.e. the source sheath is a numerical

boundary phenomenon. A detailed investigation of this phenomenon can be found in Birdsall and

Langdon [64].

Transient Conglomerated Cell Method

The numerical requirements of DSMC and PIC methods differ. While both approaches are stochastic

as a result of their particle nature, the acceptance/rejection scheme in the DSMC collision step

applies a further stochastic method compared to the PIC method. DSMC best practice is to maintain

a constant number of particles per cell throughout the flowfield to avoid numerically biasing a

particular region [68]. Furthermore, the size of collision cells should not exceed λ/3 [68]. PIC

cells must satisfy the requirement Δx < λD,e/2 in order for the leapfrog method to remain stable

[71]. Hence, in general, PIC requirements limit PIC-DSMC simulations. As a result, PIC-DSMC

simulations using a single mesh require orders of magnitude more particles than pure DSMC

simulations to satisfy both the particles per cell and Δx < λD,e/2 requirements.

Figure 2.6: TCC collision cell procedure: (a) Collision cell construction begins, (b) Cells with

common faces are added to collision cell, (c) Cells are iteratively added until construction require-

ments are met, (d) Cells surrounding candidate are searched (e) Closest cell containing collision

candidates is selected and a partner randomly chosen.

Several approaches have been proposed to reconcile the numerical requirements of the PIC and

DSMC method [70, 80]. The Transient Conglomerated Cell (TCC) method developed and imple-

mented here in pdFOAM has been adapted from the approach taken in the DSMC codes DS2V/3V

[68]. DS2/3V uses a fine background mesh to construct collision cells from a conglomeration of

sub-cells about randomly scattered node points. Similarly, the TCC method constructs collision

cells from the PIC mesh based on the instantaneous particle distribution at each time-step. Cell

clusters are built by iterating out through cells with common face indices as illustrated in Figure

2.6 (a) - (c).
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The TCC method promotes nearest neighbour collisions by preferentially searching the collision

cell decomposition to minimise mean collision distance. Figure 2.6 (d) and (e) illustrates the TCC

collision partner selection procedure. First, a collision candidate p is selected randomly from the

collision cell. Next, adjacent collision sub-cells are iteratively searched to find the nearest cell

containing particles. A collision candidate q is then randomly selected from this sub-cell.

As only an integer number of collisions may occur during a time-step, the remainder is isotropi-

cally distributed over the collision cell’s sub-cells and carried forward to the next time-step. By

linking the collision remainder to the mesh instead of collision cell index, the random motion of

the collision cell index compared to physical location does not cause the transport of collisions to

non-physical locations.
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Figure 2.7: Comparison of numerical and theoretical collision rates using the TCC method.

Figure 2.7 compares theoretical collision rates for three gases with increasing temperature

calculated using the standard collision selection procedure in dsmcFOAM and the TCC method

implemented here in pdFOAM. Figure 2.7 demonstrates the ability of the TCC method to correctly

reproduced analytical collision rates in both single species and gas mixtures. The advantages of the

TCC method are detailed further in Section 2.3.

2.2.2 Guidelines for PIC simulations in pdFOAM

Birdsall and Langdon [64] and Hockney and Eastwood [71] presented extensive studies into

numerical effects caused by the discretization of a plasma into super-particles (see also Melzani

et al. [81]. These studies include the stability of the particle movers, aliasing effects caused by

particle shaping functions, and the effect of statistical fluctuations caused by an insufficient number

of simulation particles. To minimise numerical effects the following general rules guide PIC

simulations presented in this work:

1. The time-step Δt must be smaller than the time-scales scales of studied phenomena e.g. the

electron plasma frequency ωpe that describes the oscillation frequency of electrons in FK-PIC

simulations.
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2. The time-step Δt must be sufficiently small such that particles do not jump multiple cells i.e.

Δt < Δx/vi

3. Δx must both resolve length scales of studied phenomena and satisfy the stability requirement

Δx < λD,e/2.

4. If thermal effects are considered, ensure there is a sufficient representation of high energy

species by demonstrating the independence of results on super-particle density.

5. The plasma should remain collisionless i.e. if collision rates become significant ion-neutral

collisions must be modelled with the DSMC portion of the code.

6. A sufficient number of particles per cell should be maintained to minimise numerical fluctua-

tions. This should be tested case by case by demonstrating the independence of results the on

the number of particles per cell (achieved by varying the number of real particles represented

by each simulated particle).

7. Demonstrate independence of numerical solution from mesh topology.

All simulations presented in this work assume a steady-state solution. Steady-state is defined as

having been reached when the number of particles, charge in the system and linear kinetic energy

of the system reach some dynamic equilibrium. In the case of self-consistent charging simulations,

floating potential is also used to identify when steady-state has been achieved.

2.3 Validation of pdFOAM

Section 2.2 described the implementation of the PIC method in pdFOAM and presented the

validation of several novel numerical methods implemented here. This Section further develops

confidence in the ability of pdFOAM to model the interaction of LEO objects with the space

environment with two studies that verify the ensemble implementation of the PIC and DSMC

methods in pdFOAM:

1. The Mach 10 Kn = 0.25 cylinder case from [82] is repeated and compared with data from

MONACO [83], an established DSMC code.

2. The self-consistent charging of a flat plate and a cylinder in a flowing, collisionless, unmag-

netised plasma is compared to theoretical predictions of floating potential at different ion

drift velocities. Predictions are compared against those made by the PIC code, PICLas [59].

2.3.1 Simulation Topology

The following simulations are 2D and use a common cylinder topology with body radius rB as

illustrated in Figure 2.8. Figure 2.8 lists particle and field boundary conditions, while case specific

boundary conditions are described in the appropriate sections.

Figure 2.8: Domain topology and boundary conditions. Every 10th grid node displayed for clarity.
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2.3.2 Hypersonic Cylinder
Lofthouse, Boyd, and Wright [82] investigated the breakdown of the continuum assumption on the

aerothermodynamics of a hypersonic cylinder in a reacting flow. They investigated a Mach (M) 10

flow of Argon (Ar) over a two-dimensional, 12 in (0.3048 m) diameter cylinder with a fixed surface

temperature of 500 K for a variety of Kn by varying the freestream number density (n∞). The

purpose of this validation case is to demonstrate that pdFOAM retains the ability of its underlying

DSMC capability to predict rarefied gas dynamics and in particular gas-surface interactions. While

the nature of these gas-surface interactions will likely differ from plasma-surface interactions, they

serve as an appropriate approximation in the context of this work. The assumption being that,

upon colliding with the object surface they are neutralised and re-emitted diffusely (as a normal

neutral gas-surface interaction). Additional plasma effects may include the secondary emission of

electrons (ion collisions cause the secondary ejection of electrons from the surface) and sputtering

(ion collisions cause the secondary emission of surface atoms/molecules). These phenomena are

not considered in this work to isolate the underlying physics of plasma-body interactions in LEO to

quantify whether ionospheric aerodynamic is significant compared to neutral aerodynamics.

Numerical Setup
Freestream number density, temperature and velocity are 1.699×1019m−3, 200K and 2634.1m/s
respectively. Gas-surface interactions are that of a diffusely reflecting wall with complete thermal

accommodation to a fixed surface temperature of 500K. VHS coefficients are Tre f = 1000K,

dre f = 3.959×10−10m, and ω = 0.734 to be consistent with [82].

Results and Discussion
The total linear kinetic energy and number of simulated macro-particles achieved a dynamic equi-

librium (steady-state) after 10,000 time-steps, with 1.6 million macro-particles in the system.

At steady-state there were ≈ 1500 collision cells and a 99.9% reduction in calls to the collision

partner selection procedure compared to the full mesh (≈ 4 million cells). Results were sampled

over 60,000 time-steps after the steady-state had been reached to reduce statistical fluctuations.

Figure 2.9 visualises the conglomerated collision cells constructed in the fore-body (bottom left)

and rear (bottom right) of the cylinder on the full mesh. Clustering of collision cells in Figure 2.9

demonstrates the ability of the TCC method to capture high and low-density regions as well as the

transition region with no a priori knowledge of the flow.

Figure 2.10 compares contours of temperature between pdFOAM (top) and MONACO (bottom).

Figure 2.11 compares the surface pressure (cP) and heat flux (cH) coefficients.

cP =
2(P−P∞)

ρ∞u2
∞

cH =
2Q

ρm∞u3
∞

(2.11)

where P is pressure, Q heat flux and ρm is the mass density.

There is good agreement between pdFOAM and MONACO - differences being a small increase

in peak translational temperature in the ram position in the pdFOAM simulation and an extension

of the warm wake region. Both the small increase in peak heating and extension of the wake region

are believed to be a reflection of different collision selection procedures causing a small difference

in localised viscosity. A drawback of the TCC method is the use of small cells resulting in higher

numerical fluctuations caused by a comparatively lower number of particles per sampling cell than

in MONACO. However, as the basis of the TCC method is to reconcile PIC and DSMC spatial

requirements, PIC being significantly smaller than DSMC, this is expected.
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Figure 2.9: Visualisation of collision cells. Colours are random.

Figure 2.10: Contours of temperature: pdFOAM (top) and MONACO (bottom)

Comparing surface properties, pdFOAM over-predicts peak cP by 2.27% and under-predicts

peak cH by 2.7% compared to MONACO. A comparison of MONACO with other established

DSMC codes for the Kn = 0.002 case in [82] shows that a 2.7% under-prediction of peak cH is

within the code-to-code uncertainty reported in Bird [84]. Similarly, the distribution of coefficients

is similar, the over-prediction of cP likely due to the different apparent viscosity caused by different

collision selection procedures. Overall, pdFOAM is able to reproduce the interaction from [82] and
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in particular the surface force distribution. This later result is important in a charged aerodynamic

context, the purpose of this validation case primarily being to demonstrate the ability of pdFOAM to

correctly predict forces due to gas-surface interactions. Based on results in Figure 2.11, confidence

can be placed in pdFOAM’s ability to accurately capture diffusely reflecting gas-surface interactions.
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Figure 2.11: Comparison of pdFOAM and MONACO surface distributions.

2.3.3 Self-Consistent Charging in a Flowing Plasma
The self-consistent charging of a body immersed in plasma is a complex problem in plasma physics

[17, 21, 85]. Validation of pdFOAM’s PIC method has included unbounded plasma kinetic phe-

nomena (two-stream instability) and bounded plasma-body interactions (planar sheath structure)).

Self-consistent charging requires accurate replication of both kinetic and boundary phenomena to

reproduce the electron and ion current balance needed to achieve a dynamic equilibrium at floating

potential φB.

pdFOAM supports both absorbing and catalytic walls - the former deleting incident particles,

the latter transforming them into one or more particles. Reflected particles may be re-emitted in

either a diffuse or specular manner with a degree of thermal accommodation to the wall. pdFOAM

treats wall charging in one of three ways: as a perfectly conducting wall where charge is distributed

evenly across the surface before calculating fields (the effect of surface currents on the system is

neglected); as a perfectly insulating wall where charge accumulates on wall cell faces and does

not transport about the surface (arcing is not currently considered); as a fixed potential wall where

charge is absorbed, and the surface potential remains fixed based on initial conditions.

The following validation cases compare the numerical floating potential of a conducting flat

plate (one-dimensional) and cylinder (two-dimensional) in a drifting plasma predicted by pdFOAM

with established theoretical relationships developed to analyse plasma probe measurements. As

such, Section 2.3.3 provides a discussion of charging theory, Section 2.3.3 outlines the numerical

setup and Section 2.3.3 presents the results. The implementation of more advanced wall boundary

conditions to include effects such as secondary electron emission and sputtering is the subject of

ongoing work. The above boundary conditions sufficient for enabling the study of LEO plasma-

body interactions in this work.

DISTRIBUTION A. Approved for public release: distribution unlimited.



2.3 Validation of pdFOAM 29

Background: Charging in a Flowing Plasma

Consider the charging of a large, perfectly conducting, flat plate in a collisionless, unmagnetised,

single ion species plasma, with ion drift velocity u∞. The electron current (Ie) from random particle

flux per unit surface area to a surface with potential φB can be written as [44],

Ie = qene∞

(
8TekB

πme

)1/2

exp

[
−qeφ(φB)

kBTe

]
(2.12)

As ion thermal velocity ut,i → u∞, the ion velocity distribution is described by a shifted-Maxwellian

function [86],

fi(v) =
(

m
2πkBTi

)1/2

exp

[
−m(v−u∞)

2

2kBTi

]
(2.13)

where ion current (Ii) is given by,

Ii = qeni∞

∫ ∞

0
v fi(v)d3v (2.14)

For a flat plate, Eqn. 2.14 becomes [44],

Ii = qeni∞u∞
1

2

(
1+ erf[y]+

1√
πSi

exp
[−S2

i
])

, Si = u∞

(
2kBTi

mi

)−1/2

(2.15)

Here Si is the ion drift ratio, and the system reaches an electrical dynamic equilibrium when Ii = Ie.

Equating Eqn. 2.12 and Eqn. 2.15, the floating potential of a large flat plate in a drifting plasma is

described by,

φp =
kBTe

qe

(
ln( f )− ln

(√
mi

2πme

))
,

f =
Si√

2

(
1+ erf(Si)+

1

Si
√

π
exp
[−S2

i
]) (2.16)

The charging of a cylinder in a collisionless, unmagnetised, single species plasma, with drift

velocity u∞, is similar to the flat plate case but must also take into account conservation of angular

momentum of ions about the body. In the OML regime, Hoegy and Wharton [87] demonstrated

that Ii can be approximated as,

Ii = Ii,t
2

π1/2

(
|Φ|+S2

i +
1

2

|Φ|+1/2S2
i

|Φ|+S2
i

)1/2

, |Φ|+S2
i > 0,Φ =

qeφB

kBTe
(2.17)

where Ii,t is the random ion thermal current to the surface with area A,

Ii,t = Aqeni

√
kBTi

2πmi
(2.18)

The electron current, similar to Eqn. 2.12, is given by,

Ie = Aqene

√
kBTe

2πme
exp

[
−qeφ(φB)

kBTe

]
(2.19)

Equating Eqn. 2.17 and Eqn. 2.19, the floating potential for a given condition may be solved

numerically - Newton’s method is used in this work [71].
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Numerical Setup
Flow and numerical properties for the flat plate and 0.3 m radius cylinder charging cases are listed

in Table 2.1. Cylinder flow conditions are taken from Hastings [17] and represent the average

conditions experienced by the EOS during a period of mean sunspot activity. Flat plate conditions

are based on similar work in Delzanno et al. [78]. Gas-surface interactions used in both flat plate and

cylinder charging simulations are those of a perfectly conducting, absorbing wall, where incident

particles are neutralised and removed from the simulation; this is appropriate as the system is

collisionless. All simulations are fully-kinetic. At steady-state, simulations are time-averaged over

10,000 time-steps to reduce the statistical scatter of the data. Simulated floating potentials are then

compared against analytical predictions calculated using the methods described above, the floating

potential occurs at the point where Ii = Ie.

Table 2.1: Computational parameters for charging simualtions

Flat Plate Cylinder

Plasma Parameters

ni/e,∞ (m−3 1×1012 4×1010

Ti (K) 1000 1537

Te (K) 1000 1997

Gas Properties

Species H+ O+

m (kg) 1.67×10−27 26.55×10−27

Computational Parameters

ρpart 2 45

Δt (s) 2.5×10−9 5×10−9

Case uH+,∞ (m/s) uO+,∞ (m/s)
I 0 0

II 6038 2722

III 11501 5445

IV - 7500

V - 9076

Results and Discussion
Figure 2.12 compares theoretical floating potentials for a flat plate and a 0.03 m radius cylinder

with those predicted by pdFOAM. Charging simulations using the conditions listed in Table 2.1

using PIC-DSMC code, PICLas, provided by T. Binder (personal communications, 13/12/2016)

are included for comparisons. There is excellent agreement between theory and simulated floating

potentials for all flat plate cases. Cylinder floating potential are well predicted for all Si > 2, the

maximum disagreement between pdFOAM and PICLas being 0.25%. The mean floating potential

at Si = 0 is under-predicted by both pdFOAM and PICLas when compared to Hoegy and Wharton

[87]. However, fluctuations in floating potential were observed in both pdFOAM and PICLas for

the Si = 0 case suggesting either the presence of time-dependent phenomena or that the system

is numerically sensitive. One explanation for the under-prediction of floating potential for the

stationary case is the presence of ion absorption barriers.
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Figure 2.12: Comparison of floating potential in a flowing plasma predicted by pdFOAM (diamonds)

and PICLas (circles) for the flat plate (blue) and cylinder (red) cases compared against theory.

For example, Delzanno et al. [78] performed a similar charging simulation on an axi-symmetric

sphere using the PIC code, CPIC. Delzanno et al. [78] observed a 1.6% over-prediction in floating

potential when compared to OML based predictions (compared to a 1.6% under-prediction by

pdFOAM for the cylinder case seen in Figure 2.12). OML assumptions do not capture the absorption

barrier phenomena discussed (for example) in Al’Pert, Gurevich, and Pitaevskii [88], Allen [36]

and Fortov et al. [89]. This is reflected in Delzanno et al. [78] and the stationary cylinder case

presented here as the over and under-prediction of the floating potential. As the relative kinetic

energy of the flow increases, the effect of ion absorption barriers decreases and the floating potential

approaches Eqn. 2.17, supporting the assertion in Hoegy and Wharton [87] that Eqn. 2.17 is

valid for Φ+S2
i > 0 (see also McMahon, Xu, and Laframboise [39]). We therefore conclude that

pdFOAM accurately reproduces the self-consistent charging interaction of a perfectly conducting

flat plate and a cylinder in a flowing plasma and, therefore, the underling plasma sheath structure

required to achieve this floating potential.
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2.4 Summary
The use of OML type assumptions regarding sheath structure is as a key limitation of ionospheric

aerodynamic literature. To address this limitation, the Particle-in-Cell (PIC) method was identified

as an appropriate numerical method for capturing the self-consistent sheath structure surrounding

an object immersed in a mesothermal plasma flow. The purpose of this chapter was to describe the

implementation of the PIC method within the hybrid PIC-DSMC code, pdFOAM, developed here

as the primary research tool used throughout this work.

pdFOAM is limited to electrostatic, non-relativistic plasma simulations; sufficient for the scope

of this work. To demonstrate that pdFOAM can be used confidently to capture the underlying

physics of charged aerodynamics, two validation cases were presented in this chapter. The first

validation case demonstrated the ability of pdFOAM to predict the forces on a body caused by

diffusely reflecting gas-surface interactions thermalised to a 500 K wall when compared with the

established DSMC code, MONACO i.e. direct aerodynamics forces. A 2.2% over-prediction of

peak surface pressure coefficient when compared to MONACO was observed. This over-prediction

is within the uncertainty seen in similar DSMC code-to-code comparisons and pdFOAM was

concluded to correctly capture direct aerodynamic surface forces to the same level of accuracy as

other DSMC codes, and to the level needed to be able to explore flow physics and extract underlying

phenomena.

The second validation case demonstrated the ability of pdFOAM to predict the self-consistent

floating potential of a flat plate and a cylinder in a flowing plasma when compared against both

probe theory and the PIC code, PICLas. By reproducing the self-consistent floating potential, this

validation case developed confidence in the ability of pdFOAM to capture the physical structure

of the plasma sheath of mesothermal plasma-body interactions and, therefore, address one of the

limitations of past charged aerodynamic analyses. While excellent agreement was observed for

mesothermal flows, the floating potential was under-predicted by both pdFOAM and PICLas for

a quiescent plasma when compared against probe theory. Comparisons with a similar floating

potential study of a sphere suggest this under-prediction is caused by ion absorption barriers not

captured in the OML based floating potential predictions. As the flow velocity increased into the

range where the OML equations are valid, the numerical and theoretical floating potential showed

excellent agreement. Therefore, it was concluded that pdFOAM captures the self-consistent sheath

structure about a conducting body.

In summary, based on these two results, pdFOAM can be confidently used for high-fidelity

physics-based studies of the effect of ionospheric aerodynamics on LEO objects.
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The reduction of parameters through dimensional analysis is an established approach for investi-

gating highly dimensional, complex systems. The scaling of plasma interactions has been treated

by a variety of authors [48, 90–96]. Beiser and Raab [90] applied the Buckingham Pi theorem to

the Navier-Stokes and Maxwell equations to determine the hydromagnetic similarity parameters

of a dielectric, conducting, viscous medium. Lacina [94] approached the same problem from a

microscopic perspective, applying the Buckingham Pi theorem to the Vlasov-Maxwell system of

equations which describes the motion of ions in a plasma. These works share a common limitation;

they do not directly consider the disturbance caused by the interaction of the plasma with a body

i.e. the aerodynamics of plasma-body interactions. Instead, they consider the self-similar response

of the plasma to a disturbance e.g. the expansion of a plasma into a vacuum in the wake of a body

with a thin plasma sheath [48].

The purpose of this chapter is to determine the general set of dimensionless parameters that

describes the scaling of plasma-body interactions in the near-Earth environment. This will aid in

developing a fundamental understanding of the underlying phenomena involved in plasma-body

interaction, while reducing the number of independent variables required to characterised the

behaviour of this phenomena. As such, this section is laid out as follows: Section 3.1 determines

the dimensionless parameters that govern the electrostatic Vlasov-Maxwell equations and compares

these parameters against those predicted by the Buckingham Pi theorem to resolve important

gaps in existing scaling approaches that limit the applicability of previous methods. Section 3.2

discusses the physical implications of the identified scaling parameters. Section 3.3 presents

Particle-in-Cell (PIC) simulations that demonstrate the ability of the scaling parameters to predicted

the self-similarity of plasma-body interactions in the near-Earth environment.
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3.1 Derivation of Scaling Laws

To address the limitation of prior plasma scaling relationships, this work considers the electrostatic

interaction of a collisionless, unmagnetised multi-species plasma with multiply charged ions with

a body at a fixed potential with respect to a quasi-neutral freestream plasma. The collisionless,

unmagnetised assumptions are generally considered appropriate for LEO objects [38, 44, 46, 63].

Within these assumptions, the electron distribution is approximated by an isothermal, inertia-less

electron fluid - also known as a Boltzmann electron fluid [44]. Freestream quantities are denoted by

∞, body quantities are denoted by B, and free quantities are denoted (0) (quantities that may be

taken at points between ∞ and B).

3.1.1 Vlasov-Maxwell Equations
The phase space distribution function f of particles of species k within the volume element

dx1dx2dx3 with velocity ck at time t can be defined as,

fk (x,ck, t) (3.1)

The evolution of fk through time is described by the Boltzmann equation,

∂ fk

∂ t
+ ck ·∇x fk +

Fα

mk
·∇c fk =

(
∂ fk

∂ t

)
coll

(3.2)

From left to right, the left-hand side terms of Eqn. 3.2 describe: the rate of change of fk with

time; the diffusion of fk; and the influence of external forces Fk on fk. The right-hand side describes

the rate of change of fk as a result of particle collisions. In the collisionless limit ((∂ f/∂ t)coll = 0),

Eqn. 3.2 is also known as the Vlasov equation [62].

In a plasma, Fk represents the Lorentz force, which describes the interaction of charge species

through their mutual electric (E) and magnetic (B) fields [62],

Fk = qk (E(x, t)+ ck ×Bk(x, t)) (3.3)

Under the assumptions decribed at the start of this section, Maxwell’s equations are greatly

simplified; the description of E reducing to Poisson’s equations for the electrostatic field potential

(φ ) [64],

E =−∇φ , ε0∇2φ =−ρ(x) (3.4)

where the space-charge density (ρ(x)) of a plasma with K ion species is given by [64],

ρ(x) =

(
K

∑
k

qknk

)
−qene, nk =

∫
fkdc (3.5)

and ne may be described by a Boltzmann electron fluid with reference electron number density

ne,(0),

ne = ne,(0)exp

[
qeφ(x)
kBTe

]
(3.6)

Defining ne,(0) with respect to a quasi-neutral freestream, ne,∞ can be written as,

ne,∞ =
1

qe

K

∑
k

qknk,∞ (3.7)
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Substituting Eqn. 3.5-3.7 into Eqn. 3.4, the equations governing the distribution of a K-species

plasma are,

∂ fk

∂ t
+ ck ·∇x fk − qk

mk
∇xφ ·∇c fk = 0, (3.8)

∇2φ =−qe

ε0

K

∑
k

qk

qe

(
nk −nk,∞exp

[
qeφ(x)
kBTe

])
(3.9)

To express Eqn. 3.8-3.9 in dimensionless form, we now introduce the following transformations:

x = r(0)X, t = τ/ω(0), ck = vk,(0)uk

fk = nk,∞Fk, φ = φ(0)Φ, qk = qeZk

nk = nk,∞Nk, ∇x = ∇̂X/r(0), ∇c = ∇̂u/vk,(0)

(3.10)

Here, r(0), ω(0) and v(0) represent some characteristic disturbance length, frequency and velocity

respectively, the subscript (0) referring to some arbitrary reference point. X, τ , u, F , Φ, Z, and Nk
are dimensionless parameters, and ∇X and ∇u are the dimensionless gradient operators in physical

and velocity space.

Substituting the transformations in Eqn. 3.10 into Eqn 3.8-3.9 gives,(ω(0)r(0)
vk,(0)

)
∂Fk

∂τ
+uk · ∇̂X Fk −Zk

(
qeφ(0)

mkv2
k,(0)

)
∇̂X Φ · ∇̂uFk = 0 (3.11)

∇̂2
X Φ =

K

∑
k
−Zk

r2
(0)qenk,∞

ε0φ(0)

(
Nk − exp

[(
qeφ(0)

kBTe

)
Φ
])

(3.12)

The effect of ion thermal effects can be made explicit by separating vk,(0) into a drift (vd,k,(0))

and thermal (vt,k,(0)) component (vk,(0) = vd,k,(0) + vt,k,(0). The drift component represents the

relative velocity between the disturbance and the freestream plasma i.e. body velocity vk,B (the

d subscript dropped for compactness). The thermal component is taken to be described by the

freestream ion thermal velocity,

vt,k,∞ =

√
2kBTk,∞

mk
(3.13)

Again for compactness, the ion drift ratio of the kth ion species (Sk) shall be written as Sk =
vk,B/vt,k,∞. As a result, the drift and thermal effects can be separated in Eqn. 3.11 such that,(ω(0)r(0)

vk,B

)
∂Fk

∂τ
+
(
1+S−1

k

)
uk · ∇̂X Fk

−Zk

(
qeφ(0)

mkv2
k,B

)(
1+S−1

k

)−1 ∇̂X Φ · ∇̂uFk = 0

(3.14)

From inspection, there are five dimensionless parameters that govern the behaviour of Eqn.

3.14 and 3.12. These are,

αk =−Zk

(
qeφ(0)

mkv2
k,B

)
, μe =

(
qeφ(0)

kBTe

)
,

ξk =−Zk

(
r2
(0)nk,∞qe

ε0φ(0)

)
Ωk =

(ω(0)r(0)
vk,B

)

Sk = vk,B/
√

2kBTk,∞/mk

(3.15)
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Substituting the dimensionless parameters in Eqn. 3.15 into Eqn. 3.12 and Eqn. 3.14 gives,

Ωk∂Fk/∂τ +
(
1+S−1

k

)
uk · ∇̂X Fk +αk

(
1+S−1

k

)−1 ∇̂X Φ · ∇̂uFk = 0 (3.16)

∇̂2
X Φ =

K

∑
k

ξk (Nk − exp [μeΦ]) (3.17)

Hence, the 4+5K quantities (each ion species introducing ion properties mk, qk, Tk,∞ and nk,∞)

describing plasma-body interactions have reduced to 1+4K dimensionless parameters (each ion

species described by its own αk, ξk, Sk and Ωk).

The relative effect of each species on Φ can be made more explicit by introducing the dimen-

sionless parameters χ and βk,

χ =

(
K

∑
k

ξk

)1/2

, βk =
ξk

χ2
(3.18)

Eqn. 3.17 can then be re-written as,

∇̂2
X Φ = χ2

(
K

∑
k
(βkNk)− exp [μeΦ]

)
(3.19)

The physical significance of these dimensionless parameters and the advantage of this latter

form in Eqn. 3.19 are discussed in Section 3.2.

3.1.2 Buckingham Pi Analysis
Section 3.1 derived the 1+4K set of independent dimensionless parameters that govern the Vlasov-

Maxwell system of equations that describes plasma-body interactions defined by 7+5K quantities

(including constants) with 5 independent dimensions. According to the Buckingham Pi theorem

however, a system described by n quantities with m independent dimensions can be described by

m− n dimensionless parameters [97] - two more parameters than indicated in Eqn. 3.15. This

raises the question, are there additional dimensionless groups not accounted for in Eqn. 3.15? This

section applies the Buckingham Pi theorem to address this question.

The general procedure of the Buckingham Pi theorem is simple: (1) select m repeating or

“independent” quantities with independent dimensions. (2) express the remaining “dependent” quan-

tities as a product of the independent quantities. (3) take the ratio of dependent and independent

variables. These ratios are Pi-groups, the set of which describes the dimensionless function Θ.

We refer the reader to [97] for a comprehensive discussion of the Buckingham Pi theorem and its

application.

From inspection, Eqn. 3.12 and Eqn. 3.14 are described by the quantities r(0), ω(0), φ(0),

nk,∞, Te, Tk, vk,B, qk, qe, mk, kB and ε0. For simplicity we shall consider a two ion species (K=2)

plasma with species x and y. Table 3.1 outlines these quantities and their dimensions. Applying

the Buckingham Pi theorem, the independent quantities listed in Table 3.1 result in the following

dimensionless parameters:

Π1 = nx,∞r3
(0) Π2 = ny,∞r3

(0) Π3 = mx/my

Π4 = qx/qe Π5 = qy/qe Π6 = ω(0)r(0)/vx,B

Π7 =
qeφ(0)

mxv2
x,B

Π8 =
mxv2

x,B

kBTe
Π9 =

q2
e

r(0)mxv2
(0)ε0

Π10 = Te/Tx Π11 = Te/Ty Π12 = vx,B/vy,B

(3.20)
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Table 3.1: Set of independent and dependent quantities that describe plasma-body interactions.

Independent Quantities Symbol Dimensions

Disturbance Length r(0) [L]
Ion Mass x mx [M]

Electron Temperature Te [T ]
Disturbance Velocity x vx,B [L][t]−1

Electron Charge qe [A][t]
Dependant Quantities

Freestream Number Density x nx,∞ [L]−3

Freestream Number Density y ny,∞ [L]−3

Ion Mass y my [M]

Ion Charge x qx [A][t]
Ion Charge y qy [A][t]
Disturbance Frequency ω [t]−1

Disturbance Potential φ(0) [M][L]2[t]−3[A]−1

Boltzmann Constant kB [M][L]2[t]−2[T ]−1

Permittivity of Freespace ε0 M−1L−3[t]4[A]2

Ion Temperature x Tx [T ]
Ion Temperature y Ty [T ]
Disturbance Velocity y vy,B [L][t]−1

Substituting Eqn 3.20 into Eqn. 3.12 and Eqn. 3.14 gives,

Π6
∂Fx

∂ t
+
(

1+(Π8Π10)
−1/2

)
ux · ∇̂X Fx (3.21)

−Π4Π7

(
1+(Π8Π10)

−1/2
)−1

∇̂X Φ · ∇̂uFx = 0

Π6Π12
∂Fy

∂ t
+
(

1+(Π5Π8Π11)
−1/2

)
uy · ∇̂X Fy (3.22)

−Π3Π5Π7

(
1+(Π5Π8Π11)

−1/2
)−1

∇̂X Φ · ∇̂uFi = 0

∇̂2
X Φ =−Π1Π4Π−1

7 Π9 (Nx − exp [Π7Π8Φ])−Π2Π5Π−1
7 Π9 (Ny − exp [Π7Π8Φ]) (3.23)

From inspection, the relationship between the Π-groups and the dimensionless parameters is,

αx =−Π3Π4 αy =−Π3Π4

ξx =−Π1Π4Π−1
7 Π9 ξy =−Π2Π5Π−1

7 Π9

Sx = (Π8Π10)
1/2 Sy = (Π5Π8Π11)

1/2

Ωx = Π6 Ωy = Π6Π12

μe = Π4Π5

(3.24)

In words, each set of Π-group that scale a particular phenomenon can be grouped as a single

scaling parameter. Provided that the full set of Π-groups is represented in the set of dimensionless

parameters, the Buckingham Pi theorem is satisfied. Hence, the results from the previous section
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are recovered; the 1+ 4K identified dimensionless parameters described by the complete set of

Π-groups. As a result, the identified parameters describe physically relevant scaling laws for plasma

interaction phenomena. Hence, we refer to them as “scaling parameters”.

3.2 Physical Interpretation of Scaling Parameters

The non-dimensionalisation of the K species Vlasov-Maxwell system of equations in Section 3.1

resulted in the identification of 1+4K independent dimensionless parameters (2+4K dimensionless

parameters in the χ , βk form). A subsequent Buckingham Pi analysis of the system demonstrated

that these scaling parameters constitute a complete set of Π-groups. We now consider the physical

nature of these scaling parameters in plasma-body interactions based on Eqn. 3.16 and Eqn. 3.19.

3.2.1 αk: Ion Deflection Parameter

αk can be expressed as,

αk =−1

2

2Zkqeφ(0)

mkv2
(0)

=−1

2

P.E.
K.E.

(3.25)

Physically, αk is the ratio of disturbance potential energy (P.E.) to kinetic energy (K.E). The

role of αk in Eqn. 3.16 is to scale the deflection of ions by electrical disturbances i.e. ∇Φ. The

relative sign between Zk and φ(0) controls the direction of ion deflection. For example, positive

ions will be deflected toward a negative disturbance (φ(0) < 0), following the potential gradient

∇Φ. Conversely, negative ions will be deflected away from positive disturbances, impeded by −∇Φ.

The magnitude of the ion deflections is related to |αk|. As |αk| → 0, the ion kinetic energy

dominates the motion of the ions, decoupling their motion from the electric field. In the converse

limit, when |αk| → ∞, the motion of the ions becomes dominated by the disturbance potential

energy. In essence, αk describes the deflection of ions by field effects, and hence, it is called here

the “ion deflection parameter”. Examples of αk can be found appearing in orbital motion theory,

for example, the Orbital Motion (OM) critical impact parameter b∗ that describes the ion absorption

barrier used in probe theory and dusty plasma physics [36, 88, 89],

b∗/rB =

(
1− 2qeφB

miv2
B

)1/2

= (1+2α)1/2 (3.26)

3.2.2 Sk: Ion Thermal Ratio

By splitting vk,(0) into a drift and thermal component, the effect of ion thermal energy on Eqn.

3.16 becomes explicit. For the mesothermal case, such as that in LEO (where vt,k,∞ � vk,B � vt,e),

Sk � 1 and the evolution of Fk is decoupled from ion thermal effects. In the converse limit (Si � 1),

the diffusion term in Eqn. 3.16 is enhanced by the ion temperature i.e. thermal diffusion. At the

same time, a large Si suppresses the deflection of ions by field effects i.e. increased ion thermal

energy increases the resistance of ions to field effects. As with vk,B, if Sk → 0 (thermal velocity

dominates over drift velocity) and mkvt,k,∞ � qeφ(0), then ion motion is decoupled from field effects

and the system becomes thermally dominated.

In a LEO context, thermally dominated interactions are unlikely, however transition thermal

effects may be present as Sk → 1. Based on the above discussion, transition thermal effects will

tend to diffuse plasma phenomena. This is consistent with prior observations and predictions of ion

thermal effects [47, 98, 99].
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3.2.3 χ: General Shielding Ratio
A commonly referenced scaling parameter is the shielding ratio rB/λD,e. Considering a high-

temperature (weakly-coupled), single species plasma with cold ions, χ becomes,

χ = r(0)

(
Zini,∞q2

e

ε0kBTe

)1/2

=

(
r(0)
λD,e

)
(3.27)

The role of rB/λD,e as a shielding parameter can be seen in Eqn. 3.17. As the body size

becomes large compared to λD,e, ∇2Φ → ∞ and the distance that electrical disturbances travel

approaches 0 i.e. the electric fields of space-charge disturbances are strongly shielded. In the

converse limit, as rB/λD,e → 0, ∇2Φ → 0 and the disturbance is described by Laplace’s equation

i.e. electrical disturbances move toward infinity. However, Eqn. 3.27 is only valid for systems

where qeφ(0) � kBTe and Ti � Te.

Here, we introduce the new length parameter λφ ,

λφ =

(
− ε0φ(0)

qe ∑K
k Zknk,∞

)1/2

(3.28)

Interpreted the same way as λD,e, λφ is the distance required to electrically shield the disturbance

φ(0) in a k species plasma i.e. λφ describes a general plasma sheath thickness. Letting the

potential energy of the disturbance equal the thermal energy of the freestream plasma φ∞ =
kB
(
Te +∑K

k Z−1
k Tk

)
/qe, the general shielding length λφ becomes

λφ ,∞ =

(
ε0kB/q2

e

ne/Te +∑K
k Z2

k nk/Tk

)1/2

= λD (3.29)

where the quasi-neutral identity qene = ∑K
k qknk has been applied.

Hence the general Debye length λD has been recovered in the high-temperature (weakly-

coupled) limit. As another example, Benilov [100] applied the Child-Langmuir law to predict the

sheath thickness (dsh) about a high-voltage cathode as,

dsh = (25/4/3)
√

ε0φB/qini = (25/4/3)λφ (3.30)

In words, space-charged limited sheaths are described by λφ .

In effect, χ (or more precisely λφ ) provides a link between low and high-voltage plasma

phenomena. Following from this, χ may now be written in a similar form as the shielding ratio

r(0)/λD,e,

χ = r(0)/λφ (3.31)

Where we refer to χ as the “general shielding ratio” and λφ as the “general shielding length”.

The physical interpretation of λφ being the distance required to electrically screen the space-

charge disturbance φ(0). This disturbance may be caused by an immersed body or by a localised

space-charge discontinuity.

3.2.4 βk: Ion Coupling Parameter
While βk is a function of ξk, Eqn. 3.19 provides a clearer physical interpretation of multi-species

plasma interactions. βk can be re-written as,

βk =

(
Zknk,∞

∑K
k Zknk,∞

)
(3.32)
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Hence, βk describes the relative contribution of ion species k to electrical disturbances through its

contribution to the total ion space-charge density. As βk → 0, the contribution of k goes to zero

and Φ is governed by the remaining species. In essence, βk describes the relative coupling of ions

species k with electrical disturbances and, hence, we call it the “ion coupling parameter”.

3.2.5 μe: Electron Energy Coefficient
μe is a common non-dimensionalisation of potential, being a relatively easily measurable quantity

[34, 38, 44, 91]. It is the ratio of disturbance potential energy to electron thermal energy and

physically describes the depth of penetration of an average electron into potential barriers [91].

Based on Eqn. 3.19, the role of μe is to dampen or enhance the ability of the electron distribution

to respond to electrical disturbances caused by the ion distribution). The disturbance caused by a

localised abundance of ions (φ(0) > 0) attracts electrons and causes an increase in Ne scaled by μe

as described by the dimensionless Boltzmann electron fluid,

Ne = exp [μeΦ] (3.33)

The converse is also true, a localised depletion of ions (φ(0) < 0) dampens the ability of electrons to

populate this area. The degree of enhancement or damping is then described by the relative energy

of the electrons compared to the disturbance energy. In essence, μe describes the relative energy

between a disturbance and the Boltzmann electron fluid, and we refer to it as the “electron energy
coefficient”.

3.2.6 Ωk: Ion Temporal Parameter
Ωk describes the transit time of a disturbance relative to its frequency ω(0). The effect of Ω is to

scale any temporal fluctuations in Fk. It implies that if temporal effects are to be scaled, then the

scaling of any frequency effects must preserve the transit time of an ion across the disturbance [38].

Conversely, in the steady-state limit, Ωk can be neglected. Stone [38] also identified this parameter

and referred to it as the ion “temporal parameter” Ω, hence we follow this nomenclature.

3.3 Self-Similar Transformations of Plasma-Body Interactions
A consequence of the Buckingham Pi theorem is that two systems will be identical in dimensionless

space if the product of dimensioned quantities within the Π-groups caused the two systems to have

an identical and complete set of Π-groups values. This is known as “self-similarity”, where two

systems with different system quantities experience an identical interaction because of phenom-

ena in each system, described by the scaling parameters, are identical[97]. The purpose of this

section is to develop confidence in the identified scaling parameters as a means to organise and

scale plasma-body interactions by demonstrating the ability of the scaling parameters to predict

self-similar flow transformations.

Four self-similarity transformations are demonstrated: three single species transformations

matching dissimilar ion species, body size, and body potential respectively; and a multi-species

transformation matching the interaction of plasma mixtures with dissimilar ion charges. The general

approach in each transformation is to consider a two reference interactions R1 and R2 that differ in

some aspect e.g. ion species. The self-similarity transformation required to make the R2 match R1

is then denoted as S2→1.
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3.3.1 Transformation 1: Ion Mass

Considering two identical single species plasma-body interactions with ion mass m(R1) and m(R2)

where m(R1) �= m(R2). The self-similarity of different ion species requires the scaling of only αk, the

remaining scaling parameters being independent of mk (except for Sk as will be discussed in Section

3.3.3). One application of this scaling transformation is in experimental facilities. An available

experimental parameter is the flow velocity vB. By scaling vB,(R2), the ion deflection parameters

α(R1) and α(S2→1) are similar when,

vB,(S2→1) =
(
m(R1)/m(R2)

)1/2 vB,(R1)
(3.34)

Figure 3.1 (top) compares the flow of an O+ (Case 1) and H+ (Case 2) plasma over a 0.3 m

cylinder with a surface potential of −50 V compared to the freestream plasma Table 3.2 lists the

full set of interactions conditions for Cases 1-3. The general features of mesothermal plasma-body

interactions are reproduced. In the frame of the body, the expansion of the plasma into the ion void

caused by the body causes a rarefaction wave (ion gradient) that moves outward perpendicular to

the flow at the ion acoustic wave speed. In the frame of the body this appears as a Mach wave

defined by the angle θr,

θr = sin
(
M−1

k

)
(3.35)

Based on conditions listed in Table 3.2, the ion acoustic Mach number in the O+ flow (Case

1) is 4.61, and 1.16 in the H+ flow (Case 2) γk = 3 in a collisionless plasma). From Eqn. 3.35,

θr should be 14.3o and 80o for Cases 1 and 2. These compare well with the indicate rarefaction

wave angle measures in Figure 3.1; Case 1 having a rarefaction wave angle of 16.1o ± 1o, and

74.3o ± 10o in Case 2. The larger uncertainty in Case 2 is a reflection of transition ion thermal

effects (Sk = 1.48) diffusing the wave edge and increasing simulation noise. Also evident in Figure

3.1 is the presence of a) bounded and b) unbounded ion jets predicted by orbital motion theory[36,

88, 89]; the reduction in incident kinetic energy in the H+ (Case 2) compared to the O+ (Case 1)

flow increasing the proportion of ions captured by the body’s potential well (sheath).

Figure 3.1 (bottom) compares the scaled flow S2→1 (Case 3) against the reference flow R1 (Case

1). Excellent qualitative agreement is shown between Case 1 and 3: the sheath compression, wake

elongation, rarefaction wave angle and collection of unbounded and bounded ion jets of the O+

case all reproduced by the H+ case. Hence, by balancing the ratio of body potential energy and

incident ion kinetic energy, the flow physics R1 is preserved in S2→1, supporting the concept of αk
describing the deflection of ions by field effects.

Table 3.2: Interaction parameters for self-similar scaling of ion mass example. Bold numbers

highlight the effect of scaled parameters on dimensionless parameters.

Case φ(B) r(B) v(B) m n∞ Te

(V ) (m) (km/s) (10−27kg) (1010m−3) (K)

1 (R1) -50 0.3 7.5 26.55 4 1997

2 (R2) -50 0.3 7.5 1.67 4 1997

3 (S2→1) -50 0.3 29.9 1.67 4 1997

αk χ μe

1 (R1) 5.364 1.1414 -290.5

2 (R2) 85.2785 1.1414 -290.5

3 (S2→1) 5.364 1.1414 -290.5
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Figure 3.1: Self-similar transformation of O+ (R1) and H+ flows (R2). Rarefaction angle are

overlaid to aid comparison. a) bounded ion jets. b) unbounded ion jets

3.3.2 Transformation 2: Body Scale
A typical application of dimensional analysis is the study of scaled models in small test facilities.

This may be achieved in plasma-body interactions by scaling the general shielding ratio χ .

Consider for example two identical plasma flows about a body rB,(R1) and rB,(R2) where rB,(R1) �=
rB,(R2). By scaling n(R1) to n∞,(S2→1), the physics scaled by the general shielding ratio χ will be

preserved when,

n∞,(S2→1) =

(
rB,(R1)

rB,(R2)

)2

n∞,(R1) (3.36)

Note that Te,(R2) or φB,(R2) could also have been scaled in this interaction. The drawback of these

variables is that Te scales both χ and μe, while φ(0) scales χ , α and μe; the latter is demonstrated in

Section 3.3.3.

Figure 3.2 (top) compares the interaction of an O+ plasma with two cylinders with radii 0.3
m (Case 4) and 0.03 m (Case 5) at −25V . Table 3.3 lists the full set of interactions conditions

for Cases 4-6. Again the general features of mesothermal plasma body interactions have been

reproduced. As predicted, rB has no effect on the rarefaction angle, the measured rarefaction angle

in Case 4 and Case 5 being 13.4o ±2o and 14.5±2o respectively. Again, this compares well with a

predicted θr of 14.3.

As discussed in Section 3.2, the commonly used shielding ratio rB/λD,e does not accurately

predict sheath thickness near high-voltage objects (fundamentally limited by qeφB � kBTe and

Te > Ti assumptions). The electron Debye length in Case 4 and 5 is 1.54 cm compared to a predicted

general shielding length of 18.58 cm. Comparing this with Figure 3.2 (top) and taking the sheath

edge where α = 0.1, the sheath thickness in Case 4 and Case 5 is 19.5± 1 cm and 18± 1 cm,

agreeing well with λφ . The definition of sheath edge varies across a variety of works [39, 54, 101].

A comprehensive study of an appropriate definition of sheath edge is outside the scope of this

work. Irrespective of the definition of sheath edge, Figure 3.2 illustrates that λφ provides a superior

approximation of sheath thickness than λD,e.
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Table 3.3: Interaction parameters for self-similar scaling of body scale example. Bold numbers

highlight the effect of scaled parameters on dimensionless parameters. Ion thermal effects are not

scaled.

Case φ(B) r(B) v(B) m n∞ Te

(V ) (m) (km/s) (10−27kg) (1010m−3) (K)

4 (R1) -25 0.3 7.5 26.55 4 1997

5 (R2) -25 0.03 7.5 26.55 4 1997

6 (S2→1) -25 0.03 7.5 26.55 400 1997

αk χ μe

4 (R1) 2.682 1.6142 -145.27

5 (R2) 2.682 0.1614 -145.27

6 (S2→1) 2.682 1.6142 -145.27

Figure 3.2: Self-similar transformation of 0.3 m radius cylinder (R1) and 0.03 m radius cylinder

(R2). Rarefaction angle measures are overlaid to aid comparison of fields. a) unbounded ion jets

Figure 3.2 (bottom) further supports our assertion that λφ describes the shielding of an object at

an arbitrary surface potential, showing the reference flow R1 (Case 4) compared against the scaled

flow S2→1 (Case 6) (with a 102 increase ion number density) in dimensionless space rB/λφ . Figure

3.2 demonstrates the scaling of sheath structure in dimensionless space, the increase in number

density causing a reduction in sheath thickness in Case 6 to match Case 4. Overall, χ has been

demonstrated to successfully predict self-similar transformations.

It is worth noting that the number density transformation is implied by both λφ and λD. To

demonstrate that λφ is correct requires a scaling transformation of λφ not implied by λD e.g. the

body potential φB.
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3.3.3 Transformation 3: Body Potential

A key limitation of previous scaling parameters is their limitation to low voltage objects, whether

explicit or implicitly through the use of λD. This section demonstrates the ability of the scaling

parameters to predict the self-similar scaling transformation of two high-voltage objects, R1 and R2.

To preserve the flow physics of the R1 requires scaling of αk, χ and μe. This can be achieved, for

example, by scaling vB, ni,∞ and Te such that,

vB,(S2→1) =
(
φB,(R2)/φB,(R1)

)1/2 vB,(R1)

n∞,(S2→1) = (φB,(R2)/φB,(R1))n∞,(R1)

Te,(S2→1) = (φB,(R2)/φB,(R1))Te,(R1)

(3.37)

The scaling parameters are limited to geometrically similar objects. This section considers the

scaling of a thin flat plate to demonstrate that this is the case. Figure 3.3 (top) compares the

interaction of a thin 0.3 m wide flat plate at −25 V (Case 7) and −10 V (Case 8). Table 3.4 lists the

full set of interactions conditions for Cases 7-9. Unlike the previous similarity two examples, it is

difficult to decouple the physical influence of αk, χ and μe on flow phenomena between Case 7 and

8. The net effect of increasingly negative φB from Case 8 to Case 7 appears as an expansion of the

sheath and the field dominated region in the wake. This is consistent with above observations of αk
and χ . An important point to note is the similar rarefaction wave angle, θr being independent of φB.

Figure 3.3 (bottom) compares the interaction of the reference flow R1 (Case 7) with the scaled

flow S2→1 (Case 9). The flow velocity, ion number density and electron temperature all reduced

to match in Case 9 to match αk, χ and μe in Case 7. Figure 3.3 (bottom) demonstrates that the

scaling parameters, again, correctly predict the self-similar scaling transformations. Note however

that while the majority of the structures in Case 7 are reproduced in Case 9, there exists a region of

disagreement in the wake region a). This error corresponds to a region where there are relatively

few simulated particles. While it is tempting to attribute this error to statistical fluctuations, another

explanation is a disagreement between the relative influence ion thermal effects.

The transformation of αk caused a reduction in velocity from 7.5 km/s to 4.73 km/s, Si reducing

from 5.9 to 3.74. In other words, the contribution of thermal effects to ion deflections almost

doubles between Case 9 and Case 7. The final similarity transformation demonstrates that this

region of dissimilarity is caused by ion thermal effects.

Table 3.4: Interaction parameters for self-similar scaling of body scale example. Bold numbers

highlight the effect of scaled parameters on dimensionless parameters. Ion thermal effects are not

scaled.

Case φ(B) r(B) v(B) m n∞ Te

(V ) (m) (km/s) (10−27kg) (1010m−3) (K)

7 (R1) -25 0.3 7.5 26.55 4 1997

8 (R2) -10 0.3 7.5 26.55 4 1997

9 (S2→1) -10 0.3 4.73 26.55 1.6 798.8
αk χ μe

7 (R1) 2.682 1.6142 -145.27

8 (R2) 1.0728 2.5524 -58.1097
9 (S2→1) 2.6973 1.6142 -145.27
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3.3 Self-Similar Transformations of Plasma-Body Interactions 45

Figure 3.3: Self-similar transformation of −25 V cylinder (R1) and −10 V cylinder (R2). Rarefac-

tion angle measures are overlaid to aid comparison of fields. a) Region of dissimilarity.

3.3.4 Transformation 4: Multi-Species Ion Charge
Past work has focused on the scaling of singly charged ions in a single ion species plasma. The

scaling parameters presented in this work suggest that there exist transformations such that the

interaction of multi-species plasmas with dissimilar ion charges can be made similar. This section

demonstrates that this is the case.

Consider a plasma composed of a heavy ion species x and a light ion species y, where Zy,(R2) is

the test variable. R1 and R2 are similar when,

nx,∞,(S2→1) = (Zy,(R2)/Zx,(R1))nx,∞,(R1)

φB,(S2→1) = (Zy,(R2)/Zx,(R1))φB,(R1)

my,(S2→1) = (Zy,(R2)/Zx,(R1))my,(R1)

Te,(S2→1) = (φB,(S2→1)/φB,(R1))Te,(R1)

vy,∞,(S2→1) =
(
φB,(S2→1)/φB,(R1)

)1/2 vy,∞,(S2→1)

vx,∞,(S2→1) =
(
φB,(S2→1)/φB,(R1)

)1/2 vx,∞,(S2→1)

(3.38)

The first three transformations capture the scaling required by Zy,(R2), while the second three correct

for the secondary scaling of phenomena caused by scaling of φB,(S2→1). As discussed in Section

3.2.2 however, the scaling of vk,B or mk will effect Sk, scaling ion thermal effects. Provided that the

system is mesothermal, the system phenomena should be insensitive to ion thermal effects. Care
must be taken when scaling mesothermal phenomena however as ion thermal effects may become
significant as a consequence of reduced mass or velocity. To account for ion thermal effects in the

above multi-species example would require the additional transformations,

Tx,(S2→1) =
(
vx,∞,(S2→1)/vx,∞,(R1)

)2 Tx,(R1)

Ty,(S2→1) =

(
my,(S2→1)

my,(R1)

)(
vy,∞,(S2→1)

vy,∞,(R1)

)2

Ty,(R1)

(3.39)

Figure 3.4 (top) compares the relative contribution of species x and y in an O+−H+ plasma

(Case 10) and O+ −H++ (Case 11) interacting with a −25 V 0.3 m radius cylinder (O+ = x,
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46 Chapter 3. Scaling of Plasma-Body Interactions

Table 3.5: Two species self-similarity example with dissimilar ion charges and including ion thermal

effects. Bold numbers highlight the effect of scaled parameters on dimensionless parameters.

Case # 10 11 12 13

(R1)x (R1)y (R2)x (R2)y (S2→1)x (S2→1)y (S2→1)x (S2→1)y

φ(B) (V ) -25 -25 -25 -25 -50 -50 -50 -50
r(B) (m) 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

v(B) (km/s) 7.5 7.5 7.5 7.5 10.6 10.6 10.6 10.6
m (10−27kg) 26.55 1.67 26.55 1.67 26.55 3.34 26.55 3.34

Zx 1 1 1 2 1 2 1 2
n∞ (1010m−3) 4 4 4 4 8 4 8 4

Te (K) 1997 1997 1997 1997 3994 3994 3994 3994
Ti (K) 1537 1537 1537 1537 1537 1537 3074 6124

α 2.682 42.63 2.682 85.2785 2.6854 42.6924 2.6854 42.6924
χ 2.2828 2.2828 2.7959 2.7959 2.2828 2.2828 2.2828 2.2828
β 0.5 0.5 0.33 0.66 0.5 0.5 0.5 0.5
μe -145.5 -145.5 -145.5 -145.5 -145.5 -145.5 -145.5 -172.5
Sk 5.932 1.488 5.932 1.488 8.385 2.974 5.932 1.488

H+ = H++ = y. Table 3.5 lists the full set of interactions conditions for Cases 10-13. Figure 3.4

(top) illustrates how, by doubling its charge, the y ion species dominates the rarefaction wave,

causing the rarefaction angle to increase. Other flow features in Cases 10 and 11 include a light

species dominated wake-core and heavy species dominated sheath structure. These features appear

a reflection of ion mobility.

Figure 3.4 (middle) compares the reference case R1 (Case 10) against the scaled case S2→1

without accounting for ion thermal effects (Case 12). While a majority of flow features have been

matched, dissimilarities in wake structure similar to those observed in Figure 3.3 can be seen at

both a) and b). Further, the rarefaction wave angle of Case 12 is suppressed (smaller) compared to

the reference case (Case 10); the rarefaction wave angle in Case 10 is super-imposed on Case 12 as

a dotted line to illustrate this point.

Figure 3.4 (bottom) demonstrates that ion thermal effects cause these discrepancies. By scaling

ion thermal effects, Figure 3.4 (bottom) confirms that observed regions of dissimilarity in Figure 3.4

(middle) (and Figure 3.3 (bottom)) are caused unscaled ion thermal effects. Figure 3.4 demonstrates

the ability of the identified scaling parameters to preserve the flow physics of multi-species plasma-

body interactions near high-voltage objects.
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Figure 3.4: Self-similar transformation of a multi-species plasma with dis-similar ion charges

interacting with a −25 V cylinder. Contours are of βy, blue regions dominated by x, red regions

by y. Full flow conditions are listed in Table 3.5. Rarefaction angle measures are overlaid to aid

comparison of fields. Labeled features include: a) x dissimilarity, b) y dissimilarity.
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48 Chapter 3. Scaling of Plasma-Body Interactions

3.4 Summary
The complex, non-linear relationship between interaction quantities and plasma-body interaction

phenomena was identified as a key challenge to the study of ionospheric aerodynamics at the end

of the previous chapter. To address this challenge, the set of dimensionless parameters that scale

plasma-body interactions were derived here.

Based on the unmagnetised Vlasov-Maxwell equations and validated against the Buckingham Pi

theorem, the 7+5K quantities (including constants) that define K species plasma-body interactions

(including constants) were expressed as 1+4K independent dimensionless parameters (or 2+4K
dimensionless parameters in the χ , βk form). The reason for expressing ξk as χ and βk became clear

when considering a disturbance with potential energy equal to the surrounding thermal energy of

the plasma. Introducing the new general shielding length scale λφ , Section 3.2.3 demonstrated that

the general shielding length λφ becomes the general Debye length λD in the limit that the potential

energy of the disturbance is on the order of the thermal energy of the surrounding plasma (and

becomes the electron Debye length with an additional cold ion restriction). In essence, the general

shielding length λφ provides a consistent link between the shielding of low and high-voltage plasma

phenomena.

The validity of the scaling parameters was demonstrated in Section 3.3 by successfully predict-

ing the self-similar transformations required to preserve the flow physics between two plasma-body

interactions with dis-similar flow and body quantities. While this sort of analysis is typical in fluid

mechanics, to date this is the first demonstration of self-similarity transformations of plasma-body

interactions using a PIC code. Furthermore the final multi-species similarity transformation is

the first demonstration of self-similarity between two multi-species plasmas with dis-similarly

charged ions including ion thermal effects in a mesothermal plasma. The above scaling parameters

represent a powerful tool for studying both plasma phenomena and the phenomena resulting from

plasma-body interactions, ionospheric aerodynamics being a subset of plasma phenomena described

within the phase-space described by the scaling parameters.

Summary of Scaling Parameters

Ion Deflection Parameter αk =−Zk

(
qeφ(0)

mkv2
k,B

)
,

Electron Energy Coefficient μe =

(
qeφ(0)

kBTe,∞

)
,

General Body Shielding Ratio χ =
r(0)
λφ

,

Ion Temporal Parameter Ωk =

(ω(0)r(0)
vk,B

)
,

Ion Thermal Ratio Sk =
vk,B√

2kBTk,∞/mk
,

Ion Coupling Parameter βk =

(
Zknk,∞

∑K
k Zknk,∞

)

(3.40)

General Shielding Length λφ =

(
− ε0φ(0)

qe ∑K
k Zknk,∞

)1/2

[m] (3.41)
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4. A Framework for Ionospheric Aerodynamics

The purpose of this chapter is to map out the relationship between the flow physics, charged aero-

dynamic forces and points within a dimensionless phase-space P (αk,χ) to develop a framework

within which to understand and quantify the influence of ionospheric aerodynamics on near-Earth

objects. To this end, this section is laid out as follows: Section 4.1 determines develops a control

surface methodology for capturing the momentum exchange in mesothermal plasma-body inter-

actions that occurs in the near-Earth environment. Section 4.2 explores the links between plasma

interaction phenomena, charged drag forces and the plasma scaling parameters α and χ . Section

4.3 then takes these observations and constructs a response surface described by α and χ capable of

predicting an approximate charged drag coefficient CD,C for a uniformly charged cylindrical body.

4.1 Momentum Balance in a Flowing Plasma
To determine the influence of the plasma interaction phenomena on ionospheric aerodynamic forces,

here we shall consider the general momentum balance of a mesothermal plasma-body interaction

by applying the approach taken in Allen [102] and including the more general derivation of the

Maxwell stress tensor by Miller, Vandome, and John [103]. For completeness, we shall allow

for magnetic fields and time-varying phenomena, later these will be neglected under assumptions

appropriate for ionospheric aerodynamic applications.

In a mesothermal flow, the ion thermal pressure pi is assumed to be negligible compared to

the streaming energy, and vice a visa for the electrons. Under these assumptions, the ion (i) and

electron (e) momentum equations may be written as,

nimi

[
∂v
∂ t

+(v ·∇)v
]
= qini (E+v×B) (4.1)

neme

[
∂v
∂ t

]
+∇pe =−qene (E+v×B) (4.2)

where pe is the thermal electron pressure, qi(e) is ion (electron) charge, E the electric field vec-

tor, B the magnetic field vector, v the flow velocity vector and ni(e) the ion (electron) number density.
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50 Chapter 4. A Framework for Ionospheric Aerodynamics

Adding these equations together and introducing the total charge density ρc (ρc = (∑K
k Zkqenk)−

qene) and current density J (J = ρcv) gives,

(mini +mene)
∂v
∂ t

+mini (v ·∇)v+∇pe = ρcE+J×B (4.3)

Next we introduce Gauss’s law and the Maxwell-Ampere equation in divergence form to express

ρc and J in terms of E and B[103],

ρc = ε0∇ ·E (4.4)

J =
1

μ0
(∇×B)− ε0

∂E
∂ t

(4.5)

Substituting Eqns 4.4 and 4.5 into Eqn 4.3 gives,

(mini +mene)
∂v
∂ t

+mini (v ·∇)v+∇pe =

ε0 (∇ ·E)E+
1

μ0
(∇×B)×B

− ε0
∂E
∂ t

×B

(4.6)

The time derivative of the electric field can be re-written in terms of ∂/∂ t (E×B) using the product

rule and Faraday’s law, such that[103],

∂
∂ t

(E×B) =
∂E
∂ t

×B+E× ∂B
∂ t

=
∂E
∂ t

×B−E× (∇ ·E)
(4.7)

Substituting Eqn 4.7 into Eqn 4.6 gives,

(mini +mene)
∂v
∂ t

+mini (v ·∇)v+∇pe =

ε0 [(∇ ·E)E−E× (∇×E)]

+
1

μ0
[(∇ ·B)B−B× (∇×B)]

−ε0
∂
∂ t

(E×B)

(4.8)

Note that the (∇ ·B)B term is added to maintain symmetry between E and B by applying

Gauss’s law of magnetism (i.e. absence of magnetic monopoles ∇×B = 0)[103]. The curls in Eqn

4.8 can then be eliminated by applying the vector calculus identity,

A× (∇×A) =
1

2
∇(A ·A)− (A ·∇)A (4.9)

Eqn 4.8 then becomes,

(mini +mene)
∂v
∂ t

+mini (v ·∇)v+∇pe =

ε0 [(∇ ·E)E+(E ·∇)E]

+
1

μ0
[(∇ ·B)B+(B ·∇)B]

−1

2
∇
(

ε0E2 +
1

μe
B2

)

−ε0
∂
∂ t

(E×B)

(4.10)
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4.1 Momentum Balance in a Flowing Plasma 51

The Maxwell stress tensor T̄ is then introduced as,

T̄i j = ε0

(
EiE j − 1

2
δi jE2

)
+

1

μ0

(
BiB j − 1

2
δi jB2

)
(4.11)

where δi j is a Kronecker delta.

δi j =

{
0 if i �= j,
1 if i = j

(4.12)

Taking the divergence of T̄ and introducing the Poynting vector S = μ−1
0 (E×B), Eqn. 4.10

can be written in a more compact form as,

mini (v ·∇)v+∇pe −∇ · T̄ =

− (mini +mene)
∂v
∂ t

− ε0μ0
∂S
∂ t

(4.13)

Considering a fixed volume of plasma V , the left-hand side terms represent the instantaneous

mechanical and electrical momentum stored within V . Similarly, the right-hand side of Eqn. 4.13

represents the time derivative of the momentum density in V , the first term containing the time

derivative of mechanical momentum, the second term containing the time derivative of electromag-

netic momentum stored in V . The following discussion shall now be limited to steady systems

where the time derivative terms on the right-hand side tend to zero.

To obtain a control surface formulation of Eqn. 4.13, we then consider the surface S containing

V defined by the outward unit normal vector n̂ such that Eqn. 4.13 becomes,

∫
S

nimi (v · n̂)vdS︸ ︷︷ ︸
ion momentum

+

electron pressure︷ ︸︸ ︷∫
S

pen̂dS −
∫

S
T̄ · n̂dS︸ ︷︷ ︸

Maxwell stress

= 0 (4.14)

In words, the variations in mechanical and (net) electromagnetic forces acting within the volume

causes the flow of mechanical momentum entering the volume to differ from the flow of mechanical

momentum out of the volume, i.e. conservation of momentum in an electromagnetic field must

account for the momentum stored by the fields.

The influence of the plasma on a body may then be considered by defining a second surface S2

within the surface S. Eqn 4.14 is then written as [102],∫
S

(
nimi (v · n̂)v+ pen̂− T̄ · n̂)dS

+
∫

S2

(
nimi (v · n̂)v+ pen̂− T̄ · n̂)dS2 = 0

(4.15)

Taking S2 as the body’s surface, however, the integral is simply the force exerted on the body

by the plasma FC. Considering an equipotential surface, such as a uniformly charged body, the

contribution of the electron pressure can be neglected [27] and Eqn. 4.15 can be written as,

FC =−
∫

S
nimi (v · n̂)vdS︸ ︷︷ ︸

direct force

+
∫

S
T̄ · n̂dS︸ ︷︷ ︸

indirect force

(4.16)

Eqn. 4.16 provides a different but consistent interpretation of indirect charged aerodynamics

compared with the “binary collision” and “linear dielectric response” formalisms found in dusty
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52 Chapter 4. A Framework for Ionospheric Aerodynamics

Figure 4.1: Illustration of the linked between sheath structure and indirect charged aerodynamics.

(complex) plasma literature [25, 26, 89, 104], the former focusing on calculating the momentum

exchanged between body and scattered ions according to a modified form of Chandrasekhar [13]’s

equation for dynamic friction applied to electrostatic fields [northrop1990, 14, 26], the latter

approach assigning a permittivity to the plasma and calculating the force due to the non-uniform

polarisation of the surrounding plasma (the assumption being that linear theory suffices to predict

field polarisation - as Allen [102] points out, this is not necessarily the case). Hutchinson [26, 27]

provides a similar argument to justify the use of the above control surface approach, citing the

various uncertainties and ambiguities inherent in analytical approaches.

Here, the interpretation of Eqn. 4.16 is that the field stress on the surface, captured by the

Maxwell stress tensor, imparts a force on the body to reflect the deformation of fields by the

self-consistent plasma sheath setup by ion and electron deflections. For a stationary/quiescent flow,

the plasma sheath is symmetric, and the surface integral of the Maxwell stress goes to zero. The

directed velocity of the ions in mesothermal interactions, however, results in a deformation of the

symmetric sheath structure, compressing the fore-body sheath and extending the wake sheath. As a

result, the Maxwell stress appears as a negative pressure on the bodies surface (the off-diagonal

components of T̄ contributing an electromagnetic shear force) - units of the Maxwell stress term

are N/m2. Figure 4.1 illustrates this relationship, the acceleration of the fore-body ions tending to

pull the body forward (thrust), the deflection of the wake ions tending to pull the body backwards

(drag).

4.2 Ionospheric Aerodynamic Mechanisms

To demonstrate the utility of the above control surface methodology, this section investigates the

influence of plasma interaction phenomena described by the ion deflection parameter αk and general

shielding ratio χ , which form a part of the plasma interaction phase-space P(αk,χ,Si,μe,βk,Ωk).
Quantifying the influence of the remaining scaling parameters to ionospheric aerodynamics is

the subject of future work, initial observations suggesting that α and χ dominate the momentum

exchange in mesothermal plasma-body interactions i.e. ionospheric aerodynamics.

This section will focus on the drag forces on a uniformly charged cylinder with a fixed surface

potential with respect to the environment. Numerical setup is identical to previous chapters. Flow

conditions considered in this section are listed in Table 4.1 and are based on representative of

conditions experienced within Earth’s ionosphere by the Earth Observation System (EOS) during a

mean period of solar flare activity at a nominal altitude of 705 km at an inclination of 98.25o [17].
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4.2 Ionospheric Aerodynamic Mechanisms 53

Table 4.1: Plasma interaction quantities, scaling parameters and drag measurements

Plasma Interaction Quantities Scaling Parameters Drag Coefficients

# φB (V) rB (m) vB (km/s) mi n∞ (m−3) Ti (K) Te (K) αk χ μe Si CD,d CD,m CD,C

1 0 0.3 7.5 O+ 4×1010 1531 1997 0.000 0.0 0.0 5.93 2.167 0.030 2.197

2 -1 0.3 7.5 O+ 4×1010 1531 1997 0.100 8.07 -5.81 5.93 2.566 -0.151 2.415

3 -5 0.3 7.5 O+ 4×1010 1531 1997 0.536 3.61 -29.05 5.93 3.761 -0.703 3.058

4 -10 0.3 7.5 O+ 4×1010 1531 1997 1.073 2.55 -58.1 5.93 4.934 -1.302 3.632

5 -25 0.3 7.5 O+ 4×1010 1531 1997 2.682 1.61 -145 5.93 7.908 -3.192 4.716

6 -50 0.3 7.5 O+ 4×1010 1531 1997 5.364 1.14 -290 5.93 12.93 -6.958 5.977

7 0 0.3 7.5 H+ 4×1010 1531 1997 0.000 0.0 0.0 1.48 3.124 0.268 3.391

8 -1 0.3 7.5 H+ 4×1010 1531 1997 1.705 8.07 -5.81 1.48 6.100 -1.269 4.832

9 -5 0.3 7.5 H+ 4×1010 1531 1997 8.528 3.61 -29.0 1.48 11.67 -5.177 6.495

10 -10 0.3 7.5 H+ 4×1010 1531 1997 17.05 2.55 -58.1 1.48 16.83 -9.219 7.616

11 -25 0.3 7.5 H+ 4×1010 1531 1997 42.63 1.61 -145 1.48 29.60 -19.30 10.30

12 -50 0.3 7.5 H+ 4×1010 1531 1997 85.28 1.14 -290 1.48 48.27 -35.50 12.77

13 0 0.03 7.5 O+ 4×1010 1531 1997 0.000 0.0 0.0 1.48 2.178 0.017 2.195

14 -1 0.03 7.5 O+ 4×1010 1531 1997 0.107 0.80 -5.81 5.93 2.600 -0.134 2.467

15 -10 0.03 7.5 O+ 4×1010 1531 1997 1.073 0.25 -58.1 5.93 6.222 0.693 6.914

16 -25 0.03 7.5 O+ 4×1010 1531 1997 2.682 0.16 -145 5.93 12.19 6.143 18.33

17 -50 0.03 7.5 O+ 4×1010 1531 1997 5.364 0.11 -290 5.93 22.48 7.785 30.26

18 0 0.03 7.5 H+ 4×1010 1531 1997 0.000 0.0 0.0 1.48 3.149 0.171 3.320

19 -1 0.03 7.5 H+ 4×1010 1531 1997 1.705 0.80 -5.81 1.48 8.137 -0.370 7.767

20 -5 0.03 7.5 H+ 4×1010 1531 1997 8.528 0.36 -29 1.48 23.28 -8.565 14.71

21 -25 0.03 7.5 H+ 4×1010 1531 1997 42.63 0.16 -145 1.48 83.73 -58.00 25.73

22 -50 0.03 7.5 H+ 4×1010 1531 1997 85.28 0.11 -290 1.48 153.2 -120.7 32.46

23 -10 0.3 26.76 O+ 4×1010 1531 1997 0.084 2.55 -58 21.2 2.366 -0.138 2.228

24 -10 0.3 11.97 O+ 4×1010 1531 1997 0.42 2.55 -58 9.46 3.517 -0.502 3.015

25 -10 0.3 7.5 O+ 4×1010 1531 1997 1.072 2.55 -58 5.93 4.938 -1.302 3.637

26 -10 0.3 3.78 O+ 4×1010 1531 1997 4.227 2.55 -58 2.98 8.607 -3.895 4.712

27 -10 0.3 2.676 O+ 4×1010 1531 1997 8.426 2.55 -58 2.12 11.84 -5.838 6.002

28 -10 0.3 1.889 O+ 4×1010 1531 1997 16.90 2.55 -58 1.49 16.69 -8.983 7.715

29 -10 0.3 7.5 O+ 3.07×109 1531 1997 1.072 0.7 -58 5.93 5.900 -0.459 5.441

30 -10 0.3 7.5 O+ 6.14×109 1531 1997 1.072 1 -58 5.93 5.713 -0.804 4.909

31 -10 0.3 7.5 O+ 3.07×1010 1531 1997 1.072 2.55 -58 5.93 5.061 -1.268 3.793

32 -10 0.3 7.5 O+ 1.53×1011 1531 1997 1.072 5 -58 5.93 4.429 -1.305 3.124

33 -10 0.3 7.5 O+ 3.07×1011 1531 1997 1.072 7.07 -58 5.93 4.249 -1.362 2.887

34 -10 0.3 7.5 O+ 6.14×1011 1531 1997 1.072 10 -58 5.93 4.098 -1.339 2.759

35 -5 0.3 26.76 O+ 4×1010 1531 1997 0.042 3.6 -29 21.2 2.202 -0.073 2.129

36 -5 0.3 11.97 O+ 4×1010 1531 1997 0.201 3.6 -29 9.46 2.856 -0.304 2.552

37 -5 0.3 8.46 O+ 4×1010 1531 1997 0.421 3.6 -29 6.69 3.482 -0.560 2.923

38 -5 0.3 5.98 O+ 4×1010 1531 1997 0.842 3.6 -29 4.72 4.379 -1.058 3.322

39 -5 0.3 2.67 O+ 4×1010 1531 1997 4.213 3.6 -29 2.12 8.330 -3.285 5.045

40 -5 0.3 1.89 O+ 4×1010 1531 1997 8.451 3.6 -29 1.49 11.45 -5.092 6.358

41 -5 0.3 7.5 O+ 1.53×109 1531 1997 0.5 0.7 -29 5.93 4.173 -0.441 3.732

42 -5 0.3 7.5 O+ 3.07×109 1531 1997 0.5 1 -29 5.93 4.124 -0.475 3.649

43 -5 0.3 7.5 O+ 6.14×109 1531 1997 0.5 1.41 -29 5.93 4.051 -0.519 3.532

44 -5 0.3 7.5 O+ 3.07×1010 1531 1997 0.5 3.61 -29 5.93 4.938 -0.703 4.236

45 -5 0.3 7.5 O+ 3.07×1011 1531 1997 0.5 10 -29 5.93 3.407 -0.756 2.651

46 -25 0.3 7.77 O+ 7.67×109 1531 1997 2.5 0.707 -145 6.09 9.441 -2.480 6.961

47 -25 0.3 1.73 O+ 7.67×109 1531 1997 50 0.707 -145 1.36 48.45 -35.21 13.25

48 -25 0.3 7.77 O+ 3.07×1012 1531 1997 2.5 14.14 -145 6.09 5.217 -2.437 2.781

49 -25 0.3 1.73 O+ 3.07×1012 1531 1997 50 14.14 -145 1.36 18.76 -13.66 5.103

50 -5 0.3 7.77 O+ 7.67×109 1531 1997 0.5 1.58 -29 6.09 3.910 -0.522 3.388

51 -5 0.3 1.73 O+ 7.67×109 1531 1997 10 1.58 -29 1.36 15.00 -7.481 7.522

52 -5 0.3 7.77 O+ 3.07×1012 1531 1997 0.5 31.62 -29 6.09 3.096 -0.637 2.459

53 -5 0.3 1.73 O+ 3.07×1012 1531 1997 10 31.62 -29 1.36 8.492 -4.415 4.078
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4.2.1 Ion Deflection Parameter αk

The ion deflection parameter αk describes the ratio of kinetic energy to the potential energy [3],

αk =
ZiqeφB

mkv2
B

=
1

2

P.E.
K.E.

(4.17)

Figure 4.2 plots three representative flowfields: an ion “kinetic” dominated flow (αk � 1), a

field (“potential”) dominated flow (αk � 1), and a transient case where ion kinetic and field effects

are balanced (αk ≈ 1). Flow conditions are defined in Table 4.1. Ni is the freestream normalised

ion density. The rarefaction wave angle lines are overlaid to emphasize the change in θr with αk. A

full investigation of the relationship between αk and plasma interaction phenomena is outside the

scope of this work, see instead [2, 27, 39, 54].

To summarise: 1) ion streaming energy causes a compression of the forebody sheath and

elongation of the wake sheath is decreasing αk; 2) αk governs the velocity dependent critical impact

parameter b∗ describing Orbital Motion (OM) theory (see the following section); 3) αk describes

the rarefaction wave angle θr.

To investigate the influence of phenomena governed by αk on charged aerodynamic forces,

Figure 4.3 plots the normalised indirect ( f̂D,m) and direct ( f̂D,d) charged drag surface distributions

in polar co-ordinates (normalisation is by net charged drag FD,C). The purpose of Figure 4.3 is to

emphasize how the relative contribution of forebody and wake phenomena to charged aerodynamics

forces changes with αk. Figure 4.3 also shows a breakdown of the total direct and indirect force

components (bottom right), expressed in terms of a charged drag coefficient CD,C, to illustrate their

relative contribution to the net drag on the body. Note that direct forces are calculated numerically

based on the momentum transfer of macro-particles that collide directly with the object surface,

while indirect forces are calculated directly from the Maxwell stress on the body’s surface.

Forebody Surface (θ ≤ 90o):
Kinetic dominated flows are governed by direct forebody drag forces. Case 1 in Figure 4.2

(P(0.084,2.55)) is an example of this type of flow, where no forebody ion sheath is evident and

θr → 0. The lack of a forebody ion sheath means that the flow is well approximated by a neutral

interaction. As the ion kinetic energy decreases relative to the body potential energy, the forebody

sheath expands into the flow, and the rarefaction wave angle increases, i.e. ions become increasingly

susceptible to potential disturbances as αk increases.

The expansion of the forebody sheath with αk causes an increase the effective ion collection

area of the body and, therefore, direct forebody drag. Provided that the flow is not “sheath-limited”
(discussed in Section 3.2.3), forebody ion collection becomes Orbital Motion Limited (OML).

OML ion collection is a limit studied in OM theory, where ion collection becomes limited by the

underlying orbital energy of an ion. Applying assumptions regarding the structure of the sheath [36,

89], the maximum impact parameter (offset from flow axis) that an incoming ion will undergo a

grazing collision is,

bOML = rB (1−2αk)
1/2 (4.18)

Here, bOML provides a rough estimation of the increase in effective ion collection area caused by

the sheath [3]. As αk increases, Figure 4.3 shows an increasing indirect forebody thrust. This

indirect thrust counters the energy gained by sheath accelerated ions, the net direct forebody

drag representing the effective ion collection area. Figure 4.3 however, shows that for potential

dominated systems, the indirect thrust can counter the direct forebody drag. This is because it

includes the acceleration of non-colliding ions past the forebody into the wake.
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Figure 4.2: Effect of αk on plasma-interaction phenomena. Labelled features include: a) kinetic

dominated ion void, b) kinetic dominated pseudo-wave, c) bounded ion jet d) detached ion void.
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56 Chapter 4. A Framework for Ionospheric Aerodynamics

Wake Surface (θ > 90o):

While the anisotropic structure of mesothermal sheaths introduces an additional degree of freedom

into the classical problem considered in OM theory, its general results remain applicable. In

particular, if the sheath thickness is greater than bOML the structure of the sheath may result in

potential energy barriers [36, 89]. These potential barriers correspond to energy dependent inflexion

points in the flowfield where, instead of undergoing small angle deflections into the wake, ions are

deflected into orbits about the body. These orbits form the bounded ion jets and ion pseudo-waves

labelled in Figure 4.2 (and Figure 4.4).

The influence of bounded ion jets is evident in Figure 4.3 as a direct wake thrust. As αk increases,

the proportion of ions deflected into bounded orbits increases and the relative contribution of the

direct wake thrust increases. However, as with the forebody ion acceleration, the deflection of these

ions imparts an indirect drag countering this direct wake thrust force. Ions that undergo small angle

deflections into the wake, however, also contributing to the indirect wake drag. The net effect being

a wake drag.

Figure 4.3: Influence of phenomena governed by the ion deflection parameter αk on the charged

drag distributions, and net direct and indirect drag and thrust forces.

Net Effect of αk on Charged Drag:

Figure 4.3 also shows the integrated contributions of direct and indirect drag components to the net

charged drag coefficient CD,C (bottom right panel). As mentioned, for the kinetic dominated case,

direct drag forces represent the bulk of forces on a body (direct forebody drag comprising 95% the

total drag on the body for P(0.084,2.55)). As a result, CD,C is 2.232, similar to that predicted by

equivalent neutral aerodynamic simulations [7].
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For the cases in the range P(0.084 ≤ αk < 4.227,2.55), no direct thrust force is evident.

The implication being that no bounded ion jets are connecting to the wake surface. The indirect

drag thrust does increase in this range, however, causing a 54% reduction in the net CD,C for the

P(0.084,2.55) case to 4.725. As αk increases, direct thrust forces become appreciable. However,

these direct thrust forces are more than offset by increases in the indirect drag, direct thrust forces

countering only 37.6% of the indirect drag in the P(16,2.55) case.

4.2.2 General Shielding Ratio χ
The general shielding ratio χ is the ratio of characteristic body radius rB to the general shielding

length λφ ,

χ =
rB

λφ
, λφ =

√
ε0φB

qe ∑K
k Zknk,∞

(4.19)

For the case where the body potential energy is on the order of the plasma thermal energy

(φB = kB (Te + γiTi)/qe) and the plasma is quasi-neutral, λφ becomes the Debye length λD [3],

Alternatively, applying the Child-Langmuir law to high-voltage cathodes, the ion sheath thickness

dsh can be written as [100],

dsh

rB
=

25/4

3

1

rB

√
ε0φB

qini
=

25/4

3
χ−1 (4.20)

In essence, χ describes the ratio of body size to sheath-thickness defined by λφ . This assertion

is supported by Figure 4.4, which shows a thick-sheath (χ < 1), thin-sheath (χ � 1), and a transient

shielding case. Figure 4.4 shows the formation of an ion density peak in the wake at a) and a dense

ion pseudo-wave at b). This is an example of an OML limited flow, where a substantial portion of

ions enter the sheath with an impact parameter greater than bOML and are deflected at large angles

through the sheath, the confluence point being the axial ion density peak.

Forebody Surface (θ ≤ 90o):
The forebody drag on strongly shielded flows, shown in Figure 4.5, is dominated by direct drag

where sheath ion collection enhancement is marginal. As the sheath thickness increases (χ → 0),

direct charged drag forces asymptote as ion collection becomes OML. Indirect forebody thrust

does not show the same asymptote, thrust caused by accelerated non-colliding ions increasing with

sheath thickness. However, as with αk trends, these ions are deflected into orbits about the body

and contribute to indirect wake drag. Physical structures to support this conclusion correspond to

the dense ion pseudo-waves and axial ion peak seen in Figure 4.4.

Wake Surface (θ > 90o):
The principal effect of the increasing sheath thickness in Figure 4.5 is to increase the indirect wake

drag contribution. As the sheath thickness increases past the OML limit, direct charged drag forces

become bounded given a constant αk. The proportion of ions that enter unbounded orbits and

contribute to ion pseudo-waves, however, increases with the sheath thickness. As a result, indirect

wake drag continues to increase beyond the OML limit. It should be noted that indirect drag forces

may become bounded for values of χ larger than those considered in this work. It is also worth

noting that no bounded ion jets contributing to direct wake drag are observed. This is consistent

with observations in this work for systems with αk < 4.227.

Net Effect of χ on Charged Drag:
Two asymptotic behaviours are evident in Figure 4.5 (bottom right panel), which shows the

integrated direct and indirect contributions to the net charge drag coefficient CD,C. For χ < 1
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Figure 4.4: Effect of χ on phenomena. Cut-outs show ri,S. Labels: a) ion density peak, b) ion

pseudo-wave and c) ion void re-attachment.
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(thick-sheath), direct drag forces become constant with χ . This supports previous assertions that

ion collection becomes OML. For χ � 1 (thin-sheath), indirect thrust forces become constant given

a constant αk.

Figure 4.5: Influence of phenomena governed by the general shielding ratio χ on the charged drag

distributions, and net direct and indirect drag and thrust forces.

4.3 Ionospheric Aerodynamics Response Surface
The purpose of this section is to to capture the general variations of the charged drag coefficient

CD,C caused by plasma-body interaction phenomena defined within the parameter space P(αk,χ).
An approximate response surface to describe the variation of CD,C with α and χ can be written as

the super-position of three functions that capture the variation of flow structures with αk, χ and

coupled effects i.e.

CD,C = f (αk)+ f (χ)+ f (αk,χ) (4.21)

Based on observations of plasma interaction flow phenomena in the previous section, the contribu-

tion of f (αk) and f (χ) can be approximated as,

f (αk) = A (1+2αk)
0.5−a , f (χ) = Bχ−1 (4.22)

Here, the first term f (αk) has a form similar to the OML impact parameter [36], where A
is some geometry dependent constant and a accounts for the reduction in direct charged drag

caused by ion accelerations. The basis of the second term can be clearer by introducing the general

shielding length λφ e.g.

χ =
rB

λφ
, λφ =

(
ε0φB

qe ∑K
k Zknk,∞

)1/2

(4.23)
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As shown in the previous section, the Child-Langmuir law applied to predict the sheath thickness

(dsh) about a high-voltage cathode can be written as,

dsh

rB
=

1

rB

25/4

3

√
ε0φB

qini
=

25/4

3
χ−1 (4.24)

Hence, the f (χ) term simply describes the change in CD,C caused by the expansion/contraction of

the sheath relative to a fixed body dimension. The final coupling term in Eqn. 4.21 will be given

the form,

f (αk,χ) = C
2αc

k +D

1+χ
(4.25)

B, C , D and c are all fitted constants. An appropriate physical form and argument for the coupling

term and the influence of object geometry on the fitted constants shown in Table 4.2 is a subject for

ongoing work.

Table 4.2: Fitted coefficients based on CD,C for cases 1-53.

Coefficient Value 95% Confidence Interval

A 2.503 (1.978, 3.027)

B 1.973 (1.713, 2.232)

C 53.85 (-195.1, 302.8)

D -1.996 (-2.03, -1.962)

a 0.3503 (0.2743, 0.4263)

c 0.02255 (-0.0797, 0.1248)
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Figure 4.6: Left: Comparison of Eqn. 4.21 with CD,C measurements. Right: Relative error between

Eqn. 4.21 and CD,C measurements.

Figure 4.6 (left) overlays Eqn. 4.21 on the CD,C measurements from cases 1-53 to illustrate

qualitative agreement between Eqn. 4.21 and simulated CD,C measurements. Figure 4.6 (right)

plots the spread of relative error between measured data and Eqn. 4.21. Figure 4.6 (right) highlights

that, aside for the weakly shielded case with intermediate coupling case that corresponds to the

60% under-prediction of CD,C, Eqn. 4.21 captures the general variation of CD,C for LEO objects.
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4.4 Summary
By applying the control surface approach in Allen [102] to Particle-in-Cell simulations, this section

has demonstrated the importance of accounting for both direct and indirect forces on LEO objects

caused by their interaction with the ionosphere. In particular, this section studied how plasma

interaction phenomena govern by the ion deflection parameter αk and general shielding ratio χ
influence the distribution of charged aerodynamic forces on a body and provide currently unconsid-

ered physical mechanisms to explain anomalous accelerations experience by LEO objects.

The ion deflection parameter αk was observed to have a strong influence on the deflection of

ions and the balance of direct and indirect forces on forebody and wake surfaces. Charged drag in

kinetic dominated systems (αk � 1) was shown to be well approximated by neutral aerodynamics;

the CD,C of 2.232 for the αk = 0.082 system consistent with prior CD,N predictions. As the electrical

body potential energy dominated the system (αk > 1), ion deflections were enhanced and the indi-

rect forces became increasingly significant. This was illustrated by for the case where αk = 16.9,

where direct forebody drag was reduced from a CD,C of 19.36 to 3.35 by an indirect forebody thrust

effects (an 82% reduction) to balance the momentum of sheath driven ion accelerations. Indirect

wake drag caused by the deflection of non-colliding particles into the wake, however, tended to

increase with increasing αk. This indirect wake drag countering the direct wake thrust produced by

bounded ion jets, such that the net CD,C of for this case was 7.741. Note that this is approximately

a 3.5 fold increase in charged drag coefficient for the kinetic dominated case.

A similar study of χ emphasised the role of relative sheath thickness in the study of ionospheric

aerodynamics. Given a constant αk, two limiting behaviours were observed with changing χ;

sheath-limited flows (χ � 1) and Orbital Motion Limited (χ � 1) ion collection. An example of a

sheath-limited flow is the χ = 0.7 case (αk = 1.072), where indirect drag effects were marginal

(3% of total drag forces), and indirect forebody thrust became constant with χ . For OML flows,

direct forebody drag was seen to asymptote to approximately CD,C = 5.9 for a constant αk of 1.072.

Indirect thrust and drag components, however, did not exhibit the same asymptotic behaviour for

the OML cases, indirect drag increasing at a greater rate than indirect thrust - the net trend being an

increase in CD,C as χ → 0.

Based on these observations, a response surface capable of predicting the CD,C of a cylinder

was contrusted in terms of α and χ . The intention being to apply this responce surface to quantify

whether there exist regions in the near-Earth environment where ionospheric aerodynamic forces

become appreciable compared to neutral (thermospheric) aerodynamic forces.
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5. Influence of Ionospheric Aerodynamics

Two aspects make the study of ionospheric aerodynamics challenging. The first is the charged

aerodynamic interaction in itself; predicting the momentum exchange between a mesothermal

flowing plasma and a negatively charged body, requiring an understanding of the complex and

nonlinear physical phenomena. The second is the predicting local ionospheric conditions; the

ionosphere being a complex, time-varying structure driven by space weather.

To address the first issue, Chapter 3 considered the problem from a dimensional analysis

perspective in order to determine the minimum set of scaling parameters that describe multi-species

plasma-body interactions. By linking plasma interaction phenomena and charged aerodynamic

forces within P (α,χ), Chapter 4 organised the complex plasma-body interaction into a usable

framework. This chapter applies this framework to quantify whether ionospheric aerodynamics can

have an appreciable effect on the orbital motion of LEO objects by considering two questions:

1. Are there regions in LEO where ionospheric aerodynamics forces becomes significant

compared to neutral aerodynamics forces?

2. If so, do ionospheric aerodynamic forces in these regions have an appreciable effect on the

orbit of LEO objects.

Section 5.1 begins by outlining the conditions considered and the methodology used in this

section Section 5.2 then address the first question by predicting the approximate ratio of charged to

neutral drag experienced by representative objects using atmospheric data from GITM to investigate

regions in LEO where ionospheric aerodynamic forces represent an appreciable portion of the total

aerodynamic force vector and have a significant effect on the motion of LEO objects.
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5.1 Methodology
The Global Ionosphere/Thermosphere Model (GITM) from the University of Michigan was utilized

within the $15M funded Los Alamos National Laboratory (LANL) program IMPACT (Integrated

Modeling of Perturbations in Atmospheres for Conjunction Tracking) [8] to provide a physics-based

neutral density modelling and forecasting capabilities in LEO. An output from that work was 2 years’

worth of GITM data, covering 2002 and 2007, where the coupled transport of neutral and charged

(ion) species is solved directly. This dataset is the primary source used in this report for studying

the relative effects from charged and neutral drag contributions to the total aerodynamic drag force

experienced. For comparison purposes, data from the same times and altitudes were generated

using a combination of the International Reference Ionosphere (IRI) [30] and NRLMSISE-00 [29].

These are used to give insight from the point of view of empirical models of the ionosphere and

thermosphere.

5.1.1 GITM Data and Configuration
The GITM data used for this investigation was provided by LANL for the years 2002 and 2007,

corresponding to a year of high and low solar activity respectively. The model was run in blocks

of one year duration, so the first days of the year include a numerical spin-up period after it was

initialised from empirical models. The data was output at a 90 minute cadence with a 2.5o horizon-

tal resolution corresponding to a 36×72 grid in latitude/longitude. The model runs specified 50

altitude levels, and GITM scales these to correspond to the scale heights of the atmosphere given

the initial conditions [105]. This leads to the different years having different altitude grids, with the

2002 data spanning 100−608.5 km altitude and the 2007 data spanning 100−510.4 km altitude.

GITM is limited to these heights as the fluid equations it solves (Vlasov-Maxwell) do not hold

above the exobase, where the mean free path of particles exceeds a scale height.

The provided GITM dataset was run using the measured daily F10.7 solar flux, solar wind data

and hemispheric power indices as solar and geomagnetic activity inputs. The runs used the MSIS

thermosphere model with tides when initialising, and all optional physics were enabled except for

the dynamo calculation, which is used to calculate high latitude electric fields. Two high-latitude

coupled sub-models available run with GITM - AMIE [106] and GLOW [33] - were also not used.

For the analysis of charged and neutral drag, four time periods were examined in both 2002 and

2007: the March equinox, June solstice, December solstice; and a period centred around April 20th,

2002 that experienced a solar storm in 2002 but was quiet in 2007. The analysis centred around

plots at 300, 400, 500 and (where available) 600km altitude - these are the altitudes relevent to LEO

objects.

5.2 Charged to Neutral Drag
To identify situations where the ion population has a tangible effect on RSOs this work examines

the ratio of charged drag (FD,C) to neutral drag (FD,N) The total charged drag, FD,C is a sum over

the 7 ion species calculated by GITM (O+, O2
+, H+, He+, N+, NO+ and N2

+). The charged drag

coefficient, CD,C is calculated using the response surface described in the previous chapter, where

α and χ are calculated at each latitude, longitude and alittude using environmental inputs from

GITM for specific bodies. For all cases vB is the orbital velocity of a body in a circular orbit at the

specified altitude and is approximately 7.6m/s. If the work was to be extended to the vector case,

vB could be replaced with the vector sum of the orbit velocity and either the neutral or ion wind

velocity, which may be provided by GITM.
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5.2.1 2002 Global Data

The full 3D flow field from periods of the data from 2002 were probed to understand where in the

atmosphere charged drag will be significant. The study focuses on electron (and therefore ion)

number density distribution, neutral density distribution, and the ion to neutral density ratio. The

charged to neutral force distribution is proportional to ion to neutral ratio for a given radius and

surface potential, with higher ion density producing higher charged drag, higher neutral density

producing higher neutral drag.

Figure 5.1: 1.5×1012 m−3 electron density iso-contour with constant longitude and latitude slices.

Left: 20/03/2002 10:30UT (Spring Equinox), Right: 31/12/2002 06:00UT

Figure 5.1 demonstrate the significant seasonal variation in electron density throughout the

year. Here, the 1.5× 1012 m−3 electron density iso-contour illustrates that peak ion density is

focused near the equator. Near the spring equinox (left), the electron density iso-contour spreads

across latitudes ranging from approximately 45o north to 45o south, covering altitudes ranging from

247km to 582km above sea-level. Figure 5.1 right, however shows significantly less activity, with

only a small region where the electron density reaches the iso-contour level. In both figures the

electron density is maximum near the equator, with a small bias towards the northern hemisphere.

This behaviour is consistent throughout the 2002 dataset. The equatorial slice demonstrates that the

greatest concentration of ions is within the 400−550 km altitude range.

The concentration of ions in the equatorial plane convects westward with the sun line as the

Earth rotates. Figure 5.2 depicts a band of ions with number density that exceed 2.5×1015 m−3

between 300−500 km altitude at the equator. The sunline is located at 180o longitude. The main

frame illustrates the extent of the ion concentration in latitude, longitude, and altitude, coloured

with contours of altitude. The slices in the sidebar to the left of the main frame are flooded with

colour contours of electron (ion) number density, with the distribution of electron density plotted

against latitude and altitude at 0o longitude in the top frame; and 90o longitude in the middle frame.

The third (bottom) frame is an equatorial slice (0o latitude). All three slices have lines of constant

neutral density overlaid the colour contours of electron density. The highest altitude neutral density

iso-line represents 1×10−12 kg/m3 and the lowest altitude 5×10−11 kg/m3.

The region of highest ion concentration wraps around the majority of the equator, beginning

west of the sun line at approximately 150o longitude and terminating at approximately 50o. The

contour scales selected for the post-processing don’t have enough resolution to resolve any addi-
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Figure 5.2: Date: 03/03/2002 00:00UT, 1.5x1012m−3 electron density iso-contour. Slices coloured

with e-, lines of constant density

tional structures within this region in Figure 5.4 (left). Figure 5.3 plots the progression of these

features over 24 hours. By 6am, the concentration of ions in the equatorial plane has convected

westward and two distinct structures are now evident.

The westward convection of the ion concentration is evident in the iso-contour in the main

frame. The asymmetry of the electron density iso-contour can be seen to rotate from behind the

Earth at midnight to approximately the 90o longitude plane (second slices in the sidebar) at 6 am,

to approximately 0o at noon. The electron density iso-contour clearly extends into wider latitude

bands on the day-side of the Earth. The iso-lines of neutral density plotted on the slices show that

the ion concentrations peak in regions with significant expansion or contraction of the thermosphere

(high curvature of the neutral desnity iso-lines).

The variation in ion distribution does not directly track the thermosphere expansion or contrac-

tion, however, and high ion concentrations persist in areas where the thermospheric density has

dropped quickly. This is evident in Figure 5.4 (left). The iso-contour in the main frame represents

where the ion to neutral density ratio exceeds 10%. This iso-contour represents the region where

charged drag could be a significant contributor to the total aerodynamic drag vector. The slices

in the side panel have colour contours of ion to neutral density ratio, with iso-lines of constant

neutral density. The regions where the ratio of number densities is greatest coincides with a drop in

thermospheric density, where ion concentration remains high but the neutral density has dropped.

Comparing with Figure 5.4 (left) it is clear that the altitude range where the maximum ratio of

charged to neutral particles occur is higher than where the maximum density occurs.
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Figure 5.3: Date: 03/03/2002 03:00UT-04/03/2002 00:00UT, 1.5x1012m−3 electron density iso-

contour. Slices coloured with e-, lines of constant density
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Figure 5.4: Left: 20/03/2002 00:00UT, 10% ion to neutral number density ratio (ne/nn) iso-contour.

Slices coloured with ne/nn, lines of constant density. Right: 31/12/2002 23:59UT, Equatorial slice

with colour contours of ne/nn

Figure 5.3 plots the progression of the ion to neutral ratio throughout the 3rd of March 2002.

The figure shows that an RSO in a 500km equatorial orbit would experience an increase in total drag

due to charged aerodynamics for most of its orbit. The same RSO in a polar orbit would experience

this force augmentation twice per orbit, with the band covering a latitude range of approximately

45o across the equator.

The ionospheric activity is significantly reduced during the winter solstice. Figure 5.6 shows

similar features to Figure 5.3 described above. A notable difference is that a region of high ion

concentration persists from around 300o longitude throughout the day. It is unclear at this time

whether this is a seasonal feature due to the change in sun vector with the tilt of the Earth or an

anomaly within the data set. While the magnitude of the ion density decreases towards the end

of the year, the ratio of charged to neutral particles increases significantly. Figure 5.4 (right) is

an equatorial slice from the final timestep output from the 2002 simulation. There is a significant

increase in the ratio of charged to neutral species compared with Figure 5.4 (left), with the charged

to neutral ratio reaching 50% in the peak regions.
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Figure 5.5: Date: 20/03/2002 03:00UT-21/03/2002 00:00UT, 10% ion to neutral number density

ratio (ne/nn) iso-contour. Slices coloured with ne/nn, lines of constant density
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Figure 5.6: Date: 22/12/2002 03:00UT-23/12/2002 00:00UT, 1.5x1012m−3 electron density iso-

contour. Slices coloured with e-, lines of constant density
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5.2.2 Charged Force: Basic Features
Figures 5.7 and 5.8 show the resulting plots of FD,C/FD,N at 500 and 600 km for a weakly charged

cubsat-sized cylinder during the March equinox in 2002 GITM data. The similar 300 and 400 km

plots are omitted as the ratio does not exceed 0.03 due to the dominance of the neutral thermosphere

at these lower altitudes. It can be seen in these figures that there are some small areas at 500 km

altitude where the ratio approaches 0.15 i.e. the force due to charged drag approaches 15% that of

neutral drag. There are larger areas at 500 km and smaller areas at 600 km where the drag ratio

is in the 8−10% range, which also represents a non-negligible fraction. For context, at the peak

ratio location in Figure 5.7, the neutral drag is approximately 4.7×10−7 N and total charged drag

is around 6.7×10−8 N.

Figure 5.7: Date: 21/03/2002 00:00UT , Altitude = 500km, rB = 0.05m, φ(0) =−3V.

Figure 5.8: Date: 21/03/2002 00:00UT , Altitude = 600km, rB = 0.05m, φ(0) =−3V.

The local ratio of charged to neutral force is not, however, the best measure for the impact that

charged aerodynamic forces have on a RSO orbit. The local ratio is dependent upon the phasing

of the local maxima and minima of the ion and neutral distributions with respect to one another.

A better measure is the difference in work done by the charged and neutral drag, calculated by
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Figure 5.9: Date: 31/12/2002 23:59UT, Latitude=0o with colour contours of FD,C/FD,N , rB = 0.05m,

φ(0) =−3V.

integrating the force about an orbit.

Figure 5.9 plots the force ratio distribution for midnight on the 1st January 2003 for a 0.05m

radius cylinder at −3 V surface potential. At 570km there is an area that extends from approximately

300o to 100o longitude where charged drag exceeds neutral drag by 50% or more. The work done

on the cylinder by the neutral and charged aerodynamic force was calculated by integrating the

neutral and charged force across this line to understand how these regions of elevated charged drag

could impact the RSO throughout its orbit. The work done by charged drag was found to be 31.9%

of the neutral drag. This suggests that for these atmospheric conditions, the influence of charged

drag would be a significant contribution to the total aerodynamic force.

The work done approach is extended in Figures 5.10 and 5.11 to cover all circular equatorial

orbits where charged to neutral drag exceeds 5% and plotted for the entire 2002 and 2007 datasets.

There is a marked difference in the overall level of charged to neutral drag ratio between 2002 and

2007, with 2007 exhibiting a substantially higher contribution throughout the entire year than 2002.

The maximum occurs at approximately 550km for the 2002 dataset and 466km for 2007. In both

figures the data shows that charged aerodynamic drag is considerable over an altitude range where

many LEO satellites orbit, with approximately a 100km altitude band where the charged to neutral

workdone ratio exceeds 5%. It should be noted that while the ratio of charged to neutral forces is

smaller at lower altitudes, the magnitude of the forces are significantly larger at lower altitudes and

hence the total orbital perturbation is greater.

The ratio of charged to neutral work done for 2002 is markedly reduced compared with 2007.

The greater solar activity in 2002 would intuitively suggest that there should be a higher ratio of

charged drag, however the GITM results demonstrate that the increase in neutral density due to

increased solar activity is greater than the increase in ions. While the ratio levels are lower in 2002

than 2007 it is important to note that the neutral density at 400km altitude is approximately an order

of magnitude greater in 2002 compared with 2007, leading to a far greater orbital perturbation for a

given altitude than experienced during 2007.

An important outcome from this analysis is that there does not need to be significant solar activ-

ity for charged drag to contribute a significant proportion to the total aerodynamic drag. The results

pose questions regarding the accuracy of neutral density estimates derived from accelerometer

measurements taken from spacecraft, as the charged drag acceleration within those measurements

has not been included in the analysis and data reconstruction process. Reducing uncertainty in
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Figure 5.10: 2002: Work done for circular equatorial orbits with ratio of charged to neutral drag

above 5%, coloured by altitude

Figure 5.11: 2007: Work done for circular equatorial orbits with ratio of charged to neutral drag

above 5%, coloured by altitude

neutral density models to under 10% has been cited as a key driver to improve Space Situational

Awareness modelling activities. The results here suggest that inclusion of ionospheric aerodynamics

is an essential aspect to consider to achieve this goal.

5.2.3 The Effect of a Physical Model
As a comparison for the ratio plots derived from GITM data, some equivalent plots using IRI for

ionospheric data and NRLMSISE-00 for thermosphere data have been produced. Figures 5.13 and

5.14 are the empirically modelled equivalent of figures 5.7 and 5.8. The most obvious difference

is that the drag ratio is higher in the GITM plots, this is due to FD,N being around 5 times lower

in this data, with FD,C being similar. Another point of difference is the structure of the drag ratio

enhancement - in the GITM data it is limited to the equatorial region, in IRI/NRLMSISE-00

data there is a weaker enhancement in the high latitude regions. This may be due to the lack of

high-latitude dynamo simulations or coupled models for this region being included in the GITM

runs that produced this data. In the GITM data (Figure 5.7 and 5.8) the drag ratio is higher in the
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Figure 5.12: Date: 21/03/2002 00:00UT , Altitude = 500km, rB = 0.15 m, φ(0) =−30 V.

Figure 5.13: Date: 21/03/2002 00:00UT , Altitude = 500km, rB = 0.05 m, φ(0) =−3 V. Data from

IRI/NRLMSISE-00.

500km slice than the 600km data, and that the reverse is true of Figure 5.13 and 5.14. This may be

due to the 600km altitude range being very close to GITM’s top boundary.

Neutral density profiles were taken through the atmosphere from GITM and MSIS for compari-

son. The profiles were taken on the equator (latitude=0o) and Longitude=180o at midnight on the

3rd March 2002 and 31st December 2002. Figure 5.16 shows the neutral density profiles between

GITM and NRLMSIS-00 have a similar shape. Applying a 15km offset correction to the 3rd March

2002 GITM data causes the curves to coincide. The neutral density profiles cannot be made to

match through a simple altitude offset for the 31st December 2002, however. The GITM data is

approximately 50% of the NRLMSIS-00 levels for the 31st December 2002.

Figure 5.17 presents the ratio of the NRLMSISE-00 neutral density to the GITM neutral density

for the entire year. The results show that in 2002 there were regions where the NRLMSISE-00

neutral density was 250% of the GITM value. The 2007 data has a significantly greater difference,

with 3000% increases in neutral density above 450km altitude in the month of April.

A similar approach has been applied for the electron density distribution through altitude

(Figure 5.18). The 3rd March data shows a greater electron density within the IRI model above

350km from GITM. The GITM data shows a near constant electron density of 1.2x10−12m−3 from

350km to 520km. The IRI data peaks at 2x10−12m−3 at 475km. For the 31st December, the GITM
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Figure 5.14: Date: 21/03/2002 00:00UT , Altitude = 600km, rB = 0.05m, φ(0) =−3V. Data from

IRI/NRLMSISE-00.

Figure 5.15: Date: 20/04/2002 00:00UT , Altitude = 500km, rB = 0.05m, φ(0) =−3V. Data from

GITM.

data displays a very similar profile and magnitude to 3rd March data. The IRI data is scaled down,

however, with a peak of 1.5x10−12m−3. The GITM result shows that the electron density reduces

to zero at the upper boundary, which is non-physical and is assumed to be caused by the boundary

condition prescribed.

5.2.4 The Effect of Solar Storms
Figure 5.15 shows the impact of a moderate-to-strong solar storm (Kp = 7, DST index = −150 nT)

on the drag ratio at 500 km, with similar results for 600 km omitted. When compared to figure 5.7

we can see that the drag ratio is much lower the less disturbed period of time. This indicates that at

these altitudes, any enhancement in the ionosphere that might lead to greater ion drag is offset and

overwhelmed by the increase in thermospheric density during geomagnetically active times.
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Figure 5.16: Left: 03/03/2002 00:00UT, Right: 31/12/2002 00:00UT Latitude=0o, Longitude=180o,

neutral density comparison between GITM and NRLMSIS-00

Figure 5.17: Ratio of NRLMSISE-00 to GITM neutral density for equatorial orbits. Left: 2002,

Right: 2007

Figure 5.18: Left: 03/03/2002 00:00UT, Right: 31/12/2002 00:00UT, Latitude=0o, Longitude=180o,

electron density comparison between GITM and IRI
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6. Conclusions

Rapid and accurate prediction of Resident Space Objects (RSO) orbital elements is a capability

vital for the sustainable development of the near-Earth environment as it becomes increasingly

congested and contested. An understanding of all the forces influencing the dynamics of RSOs

is fundamental to this capability. The influence of the charged aerodynamic interaction of RSOs

with the ionosphere (i.e. ionospheric aerodynamics) on their motion is currently not considered in

Precise orbit Prediction and Determination (PoPD) applications despite neutral aerodynamics being

the largest non-conservative force on LEO objects with the largest associated uncertainties. The

purpose of this report was to determine the significance of ionospheric aerodynamics to the motion

of RSOs and, hence, whether it may account for some of the uncertainties currently associated with

satellite aerodynamics.

Understanding and modelling the interaction between a charged body and a flowing, tenu-

ous plasma is challenging; the underlying physics strongly non-linear and governed by many

independent parameters. A review of previous ionospheric aerodynamic studies along with ap-

proaches taken in the study of dusty plasmas - a phenomenologically similar interaction - led

to the development of a hybrid Particle-in-Cell (PIC) - Direct Simulation Monte Carlo (DSMC)

code, pdFOAM, developed in collaboration with the University of Strathclyde in the OpenFOAM

framework. pdFOAM represents a significant improvement over Orbital Motion Limited (OML)

analytic techniques used in previous studies of charged aerodynamics, as it is able to capture the

self-consistent deformation of the plasma sheath structure surrounding bodies immersed within a

LEO-like ionospheric plasma.

pdFOAM was used to systematically study the interaction of charged bodies within ionospheric-

like plasmas. Supporting this effort was a dimensional analysis of the unmagnetised Vlasov-

Maxwell equations governing the interaction of a charged body immersed within a mesothermal

plasma. This study produced a set of 6 non-dimensional scaling parameters that completely describe

the non-linear interaction between the charged body and the surrounding plasma.
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Ion Deflection Parameter αk =−Zk

(
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)
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kBTe,∞

)
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,
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(ω(0)r(0)
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,
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2kBTk,∞/mk
,

Ion Coupling Parameter βk =

(
Zknk,∞

∑K
k Zknk,∞

)

(6.1)

where the new shielding length scale λφ was introduced that accounts for the relationship between

body surface potentials and sheath thickness and becomes the Debye length λD when limited by

the assumptions used in its derivation.

General Shielding Length λφ =

(
− ε0φ(0)

qe ∑K
k Zknk,∞

)1/2

[m] (6.2)

This non-dimensional description of the plasma-body system further provided the foundation to

permit the scaling of simulation results between environmental, geometric, and body potential

conditions. This foundation was augmented through a first principles control surface analysis,

separating charged aerodynamic forces into direct forces resulting from gas-surface interactions,

and indirect forces resulting from the scattering of non-colliding ions. Here, indirect charged drag

forces were accounted for through their self-consistent deformation of the plasma sheath structure,

the resulting energy stored in the field translated through to the body as an electrostatic force

captured by the Maxwell stress tensor. The work here detailed the complex interplay between

the relative contributions of direct and indirect charged drag forces to the to total charged drag

exerted on the body by using the determined scaling parameters to isolate and study the influence

of phenomena direct and indirect forces.

The ion deflection parameter, αk was identified as a key driver for charged drag coefficient. The

net charged drag in systems dominated by ion kinetic energy (αk � 1) were resistant to charged

aerodynamic mechanisms, the net charged drag coefficient (CD,C) approaching that predicted in a

neutral interaction. As αk increased, the charged drag coefficient increases significantly, with an

αk = 16.9 producing a CD,C = 7.741 (3.5 times the kinetic dominated case). The increase in αk
corresponds to an increasing contribution from indirect forces and a minor expansion of the sheath;

ion deflections becoming more pronounced as the electric potential from the cylinder surface begins

to drive the flow structures forming around the cylinder.

The general shield ratio χ , which dictates the relative size of the plasma sheath around the

cylinder (or sheath thickness), was found to be another crucial non-dimensional parameter that

drives the net drag coefficient. Given a constant αk, two limiting behaviours were observed with

changing χ ; sheath-limited flows (χ � 1) and Orbital Motion Limited (χ � 1) ion collection. An

example of a sheath-limited flow was the χ = 0.7 case ( with αk= 1.072), where indirect drag

effects were marginal (3% of total drag forces), and indirect forebody thrust became constant with
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χ . For OML flows, direct forebody drag was seen to asymptote to approximately CD,C = 5.9 for

a constant αk of 1.072. Indirect thrust and drag components, however, did not exhibit the same

asymptotic behaviour for the OML cases. Indirect drag increased at a greater rate than indirect

thrust - the net trend being an increase in CD,C as χ → 0. The results demonstrate the requirement

for a high fidelity modelling capability, such as that provided by pdFOAM, to capture the important

ionospheric aerodynamic effects that contribute to drag.

A response surface approach was developed from the results of the study to rapdily predict the

charged drag force for a cylinder of any radius and negative potential immersed within plasmas

that meet the assumptions for a rarefied mesothermal condition. The result that αk and χ were

the most influential non-dimensional parameters driving the charged drag force permitted the

response surface to be simplified to a function of αk and χ alone. This response surface model was

applied to thermosphere (neutral) and ionosphere (charged) atmospheric data sets to investigate

which orbital regimes are most likely to experience appreciable levels of charged drag. The work

used 2 years’ worth of data provided by the Los Alamos National Laboratories that utilised the

University of Michigan’s Global Ionosphere/Thermosphere Model (GITM) spanning a period of

high solar activity in 2002 and a lower level of activity in 2007. These datasets provide a coupled,

physics-based, description of the thermosphere/ionosphere system; directly resolving the transport

of both the neutral and charged species. Further comparisons were made with NRLMSISE-00

thermosphere model and the IRI ionosphere model.

Analysis of the atmospheric data focussed on periods near the spring equinox (21st March) and

winter solstice (22nd December). Electron density contours were used to illustrate the distribution

of ions for the 2002 data. Near the spring equinox there was a significant increase in ion concen-

tration. An iso-contour for 1.5×1012m−3 showed the ion distribution around the globe, detailing

that a large band of high ion density spanning latitudes from 45o north to 45o south and covering

altitude ranges from 250-580 km. Peak ion densities were found near the equator, with a small

bias towards the northern hemisphere. The greatest ion densities were shown to be approximately

within the 400-500 km altitude range. A strong temporal dependence was also observed. Ions were

shown to be concentrated at approximately 300-350 degree longitude and convect westward to

track the sun-line as the Earth rotates beneath. Further time series analysis is required to extract

the short period modes above the strong day/night frequency and relate these to physical phenomena.

Similar ion density features found near the spring equinox are visible throughout the year,

however the ion concentration levels are reduced. The concentrated electron density band covers a

smaller range of latitudes around the equator and a diminished altitude range compared with the

spring equinox. These results indicate that a significant seasonal variation is to be expected for the

magnitude of charged aerodynamic forces.

The local ratio of charged to neutral drag is not an appropriate measure to analyse the effect of

charged drag on an orbiting body. The local ratio is highly dependent on the location of ion and

neutral density maxima and minima relative to one another. Comparing the integrated charged and

neutral forces (work done) over a circular orbit at the equator and tracking this ratio through time

provided clearer insight into the relative effect that charged drag plays in perturbing an RSO’s orbit.

For 2002, circular equatorial orbits with altitudes above 469km had >5% contribution to the total

work done on the RSO from charged drag throughout the year. The maximum ratio throughout

the year was found at 550km, reaching 25% for approximately a month from mid June and rapidly

increasing at the end of December to in excess of 30%. The ratio of charged to neutral work done

was consistently higher throughout 2007 than 2002, with altitudes above 378km exhibiting 5% or
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more contribution from charged work done. The 466km altitude orbit produced between 20% and

35% charged drag throughout the entire year.

The results show that charged drag can have a profound influence on the non-conservative

force vector experienced by a CubeSat sized RSO in LEO when held at a constant surface potential

of -3V. Comparing 2002 and 2007 demonstrated that the contribution of charged drag during

low solar activity (2007) was greater than 2002. These results indicate that charged drag could

present a significant augmentation to the total aerodynamic force vector throughout the 11-year

solar cycle. Comparison against the empirical NRLMSISE-00 neutral density model demonstrated

a large discrepancy with the GITM data in 2007, however. This highlights the necessity for

ongoing research to improve the accuracy of thermospheric models. Caution is required, however,

if atmosphere models are tuned using neutral density derived from satellite accelerometer data if

ionospheric aerodynamic drag has not been taken into account.
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