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Scientific Progress



Statement of the problem studied


Our overall approach is to investigate the application of analytical methods from the behavioral sciences to cybersecurity, 
especially advanced nonlinear methods. We view attackers’ behavior together with the behavior of the computer network as a 
complex system; currently this dynamics is not well understood. Existing intrusion detection tools based on statistical analysis of 
traffic do not address this at all. Our system's central data structure is a hierarchical graph whose nodes are the beliefs, 
hypotheses and observations about behaviors in the computer network. The nodes at each level contain the information 
relevant to that level of the network; higher-level nodes in this graph are decomposed into subgraphs. The evolution of the 
structure of this graph over time describes the behavior of the network. The data gathered from the network sensors create a 
behavior space, which can be treated as a time series. Although this data can often appear to be random noise, there can exist 
hidden patterns that specify its dynamics. One of the main goals of this project is to apply and evaluate nonlinear analytical 
methods such as recurrence quantification analysis, fractal analysis and nonlinear dimensionality reduction to the evolution of 
this graph.


This type of dynamic analysis is necessary because the basic challenge is to identify patterns that are changing over time as 
the attackers' behavior changes. Furthermore, in real systems these patterns are buried in enormous amounts of noise; we 
must be able to recreate this situation in a controlled environment and search for relevant information.


This approach requires gathering multiple datasets on the behavior of large networks, then analyzing and mining this data for 
useful patterns. The success of this project depends on obtaining datasets that contain malicious activity from an intruder and 
datasets that contain no such activity, and finding recurrent patterns that distinguish them. A large number of datasets is 
required, with varying


network topologies and usage patterns.


We have created a number of different virtual networks, varying according to topology, mixture of OS platforms, and 
configuration of virtual servers. From each of these networks we have created a number of datasets using different mixtures of 
attacks. We have focused on user-to-root attacks. The results of our analysis are in the Scientific Accomplishments section.


One barrier that we face is testing our methods in a sufficiently realistic setting, consisting of a network of hundreds of nodes 
including mobile nodes, and testing in a manner that permits network behaviors to be reproduced for analysis and 
experimentation. In the past year, we have constructed an experimental design tool to explore nonlinear patterns in network 
behavior, and have performed initial experiments. The central obstacle to the completion of the work has been the lack of a 
sufficiently powerful computer on which to run large, realistic experiments. In the past year, we wrote and submitted a DURIP 
proposal for $110,000 to fund the purchase of such a computer, and that proposal was approved. Once we receive this 
machine, our main focus in the next year will be the mining of nonlinear patterns in the large datasets we can generate.


Another barrier is the lack of previous work with which to compare our approach. Nearly all work using this form of analysis is in 
the fields of medicine, physics, etc.


A barrier to our analysis of published data mining methods is that the publications do not reveal much detail about how their 
experiments were done.


A final barrier to our exploration of nonlinear data mining methods is their extreme computational cost. Analyzing even a small 
portion of our data using these methods can take hours of computation.





One goal of the project is to develop a relatively inexpensive testing platform to support cybersecurity research. Our own 
cybersecurity research includes work on cognitive cybersecurity agents [1], [2], [3], and on data mining in intrusion detection. 
We have found that our cybersecurity work has been impeded by the lack of certain resources. Our cognitive agents research 
has been difficult to evaluate without a good testbed that can be used to create a variety of attacks in a truly realistic setting, 
and our data mining research has been hampered by the lack of a large and diverse collection of network traffic datasets. We 
built RBG to support our research and we believe it can be equally useful to other researchers.





A number of simulators have been used to try to simulate networks and attacks [4], [5], [6], [7], [8], [9], [10], [11]. In this 
approach, networks, traffic and attacks are modeled at a high level of abstraction, usually using discrete event simulation.





A basic difficulty is that a simulator does not produce the whole range of behavior of a real network, but attempts to predict the 
behavior of the traffic on the network, either by using mathematical formulas or by replaying packet streams. As a result, 
simulators depend deeply on the assumptions made in programming the simulation, so their results are questionable. Such 
predictions can be very useful in evaluating network properties such as routing strategies and protocols, but cannot accurately 
predict how the behavior of a network might change when it is under attack.





In the context of the rapidly decreasing cost of virtualization, we have developed RBG to be a testbed for cybersecurity research 
that replicates real networks in detail, with virtual machines and virtual users that run real software and generate real traffic. 
RBG is a real network, just without the physical boxes for the machines and the physical bodies of the users. RBG generates 
real traffic and supports and measures the effects of real attacks. This provides the advantages of a real network without the 
associated costs, and can provide datasets from a variety of networks. DeterLab [13] is also evolving from a physical testbed 
into a more virtual testbed, but apparently without simulated users. Their focus is still more on providing a large set of resources 
that can be used in many different ways by cybersecurity researchers; our focus is on creating an inexpensive testbed that 
replicates the behaviors of real networks. We need to move beyond demonstration prototypes and model real systems and real 
attacks on a large scale.








Summary of the most important results





We obtained a powerful machine, which has 768 cores and 1.25 TB memory. RBG has been implemented on the machine, and 
runs test networks of 1000 virtual machines faster than real time. This has enabled us to analyze large realistic datasets. That 
analysis will be published.





The main accomplishment of these two grants was the construction of the RBG testbed. RBG is not a simulator; it creates real 
networks with virtual machines and virtual users. The software on the machines is real, the traffic is real and the attacks are 
real. The only things missing are the physical bodies of the machines and the users. RBG is not really comparable to network 
simulators.





The design of our testbed was guided by the following four goals: 





Realism


Flexibility 


Economy 


Automated Control





The first goal, Realism, was the most important. The value of any testbed is directly dependent on how close its behavior is to 
that observed in real networks. This requires a testbed to create real traffic, not simulated packet streams, and to enable real 
attacks to be launched. The need for realism eliminated network simulators from consideration.





Flexibility is needed so that a wide range of experiments can be performed. Realism can be achieved by using a real network, 
but then flexibility is sacrificed. The need for flexibility led us to choose virtual networks.





Economy was important to us, and not just because we are a relatively small school with limited resources. Existing testbeds 
are large and expensive [14], which restricts their number and use. We wanted to create a testbed that was much less 
expensive and that has a small footprint, so that it could be widely adopted. 





Finally, we wish to make our testbed relatively easy to use by automating as much of the control as possible. Currently, RBG 
supports automatic configuration and construction of the virtual network and automatic logging of network data, but setting up 
and launching attacks still requires some manual intervention.





Overview of the Structure of RBG





RBG consists of three main components:





 - The control management system sets up and monitors the experiments. This is located in a reserved


virtual machine in the network.





 - The experimental platform contains the network infrastructure, including the virtual machines and


virtual routers and the ability to generate traffic on them. 





 - The data collection system creates a database of the network traffic for future analysis.





In each experiment, RBG creates a network of virtual machines. Each client machine is equipped with a virtual user that runs 
applications to generate real traffic. RBG’s attack generator is used to select one or more virtual machines to be attackers and 
to select which attacks to launch, whom they will attack and when they will be launched. A database records the network traffic 
together with information about which traffic is generated by attacker machines, for future analysis.





In designing RBG, we decided to keep our testbed initially separate from the Internet, to maximize the controllability of the 
environment. Although we intend eventually to permit experiments that are connected to the live Internet, we have not done so 
yet. Experiments requiring simulated access to the Internet are currently handled by constructing a small set of virtual machines 
that generate the type of Internet traffic to be modeled, e.g. a set of virtual machines implementing a shopping site like Amazon, 
which can be accessed by the client machines in the testbed network.





RBG's Virtual Network





The virtual network is the foundation of RBG. The first important choice we were faced with in designing RBG was selecting the 
software to support the virtual machines and network. This choice was very important, as it would constrain most of our other 
decisions. We had a number of choices, including Xen, VirtualBox, VMware, and other virtualization products. We wished to go 
open source, but encountered problems when we investigated the open source choices: primarily performance difficulties and 
also difficulty in setting up and controlling the virtual network. These same problems came up when we tried most of the 



commercial alternatives. In the end we chose VMware because it was the fastest and its vCenter control software helps a great 
deal in creation and control of the network. Their academic site license was inexpensive and made our choice economically 
feasible. Overall, VMware provided the most satisfactory solution to our four design goals.





To produce realistic network behavior for a wide range of networks, RBG needs to provide support for a number of different 
hardware and software platforms, including mobile devices. To host RBG’s virtual network, we use the VMware ESXi 
hypervisor. The benefits of using this bare metal hypervisor are apparent when we consider that the elimination of a resource 
intensive operating system is crucial given the fact that we need to host a large number of virtual nodes in the network. Our 
virtual networks contain user nodes, IDS nodes and server nodes. User nodes represent the devices that users operate to 
access network resources.





VMware ESXi has extensive virtual networking capabilities. Virtual machines can be connected logically to each other so that 
they can send and receive data almost identically to a real world network. To replicate the different types of network topologies, 
we used virtual switches (VSwitch) that are available in ESXi. This switch serves as a programmable patch panel to set up 
desired experimental topologies. The ESXi hypervisor allows for a total of 4096 ports, allocated via virtual switches per each 
host. The ESXi virtual switch supports copying packets to a mirror port. By using promiscuous mode, ESX Server makes a 
virtual switch port act as a SPAN port or mirror port. This makes it possible to debug using a sniffer or to run monitoring 
applications. The availability of SPAN ports is an essential part of our requirements for this project. ESXi provides a great deal 
of flexibility in the configuration of virtual switches.





Our virtual networks consist of both server and client nodes. The client nodes are lightweight nodes that run user applications. 
Currently, our clients run Linux, Windows 7 and Windows XP. It is straightforward to add more operating systems. Each is a 
complete distribution running in its own thread. Our clients run email, chat and browser applications including http and ftp.





A typical client node is lightweight, with two clients sharing a single processing core in real time. Each client is configured with 
1GB memory, 10 GB disk space, and one 100M Ethernet interface.





The server nodes include web servers, database servers, email servers and chat servers. The servers can be Windows 
servers, e.g. Win 2003, or Linux servers. Each server contains actual data, e.g. a database, and serves the files to clients as 
requested. RBG can configure and connect server nodes as requested to fulfill user requests for cloud resources.





vSphere and vCenter provide the basic capabilities enabling virtual servers to be configured and deployed on command. 
vSphere is a very mature and efficient platform for managing a large and dynamically changing collection of virtual machines. 
When a client VM issues a request for a server with specified properties, vSphere configures the virtual server with the specified 
operating system image and returns its IP to the client. In this way, our virtual users can request cloud resources, run programs 
on them, and release them when completed.





Traffic Generation by Virtual Users





One of the key aspects of RBG is its ability to create fully realistic traffic. The traffic is not simulated in any way, but is generated 
by running real applications on virtual machines. The virtual machines include various operating system platforms, including 
Windows 7, Windows 8, and Ubuntu Linux. Each virtual machine is configured with the full set of application software typical for 
a machine of its type. For example, when we recreate an academic computing environment, the types of users include faculty, 
administrators and students. Each type of user machine will be configured with the appropriate software. This is achieved in a 
straightforward way by using VMware to clone a real machine of that type.





In order to obtain full realism in the generated traffic, we use a unified cognitive architecture [12] to implement each virtual user. 
This cognitive architecture (Soar) is a mature artificial intelligence application that uses goal-directed reasoning to guide its 
actions. Each virtual machine in RBG contains a copy of this cognitive architecture so that it can replicate the actions of a 
typical client user in a realistically human way.





The Soar cognitive architecture was originally developed at Carnegie-Mellon University in the early 1980s, and has been 
developed and expanded over the past thirty years. Soar is based on a theory of problem solving and learning that has been 
shown to reproduce human behavior on a wide range of tasks, including algorithm design and robot control, and has been used 
to model the behavior of military pilots [15] and the behavior of the NASA test director [16]. Soar is goal directed, with the ability 
to automatically create subgoals to accomplish tasks. Our Soar client agents possess goals that are typical of client users, e.g. 
reading and responding to email, querying a database, and requesting cloud resources to run a program. To accomplish these 
goals, the Soar agent uses the standard applications on the client machines, exactly as a human user would. The frequencies 
of the goals used by the Soar agent are based on normal user profiles extracted from real traffic on a Pace University network.





The applications on the client machines include sending email, querying a database, accessing a web server, accessing an 
FTP server, requesting cloud resources, executing a user program, and chatting with another client. For example, a Windows 7 
virtual machine client would actually use Internet Explorer to download a webpage from a webserver. The cognitive architecture 



itself is run by the testbed controller via a dedicated port on each virtual machine.





Different classes of users are implemented by different rule sets, so that they run different applications and in varying ways. The 
server virtual machines in RBG are actual servers, including webservers, database servers, chat servers and email servers. In 
this way, realistic scenarios of user behavior are created and controlled, and actual network traffic generated for analysis.





Running and Recording Attacks





The central goal of the testbed is to support experiments in which attacks are launched and recorded in a controlled way. In 
each experimental run, one or more machines are selected to serve as attackers. The RBG controller loads each attacking 
machine with the exploit software for the experiment and activates it at a selected time. RBG can launch a wide range of 
exploits, including the exploits in Metasploit, Ettercap, Ophcrack, BeEF and Hydra.





Each type of attack is implemented by an attack script that controls the attacking and attacked machines through a reserved 
port on each machine. The script coordinates the actions of the machines to cause the desired behavior. For example, for a 
phishing attack the attacked machine will request a page from the attacker’s site at a predetermined time, then will open the 
malware attachment, installing the attacker’s software. Then the attacking machine will connect and carry out the attack, e.g. 
copying files from the attacked machine. Each of these actions is triggered by the script at the appropriate time.


Scripts can generate multiple attacks of different types, to create a range of attack scenarios. Attacks of different levels of 
sophistication can be used to represent different classes of attackers, or to represent multiple attackers. The generality of the 
attack mechanism permits RBG to evaluate the effectiveness of defensive software installed on the network. It also enables the 
creation of datasets for mining.





During each experiment, network traffic data is captured and stored for analysis. Associated with every virtual switch in our 
virtual networks is an Intrusion Detection System node connected to the SPAN port on the switch. As all packet traffic flowing 
through a switch is mirrored to the SPAN port, it is the perfect location to host a sniffer that examines all traffic for suspicious 
activity. The IDS node captures and dumps all the packet data flowing through its virtual switch in real time and logs the data to 
a DBMS, which is hosted on its own virtual machine. RBG prevents attacks on the virtual machine that hosts the database, of 
course, because it is not part of the network being modeled.





Experiments are controlled by a top-level script that automates each test run. This permits a large number of runs to be 
controlled and analyzed. For example, to test the stability of an intrusion classifier that has been learned for user-to-root attacks, 
it may be applied to the data from a number of runs of the testbed, with each run varying one or more network properties and 
applying a variety of user-to-root attacks. The performance of the classifier is plotted against the properties to reveal how the 
classifier performs as the network changes, indicating whether the classification method is overfitting to the data.





The steps performed in each run of RBG are:





1) Generate a graph with a topology whose parameters match a given distribution


2) Generate a distribution of types of platforms


3) Instantiate virtual machines for each of the nodes in the graph, obeying the distribution of platform


types


4) Instantiate virtual machines for each of the nodes in the graph, obeying the distribution of platform


types


5) Generate a distribution of types of users


6) Instantiate these users on the virtual machines


7) Select one or more attack types and times


8) Run the virtual network


9) Launch the attacks





Conclusion





Our goal in this research was to build a tool that could provide a realistic recreation of a modern network, with a large number of 
nodes and providing a range of services. We could then use this environment to help us develop and evaluate cybersecurity 
algorithms.





RBG achieved this goal. It provides cybersecurity researchers with a powerful and relatively inexpensive testbed that can be 
used to test security software, generate datasets, and explore the effects of network parameters on security by generating 
realistic network behavior. RBG provides researchers the ability to create virtual networks of varying sizes and topologies, to 
populate those networks with machines with different operating systems, to control those machines with simulated users of 
varying types, and to launch a wide variety of attacks.





We have demonstrated how RBG can be used in data mining research to generate custom-tailored datasets to investigate 



properties of attacks and classifiers. In the example we presented, we created a number of distinct virtual networks and 
generated 260 classifiers by using a range of classification algorithms. We were able to recreate published results and explore 
variations on them.





Our future work includes using RBG to test the effectiveness of more advanced features in data mining, especially features that 
depend on the content of packets, and features that measure changes in the attack landscape.
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