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1.0 SUMMARY 

 

The following report summarizes the contribution by the UIUC-Cognitive Computation Group 
team in the course of the DARPA DEFT program (Award No. FA8750-13-2-0008; Dan Roth, 
PI). 
The objective of DARPA’s DEFT program is to create capabilities for deep natural language 
understanding and use them to aid analysts in identifying information sources that contain new 
developments of interest.   
The goal of the Cognitive Computation Group team has been to combine Natural Language 
Processing (NLP), Machine Learning (ML), and Knowledge Representation and Reasoning 
(KRR) techniques into new technologies that support the DEFT mission.  
 
Our project, a broad range purposeful textual inference system, was built on two pillars:  

1) An innovative learning and inference approach emphasizing joint inference over a 
component-based architecture, and  

2) A textual inference approach that supports relational analysis in multiple NLP tasks.  

The project focused on studying and developing four algorithmic components.  
1) The first was the aforementioned generic purposeful textual inference capability.  
2) The other three components were:  

a. A Sentence Level Extended Semantic Role Labeling component that provides a 
complete and coherent predicate-argument representation of sentences covering 
multiple predicate types;  

b. A Discourse Analysis component that addresses discourse phenomena including 
relations between events, temporal grounding of events and relations, and time lining 
of events; and  

c. A Profiling component that provides a new way of representing, aggregating, and 
supporting the use of knowledge about concepts and entities in NLP.  

The rest of this document describes the significant progress made towards the goals stated above 
in all aspects of the projects.  
 
We developed new problem formulations, new algorithmic tools, and new software packages 
that significantly improves the community’s natural language understanding capabilities in all 
areas mentioned above. 
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2.0 INTRODUCTION 

Our project, a broad range purposeful textual inference system, has made significant progress 
and advanced the state of the art, sometimes contributing to a phase shift in automating natural 
language understanding. Our advances also facilitated the development of tools that could help 
analysts access information in ways they could not before.   
 
Key accomplishments include:    
a. Joint Inference: We developed the Constraint Conditional Model (aka Integer-Linear-
Programming (ILP) formulation) for structured prediction problems in natural language 
processing. Our inference formulation has had an impact on all areas in NLP, from syntax to 
summarization, to information extraction, to multiple tasks in semantics. This work has changed 
the way the research community thinks about global inference in natural language processing 
and has had an impact on all areas of natural language understanding. In addition, we developed 
a state-of-the-art structured learning package (Illinois-SL) and studied an amortized inference 
approach that cuts down on the computational cost of the inference by an order of magnitude.  
b. Profiling Concepts and Entities: Our work on Wikification and entity linking has been 
the most impactful line of work in this research area over the last few years. From the initial 
work on the Illinois Wikifier that contributed to the general architecture of all follow-up 
approaches to this problem, through the work on global inference and coherence, to the cross-
lingual Wikification approach we developed, and up to the final stages of the projects (and just 
after it) – where we developed a general approach to multilingual embeddings and a way to use it 
in the context of Entity Linking, and the development of a neural approach to learning 
representations of entities and to the “entity-driven” approach to entity linking.  
The work on Wikification, entity representation and linking, and its cross-lingual aspects and the 
neural approaches for it have all served to establish the key approaches taken by the research 
community towards these problems.  
c. Discourse Structure and Representation:  We have studied and developed multiple 
discourse components building on our joint inference formulation and on two key innovations: a 
new semantic language model, and a new dataless (0-shot) approach that we developed in the 
context of topic classification and extended to event extraction, co-reference resolution, and 
discourse parsing. Along with this, we developed models for event extraction and started to 
develop an approach for consolidation of events. In addition, we studied and developed state-of-
the-art models for temporal and quantitative extraction and for temporal and quantitative 
reasoning, supporting time lining of events as well as mapping quantitative arguments in text to 
equations. Our work on temporal reasoning and, even more, the work on quantitative reasoning, 
has helped to establish the initial dataset and algorithmic approaches for this newly studied set of 
problems. 
d. We developed shallow semantic representations that extend the standard semantic role 
labeling (prop-bank) annotation with multiple additional relations, including nominal, 
prepositions, comma-driven relations, light verbs, and others. As a result we also augmented and 
improved event extraction and contributed to the discussion around the definition of events and 
of relations among events.  
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3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 

 
In the course of the program we developed multiple frameworks, learning and inference 
formulations, and natural language understanding algorithmic tools; we used those to develop 
and deliver state-of-the-art Information Extraction and Natural Language Understanding 
software tools. We describe below our key contributions.  

 
3.1 Extended Sematic Role Labeling  

Semantic Role Labeling (SRL) is a shallow semantic analysis at the sentence level that was 
found to be very useful in downstream natural language understanding tasks. Earlier approaches 
to SRL focused on verb predicates and the semantic relations they express. In the course of 
DEFT we have augmented SRL with a large number of relations, including Prepositions 
[Srikumar & Roth TACL’13] (where we also developed a new taxonomy of relations expressed 
by prepositions), commas [Arivazhagan et al. AAAI’16] (where we also developed a new 
taxonomy of relations commas participate in, such as lists, appositions, locative, etc.), Light 
Verbs, and a few others. In several cases we also developed data resources for the new relations. 
A few of the other relations we studied include quantities [Roy et al. TACL’15, Roy & Roth 
EMNLP’15, Roy et al. EMNLP’16, Roy & Roth TACL’18] (more details on that below) and 
temporal relations [Ning et al. EMNLP’17, Zhao et al NAACL’12] (likewise, see below), as well 
as Verb Phrase Ellipsis, Metonymy, Light verb constructions, Phrasal verb constructions, 
Multiword expressions, Preposition Phrase Attachment, Sentence Specificity, Compound nouns,  
Negation, and Attribution.  Our Question Answering project makes use of the Extended SRL and 
exhibits the benefits of the additional semantic relations [Khashabi et al. AAAI’18]. 

One key property of our approach is that we do not rely on exhaustive global annotation to 
all the phenomena, but rather rely on individual annotation the community has developed over 
the years for independent phenomena. We then exploit interactions among these phenomena as a 
way to improve performance on individual components.   

  

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED



4 
 

3.2 Discourse Structure and Representation 

In the course of DEFT we have made very significant progress on this component in several 
directions. 
a. We have developed a state-of-the-art entity co-reference module. This was developed in a 
few stages over a few years, with several innovations including an integrated approach to 
mention detection and co-reference that resulted in a significant improvement over existing 
mentions detection modules, a probabilistic model that exploits the “left-to-right” leaning of the 
co-reference clusters, co-reference of “Winograd Schemas”, and others. [Peng et al. CoNLL’15; 
Peng et al. NAACL’15, Samdani et al. ICML’14; Chang et al. EMNLP’13]. 
b. We have developed a state-of-the-art discourse parser that identifies and classifies 
implicit and explicit discourse markers, within and across sentences. [Peng et al. CoNLL’17, 
Peng & Roth ACL’16, Song et al. CoNLL’15] 

The major step we have done in the last part of the project, building on earlier advances (and, in 
particular, the Extended SRL mentioned above) has been the development of a semantic 
language model (SemLM).  [Peng & Roth ACL’16; Peng et al. CoNLL’17].  The basic 
assumption underlying this research direction is that natural language understanding often 
requires deep semantic knowledge. We suggested that some important aspects of semantic 
knowledge can be modeled as a language model if done at an appropriate level of abstraction and 
exhibited that by developing two distinct models that capture semantic frame chains and 
discourse information while abstracting over the specific mentions of predicates and entities. We 
then extended this model to capture additional aspects of semantics including actions, entities 
and emotions. Our semantic language models thus jointly models important aspects of semantic 
knowledge – frames, entities, and sentiments. One of the key applications of SemLM, in addition 
to supporting improvements in tasks such as co-reference and discourse parsing, is that of “Story 
Completion” [Chaturvedi et al. EMNLP’17].  Automatic story comprehension is a fundamental 
challenge in Natural Language Understanding and can enable computers to learn about social 
norms, human behavior and common sense. Based on our Semantic Language Model approach, 
we developed a story comprehension model that explores three distinct semantic aspects: (i) the 
sequence of events described in the story, (ii) its emotional trajectory, and (iii) its plot 
consistency. We judge the model's understanding of real-world stories by inquiring whether, like 
humans, it can develop an expectation of what will happen next in a given story. Specifically, we 
use it to predict the correct ending of a given short story from possible alternatives. The model 
uses a hidden variable to weigh the semantic aspects in the context of the story. Our experiments 
demonstrate the potential of our approach to characterize these semantic aspects, and the strength 
of the hidden variable based approach. The model outperforms the state-of-the-art approaches 
and achieves best results on a publicly available dataset. 
 
We have made multiple significant contributions to Events identification and co-reference as 
well as to the study of Relations between events, with a focus on Time Lining of Events, and 
Consolidation of Events. [Wities et al. EACL’17; Peng et al. EMNLP’16; Upadhyay et al. 
COLING’16; Upadhyay et al. EVENTS-NAACL’16; Lu & Roth ACL’12] 
Identifying temporal relations between events is an essential step towards natural language 
understanding. However, the temporal relation between two events in a story depends on, and is 
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often dictated by, relations among other events. Consequently, effectively identifying temporal 
relations between events is a challenging problem even for human annotators.  We suggest that it 
is important to consider these dependencies while learning to identify temporal relations and, 
consequently, propose a structured learning approach to address this challenge. As a byproduct, 
we show that this new approach also provides a new perspective on handling missing relations, a 
known issue that hurts existing methods.  As we show, the proposed approach results in 
significant improvements on the two commonly used data sets for this problem. [Ning et al. 
EMNLP’17].  
 
Considering multiple related events that are described in a single or multiple documents brings 
up the question of consolidating the information and integrating the event representation. In a 
recent work in an EACL workshop [Wities et al. EACL’17] we proposed a knowledge 
representation that aims to represent information conveyed jointly in a set of texts. Our initial 
approach does so by consolidating event triples produced by an Open Information Extraction 
system, using entity and predicate co-reference, while modeling information containment 
between co-referring elements via lexical entailment. We suggest that generating this 
representation can be a useful step in the NLP pipeline, to give semantic applications an easy 
handle on consolidated information across multiple texts.  
These works built on our main Event modules – event extraction, typing, and co-reference 
resolution. The key approach we have developed here is that of dataless event identification and 
co-reference.  [Song et al. IJCAI’16; Song & Roth NAACL’15; Song & Roth AAAI’14] While it 
is clear that an important aspect of natural language understanding involves recognizing and 
categorizing events and the relations among them, these tasks are quite subtle, and annotating 
training data for machine learning based approaches is an expensive task, resulting in supervised 
systems that attempt to learn complex models from small amounts of data, which they over-fit. 
The direction we have developed addresses this challenge by developing an unsupervised event 
detection and co-reference system. We view these tasks as semantic similarity problems, 
between event text and an ontology of types, or between event mentions in respective events. 
This allows us to use large amounts of out-of-domain text data. Notably, our semantic 
relatedness function exploits the structure of the text by making use of a semantic-role-labeling 
based representation of an event. We show that the unsupervised approach to event identification 
is competitive with the top supervised methods, and, more significantly, our unsupervised event 
co-reference approach outperforms the state-of-the-art supervised methods on the benchmark 
data sets, and supports significantly better transfer across domains. The key reason our results are 
so good, we think, is that our focus on learning a representation that is, essentially, independent 
of the task, allows us to use a lot more data than is available to supervise the specific task; this 
results in the generation of robust representations that require little tuning to fit a specific task.  
In addition to this main task we have also investigated a few subtler issues that are necessary to 
understanding events and using it in downstream natural language understanding tasks. 
Specifically, we have looked at the identification of noteworthy events in news articles, and the 
idea of “first story detection,” via the notion of a news-peg, a concept borrowed from the 
political science literature, that serves as a more fine-grained measure of noteworthiness than a 
summary. 
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3.3 Profiling Concepts and Entities 

In the course of DEFT, we have developed several Entity Linking (Wikification) approaches, 
each with different advantages, catering to different needs, and with different levels of 
supervision available.  
 
Our work in this area set the standards in this domain and has been very influential.  
 
Some of the key contributions we have made in this area include the following: 
 [Tsai & Roth AAAI’18;  
Gupta et al. EMNLP’17;  
Mayhew et al. EMNLP’17;  
Tsai & Roth TACL’16;  
Tsai & Roth NAACL’16;  
Tsai et al. CoNLL’16;  
Tsai & Roth COLING’16;  
Cheng & Roth EMNLP’13]:  

(i) Cross-lingual Wikifier: we have developed an Entity Linking approach that can be used to 
Wikify all languages in Wikipedia into the English Wikipedia. In particular, the approach 
we developed for this problem was shown to have an important byproduct – it helped to 
improve cross-lingual Named Entity Recognition (NER); for example, in Spanish, where 
our system was ranked first in the Text Analysis Conference (TAC) evaluation, we have 
shown 10% improvements over existing Spanish NER systems.   

(ii) As part of our work on cross-lingual Wikification and NER, we have developed a general 
approach to multilingual embeddings. [Upadhyay et al. ACL’16; Ling et al. ACL’16; 
Wieting et al. TACL’15] This has since been extended to support multiple lexical 
semantics tasks, such as lexical entailment. 

(iii) We have developed an Entity Linking approach that maps entities in text to knowledge 
base entries other than Wikipedia. The challenge in this problem is that, unlike Wikipedia, 
standard knowledge bases will not have the rich textual context for each entity. We 
therefore developed an indirect supervision approach that exploits the little redundancy 
there is in the target knowledge bases as a way to train the entity linking model.   

(iv) We have developed a second generation Wikifier that can handle additional encyclopedic 
resources. It is different from the previous generation in that it is an “entity” driven 
approach rather than a “distance” driven approach. Since its development in the late stage 
of DEFT this model has been influential on all Neural based approaches to Wikification. 

(v) We have developed a Fine-Named-Entity Recognition module that combines Wikification 
and fine NER. Our work here is based on the observation that, unlike coarse NER, to type 
entities in a fine way, we often cannot use information in the context, but instead they need 
to be “wikified” to get their types.  
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3.4 Purposeful Textual Inference System 

In the course of DEFT we have developed a generic textual inference system, and then focused 
on three fundamental questions.    
a. Lexical similarity and Entailment: we developed new phrasal embeddings and similarity 
metrics based on these, with the goal of improving lexical entailment. We have shown that the 
use of a paraphrase data set as a way to better train a similarity metric yields very significant 
improvements. Following this work we have made several steps in the study of embeddings for 
similarity and entailment. In one study we considered the size of the embeddings, where we 
studied the effect of limited precision data representation and computation on word embeddings, 
and presented a systematic evaluation of word embeddings with limited memory – including 
methods that directly train the limited precision representation with limited memory. Our results 
show that it is possible to use and train an 8-bit fixed-point value for word embedding (instead of 
the standard 64 bits) without loss of performance in word/phrase similarity and dependency 
parsing tasks. This is important because memory issues are becoming significant in practical 
systems that use huge numbers of embeddings. In a second two-part study, we developed new 
multilingual embeddings both for similarity and for lexical entailment. This work is still in 
progress and it focuses on studying the type of NLP resources that are needed in order to develop 
embeddings that can support entailment. [Upadhyay et al. ACL’16; Ling et al. ACL’16; Wieting 
et al. TACL’15] 
b. We have focused our inference work on Quantity Entailment and Quantitative Reasoning 
tasks. This has been a multi-step process where, for the most part, we make use of the abstraction 
of math word problems as a way to pursue quantitative reasoning. Math word problems form a 
natural abstraction to a range of quantitative reasoning problems, such as understanding financial 
news, sports results, and casualties of war, and more. Solving such problems requires several 
pieces of domain knowledge associated with mathematics such as understanding transactions, 
dimensional analysis, subset relationships, etc., and often, as we show, it is better to add this 
information declaratively. We have developed three generations of system in this area, as well as 
data resource, and set the standards for work on quantitative reasoning from natural language 
text. [Roy et al. TACL’15, Roy & Roth EMNLP’15, Roy et al. EMNLP’16, Roy & Roth 
TACL’18]  
c. We have developed state-of-the-art tools for temporal information extraction and for 
Temporal Reasoning. Our approach, that is an outcome of our Events work discussed above, 
allows us to map a time interval to events appearing in text and then order the events temporally.  
[Ning et al. EMNLP’17, Zhao et al. NAACL’12] 
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3.5 Joint Inference Component-supporting Architecture (JOINCA) 

We have made significant progress in our joint learning and inference framework, developing a 
better understanding for how to support global decisions using tractable, decomposable methods 
in the context of all the NLP work mentioned above. Virtually all the work mentioned makes 
progress within this joint inference framework. In particular, we developed several generic 
structured learning package and a generic inference modulethat takes as input an objective 
function (learned via multiple models) and a set of declarative constraints. With this general 
formulation, we allow the use of multiple inference algorithm, both approximate and exact. [Lee 
& Roth ICML’15; Lee et al. NIPS WRKSP’15; Chang et al. ECML’13; Samdani et al. 
NAACL’12; Chang et al. Machine Learning Journal’12] 
 
A key algorithmic contribution over the last few years has been that of the development of an 
Amortized Inference Paradigm, which allows us to cut the cost of inference using integer linear 
programs by an order of magnitude. [Chang et al. AAAI’15; Kundu et al. ACL’13; Srikumar et 
al. EMNLP’12] 

 
In addition, we have developed in [Roth AAAI’17] a general approach to Incidental Supervision, 
a framework that gets around the need to train supervised machine learning models even in cases 
when there is not enough directly supervised data, and it is impossible to scale up to the levels of 
supervised annotation needed. 
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4.0 RESULTS AND DISCUSSION 

In the course of the DEFT program we have developed and delivered a large number of 
algorithmic components, addressing all the research topics above, all with state-of-the-art 
performance. Many of the software packages we developed have been integrated into the 
ADEPT framework. All are available on the cogcomp web 
page: http://cogcomp.org/page/software/ and https://github.com/CogComp. They are being used 
by the research community, and sometimes also commercially.  
 
Deliverables: 
 
a. Tokenizer/sentence segmenter, Part of Speech tagger, and Shallow Parser. Integrated into 
ADEPT framework. 
b. State-of-the-art named entity recognition that supports all Wikipedia languages. Integrated 
into ADEPT framework.  Used in Tinkerbell end-to-end system for TAC Cold Start++ 
evaluation. 
c. State-of-the-art cross-lingual Wikifier and nil clustering. Integrated into ADEPT framework, 
used in Tinkerbell end-to-end system for TAC Cold Start++ evaluation; nil clustering component 
used in BBN end-to-end system for TAC Cold Start++ evaluation.   
d. State-of-the-art entity co-reference resolution package. Integrated into ADEPT framework, 
and used in BBN end-to-end system for TAC Cold Start++ evaluation. 
e. Extended Semantic Role Labeling package. 
f. An RTE (Recognizing Textual Entailment) module (for lexical entailment). Integrated into 
ADEPT framework. 
g. Event extraction, temporal extraction and time lining of events.  Used in Tinkerbell end-to-end 
system for TAC Cold Start++ evaluation. 
h. Quantity extraction and an algebra word problem solver. 
i. Semantic language model. 
k. Cross-lingual embeddings (multiple versions appropriate for different settings). 

NOTE: The deliverables integrated into the DEFT ADEPT framework in coordination with BBN 
were done so as individual modules, rather than as a monolithic combined component with a 
single point of access. This was done with the intention to allow straightforward integration with 
components from other teams, which a monolithic approach does not allow. 
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5.0 CONCLUSIONS 

The reports describe the contributions made by the UIUC project, a broad range purposeful 
textual inference system, in the course of the DEFT program. We have made significant 
progress, sometimes resulting in a phase shift, and we have developed new problem 
formulations, new algorithmic tools, and new software packages that significantly improve the 
community’s natural language understanding capabilities in all areas mentioned above.  
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7.2 Presentations: 

7.2.1 Distinguished Lectures and Keynote Talks 
1. Computer Science Distinguished Lecture Series, Northwestern University, Chicago IL, 

October 2017. Natural Language Understanding with Incidental Supervision. 
2. IJCAI John McCarthy Award Lecture., IJCAI 2017, Melbourne, Australia, August 2017. 

The Necessity of Learning and Reasoning: A Natural Language Understanding Perspective. 
3. Illinois Health Data Analytics Summit, University of Illinois, May 2017. Natural Language 

Processing in Support of Healthcare.  
4. NSF Smart & Connected Health Visioning Meeting, Boston University, March 2017. 

Natural Language Processing in Support of Healthcare.  
5. American Bar Association (ABA) Antitrust Law Spring Meeting, Washington DC, March 

2017. Expert Testimony of the Future of Machine Learning in the Legal Domain. 
6. Workshop on India's Tryst with Artificial Intelligence, Bangalore, India, January 2017. 

Making Sense of Unstructured Data: The Emergence of AI. 
7. NIPS 2016 Workshop on Cognitive Computation, Barcelona, Spain, December 2016. A 

keynote speech on Natural Language Understanding with Common Sense Reasoning. 
8. 15th Conference of the Italian Association for Artificial Intelligence, Genoa, Italy, 

November 2016. A keynote speech on Inducing Semantics with Minimal (or No) 
Supervision.  

9. Computer Science Distinguished Lecture Series, Northeastern University, Boston MA, 
November 2016. Making Sense of (And Trusting) Unstructured Data.   

10. The Conference of the Association of Computational Linguistics. The 7th Workshop on 
Cognitive Aspects of Computational Language Learning, August 2016. Berlin, Germany. 
An invited talk on Starting from Scratch in Semantic Role Labeling. 

11. The North American Conference of the Association of Computational Linguistics,  The 4th 
Workshop on EVENTS, June 2016. San Diego, CA. An invited talk on Events in Natural 
Language Text. 

12. IBM Research, White Planes, NY., September 2016. An invited talk on Inducing Semantics 
with Minimal (or No) Supervision. 

13. The University of Amsterdam, a EU workshop on Semantic Processing. June 2016. 
Amsterdam, The Netherlands. An invited talk on Inducing Semantics with Minimal (or No) 
Supervision. 

14. University of Wisconsin, Madison, WI, May 2016. Department of Computer Science 
Distinguished Lecture Series on Data Management and Analysis. An invited talk on Making 
Sense of (And Trusting) Unstructured Data. 

15. Rutgers University, New Brunswick, NJ, April 2016. Department of Homeland Security 
Retreat. An Invited Lecture on Information Trustworthiness. 

16. University of Pennsylvania, Philadelphia, PA, February 2016. Department of Computer 
Science Distinguished Lecture Series. An invited talk on Constraints Driven Learning and 
Inference for Natural Language Understanding. 

17. AAAI'16, Phoenix, AZ. A workshop on Declarative Learning Based Programming, January 
2016. A keynote speech on Declarative Learning Based Programming. 

18. Boston University, Boston, MA., January 2016. An invited talk on Constraints Driven 
Learning and Inference for Natural Language Understanding. 
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19. The University of Utrecht, The Netherlands, October 2015. A workshop on Common Sense 
and Logic for Reasoning in Natural Language. Keynote Speaker. Common Sense Reasoning 
for Natural Language Understanding. 

20. NLPCC, Nanchang, China, October 2015. The 4th China Computer Federation Conference 
on Natural Language Processing & Chinese Computing. Keynote Speaker. Learning and 
Inference for Natural Language Understanding. 

21. TSD, Plzen, Czech Republic, September 2015. The 18th International Conference on Text, 
Speech and Dialogue. Keynote Speaker. Learning and Inference for Natural Language 
Understanding. 

22. IJCAI'15, Buenos Aires, Argentina, July 2015. The 10th International Workshop on Neural-
Symbolic Learning and Reasoning (NeSy'15). Distinguished Workshop Speaker. Natural 
Language Understanding with Common Sense Reasoning. 

23. Microsoft Research, Redmond, WA, July 2015. An Invited Lecture in the MSR Faculty 
Summit. Common Sense Reasoning for Natural Language Understanding. 

24. Data Science Initiative, Distinguished Lecture Series, Boston University, Boston MA, April 
2015. Learning and Inference for Natural Language Understanding. 

25. Wolfram Research, Champaign, IL, March 2015. Progress in Natural Language 
Understanding.   

26. Google, Mountain View, CA, February 2015. Top Ten Challenges in Natural Language 
Understanding. 

27. Singapore University of Technology and Design, Singapore, December 2014. Making Sense 
of Unstructured Data.   

28. Singapore National University, Singapore, December 2014.  Learning and Inference for 
Natural Language Understanding.  

29. Advanced Digital Sciences Center, Singapore, December 2014. Workshop on Natural 
Language Processing. A keynote talk on Learning and Inference for Natural Language 
Understanding 

30. Ben-Gurion University, Beer-Sheva, Israel, December 2014. Learning and Inference for 
Natural Language Understanding.  

31. Cornell University, Ithaca, NY, November 2014. Learning and Inference for Natural 
Language Understanding. 

32. Rochester Institute of Technology, Rochester, NY, October 2014. Distinguished 
Computational Linguistics Lecture on Learning and Inference for Natural Language 
Understanding. 

33. Rutgers University, New Brunswick, NJ, October 2014. A Fusion Fest Workshop in honor 
of Paul Kantor. An Invited Lecture on Making Sense of Unstructured Data. 

34. Andreessen Horowitz, Academic Roundtable. Palo Alto, CA. September 2014. Data 
Science: Making Sense of Unstructured Data. 

35. AutoML, an ICML workshop, June 2014. Beijing, China. A keynote speech on Learning 
Based Programming. 

36. EACL'14, The European Conference on Computational Linguistics. Gutenberg, Sweden, 
April 2014. A keynote speech on Learning and Inference for Natural Language 
Understanding. 

37. Allen Institute for AI (AI2), Seattle, WA., March 2014. A Distinguished Lecture Series talk 
on Learning and Inference for Natural Language Understanding. 
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38. ITA 2014, The Information Theory and Applications Workshop, San Diego, CA, February 
2014. An invited talk on Amortized Integer Linear Programming Inference. 

39. NIPS 2013 Workshop on Output Representation Learning, Lake Tahoe, CA, December 
2013. A keynote speech on Amortized Integer Linear Programming Inference. 

40. Fondazione Bruno Kessler, The Center for Information and Communication Technology, 
Trento, Italy, November 2013. Distinguished Lecture Colloquium on Amortized Integer 
Linear Programming Inference. 

41. JSSP 2013 - Joint Symposium on Semantic Processing, Trento, Italy, November 2013. A 
keynote speech on Computational Frameworks for Supporting Textual Inference. 

42. Institute of Computational Linguistics, Distinguished Lecture Colloquium, The University 
of Heidelberg, Heidelberg, Germany, October 2013. Better Natural Language Analysis and 
Amortized Integer Linear Programming. 

43. The CIKM Workshop on Exploiting Semantic Annotations in Information Retrieval 
(ESAIR'13), San Francisco, CA, October 2013. A keynote speech on Computational 
Frameworks for Semantic Analysis and Wikification. 

44. The University of Washington & Microsoft Research Summer Institute on Understanding 
Situated Language in Everyday Life, July 2013. A keynote speech on Starting from Scratch 
in Semantic Role Labeling. 

45. The Second AAAI workshop on Combining Constraint Solving with Mining and Learning, 
July 2013. A keynote speech on Amortized Integer Linear Programming Inference. 

46. Inferning: Interactions between Learning and Inference, an ICML workshop, June 2013. A 
keynote speech on Amortized Integer Linear Programming Inference. 

47. Structured Learning: Inferring Graphs from Structured and Unstructured Inputs, an ICML 
Workshop, June 2013. A keynote speech on Decomposing Structured Prediction via 
Constrained Conditional Models. 

48. 22nd Annual Belgium-Netherlands Conference on Machine Learning (BENELEARN-
2013), Nijmegen, the Netherland, June 2013. A keynote speech on Constrained Conditional 
Models: Towards Better Semantic Analysis of Text. 

49. KU Leuven Distinguished Lecture Series, Leuven, Belgium, May 2013. Constrained 
Conditional Models: ILP Formulations for Natural Language Understanding. 

50. Computational Science and Engineering Center, University of Illinois. Keynote Speech at 
the Annual Meeting, April 2013. Making Sense of and Trusting, Unstructured Data. 

51. A COLING Workshop on Information Extraction & Entity Analytics on Social Media Data, 
December 2012. A keynote speech on Constraints Driven Information Extraction and 
Trustworthiness. 

52. The Annual Italian Operation Research Meeting (AIRO 2012), Salerno, Italy, September 
2012. A keynote speech on Constrained Conditional Models Integer Linear Programming 
Formulations for Natural Language Understanding. 

53. The 2012 Workshop on Statistical Relational AI (STAR-AI 2012), Catalina Island, CA, 
August 2012. A keynote speech on Constrained Conditional Models Integer Linear 
Programming Formulations for Natural Language Understanding. 

54. An NAACL'12 Workshop on "From Words to Actions", Montreal, Canada, June 2012. A 
keynote speech on Learning from Natural Instructions. 

55. Semantic Representation and Inference, A Workshop sponsored by the NSF and the 
Stanford Center for Language and Information (CLSI), Stanford, CA, March 2012. 
Constrained Conditional Models for Natural Language Understanding.  
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7.3 Other Invited Talks (Colloquia Talks) 

1. IBM Research, White Plains, NY, September 2016. Inducing Semantics with Minimal (or 
No) Supervision.. 

2. Boston University, Boston, MA, January 2016. Constraints Driven Learning and Inference 
for Natural Language Understanding. 

3. Peking University, Beijing, China, October 2015. Learning and Inference for Natural 
Language Understanding. 

4. Charles University, Prague, Czech Republic, September 2015. Learning and Inference for 
Natural Language Understanding. 

5. INRIA Lille, France, May 2015. Learning, Inference and Supervision for Structured 
Prediction Tasks. 

6. INRIA, Paris, France, May 2015. Learning and Inference for Natural Language 
Understanding. 

7. Wolfram Research, Champaign, IL, March 2014. Progress in Natural Language 
Understanding. 

8. Google, Mountain View, CA, February 2015. Top Ten Challenges in Natural Language 
Understanding. 

9. Ben-Gurion University, Beer-Sheva, Israel, December 2014. Learning and Inference for 
Natural Language Understanding. 

10. Singapore National University, Singapore, December 2014. Learning and Inference for 
Natural Language Understanding. 

11. Singapore University of Technology and Design, Singapore, December 2014. Making Sense 
of Unstructured Data. 

12. Cornell University, Ithaca, NY, November 2014. Learning and Inference for Natural 
Language Understanding. 

13. University of Rochester, Rochester, NY, October 2014. "Big Picture Series" Lecture on 
Learning and Inference for Natural Language Understanding. 

14. Microsoft Research, Beijing, China, June 2014. Learning and Inference for Natural 
Language Understanding. 

15. Rensselaer Polytechnic Institute (RPI), Troy, NY, April 2014. Learning and Inference for 
Natural Language Understanding. 

16. Columbia University, NYC, NY, March 2014. Learning and Inference for Natural 
Language Understanding. 

17. Google, Mountain View, CA, March 2014. Learning and Inference for Natural Language 
Understanding. 

18. University of California, Santa Cruz. February, 2014. Learning and Inference for Natural 
Language Understanding. 

19. *SEM, The Second Joint Conference on Lexical and Computational Semantics. Atlanta, 
GA, June 2013. A Panel Presentation on Extended Semantic Role Labeling. 

20. Google, New York, NY, August 2013. Better Natural Language Analysis and Amortized 
Integer Linear Programming. 

21. IBM Research, White Plains, NY, February 2013. Making Sense of and Trusting, 
Unstructured Data. 

22. West Point Military Academy, Network Science Center, West Point, NY, February 2013. 
Making Sense of, and Trusting, Unstructured Data. 
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23. New York City Natural Language Processing Seminar, City University of NY, NYC, NY, 
January 2013. Constrained Conditional Models: Integer Linear Programming Formulations 
for Natural Language Understanding. 

24. Health Informatics Technology Center, Workshop at the University of Illinois, Champaign, 
IL, November 2012. Constraints Driven Information Extraction in the Medical Domain. 

25. Johns Hopkins University, The Center for Language and Speech Processing, Baltimore, 
MD, September 2012. Constrained Conditional Models: Integer Linear Programming 
Formulations for Natural Language Understanding. 

26. University of Illinois Technology Showcase, Champaign, IL, April 2012. Making Sense of 
Unstructured Data. 

27. Illinois Informatics Institute Lecture Series, Champaign, IL, March 2012. Making Sense of 
Unstructured Data. 

28. University of Colorado, Boulder, CO, March 2012. Learning from Natural Instructions. 
29. Princeton Plasma Physics Laboratory, Princeton, NJ, February 2012. Learning and 

Reasoning for Natural Language Understanding. 
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8.0 LIST OF ACRONYMS AND ABBREVIATIONS 

 
AAAI  Association for the Advancement of Artificial Intelligence (Conference) 
ACL  (Annual Meeting of the) Association for Computational Linguistics 
ADEPT All-Domain Execution and Planning Technology 
COLING International Conference on Computational Linguistics 
CoNLL SIGNLL Conference on Computational Natural Language Learning 
EACL  European chapter of the Association for Computational Linguistics (Conference) 
EMNLP Conference on Empirical Methods in Natural Language Processing (Proceedings) 
ICML International Conference on Machine Learning 
IJCAI  International Joint Conference on Artificial Intelligence 
ILP  Integer-Linear-Programming 
JOINCA Joint Inference Component-supporting Architecture 
KRR  Knowledge Representation and Reasoning 
ML  Machine Learning 
NAACL North American Chapter of the ACL (Conference) 
NER  Named Entity Recognition 
NIPS  Neural Information Processing Systems Conference 
NLP  Natural Language Processing 
RTE  Recognizing Textual Entailment 
SemLM Semantic Language Model 
SIGNLL ACL's Special Interest Group on Natural Language Learning 
SRL  Semantic Role Labeling 
TAC  Text Analysis Conference 
TACL  Transactions of the Association for Computational Linguistics 
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