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Novel numerical methods for optimal control and optimization problems 
involving fractional-order differential equations 

US Airforce Project 15IOA095 

Principal Investigators: Song Wang and Volker Rehbock 

Department of Mathematics & Statistics 

Curtin University 

Aims of the project 

The aim of this project is to develop numerical solution methods for optimal control 
problems which are subject to systems of fractional differential equations. These systems 
yield more accurate representations of many real world systems and can incorporate a more 
global view of the system state. Amongst other advantages, this allows modellers to include 
features such as memory effects in either space or time. As fractional order systems require 
quite distinct numerical solution methods, it is a major task to develop numerical methods for 
both optimal open and closed loop control problems. Our aim is to develop effective and 
efficient numerical methods for the construction of solutions to fractional order optimal 
control problems. As very few, if any, such methods currently exist, our work will enable 
future researchers and practitioners to address and solve practically important optimal control 
and optimization problems involving fractional-order differential equations. 

Activities and achievements within this project 

This project officially started on 23 September 2015 and ended on 22 September 2017. 
However, our investigation and research activities in the area started early 2015 since we first 
proposed the project. The research associate, Dr Wen den Hollander started her employment 
on 24 October 2015. The past two year are very fruitful years during which we have studies 
various optimal control and optimization problems and their applications arising in both 
control engineering and financial engineering. Various research activities have been 
supported by the project in the as outlined below. 

1. A 2nd-order one-point numerical integration scheme has been developed and analysed
for solving fractional dynamical systems which is an integral part of optimal control
problem. Efficient and accurate numerical methods, essential for solving fractional
optional control problems, are scarce in the open literature. In this paper we propose
an efficient and easy-to-implement numerical method for an α-th order ordinary
differential equation when 𝛼𝛼 ∈ (0,1), based on a one-point quadrature rule. The
quadrature point in each sub-interval of a given partition with mesh size h is chosen
judiciously so that the degree of accuracy of the quadrature rule is 2 in the presence of
the singular integral kernel. The resulting time-stepping method can be regarded as
the counterpart for fractional ODEs of the well-known mid-point method for the 1st-
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order ODEs. We show that the global error in a numerical solution generated by this 
method is of the 2nd-order accuracy, independently of α. An extension of this method 
to dynamical systems involved in optimal control problems has been discussed. 
Numerical results are presented to demonstrate that the computed rates of 
convergence match the theoretical one very well and that our method is much more 
accurate than a well-known one-step method when α is small.  
 
A research paper containing the developed theoretical and numerical results has been 
published in an international journal. 
 

2. A numerical algorithm combining a generalization of the algorithm in Item 2 above to 
a system of equations and a gradient-based method is developed for solving general 
fractional optimal open-loop control problems (𝛼𝛼 ∈ (0,1)) with multiple states and 
control variables. This algorithm has the merit that it has a 2nd-order convergence rate 
and is computationally efficient, and thus can handle large-scale fractional optimal 
control problems. A gradient formula has been developed which forms the basis of the 
numerical method for multiple state and control problems. Convergence of the 
method has been proven. The combined method has been coded using Matlab 
programming language and extensive numerical experiments have been conducted to 
demonstrate the performance of the method using optimal control problems with 
multiple states and controls. The numerical results show that the numerical scheme 
developed in this project is able to solve fractional optimal control problems of 
practical significance. 
 
A research paper containing the detailed description of the method and numerical 
experimental results has been submitted to an international journal for publication. 
 

3. A 2nd-order finite-difference method for a fractional differential complementarity 
(variational inequality) problem of order 𝛼𝛼 ∈ (1,2) arising from the stochastic optimal 
feedback (closed loop) control in financial engineering. In this work we have 
designed the finite-difference method for solving the 2nd-order fractional partial 
differential equation and showed that the truncation error of the method is of 2nd-order. 
Numerical experiments have been performed to demonstrate the accuracy and 
efficiency of the method. Dr. Song Wang presented the results as a plenary speaker at 
the 6th Conference on Numerical Analysis & Applications held in June, 2016 in 
Lozenets, Bulgaria.  
 
Two research papers have been in published respectively in an edited volume of 
Lecture Notes in Computer Science and an international journal. 
 

4. Numerical solution of a high-dimensional Hamilton-Jacobi-Bellman (HJB) equation 
arising from an optimal control feedback problem in engineering. In this paper we 
propose a combination of a penalty method and a finite volume scheme for a four-
dimensional time-dependent (HJB) equation arising from a stochastic optimal control 
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problem in pricing financial options with proportional transaction costs and stochastic 
volatility. The HJB equation is first approximated by a nonlinear differential equation 
containing penalty terms. A finite volume method along with an upwind technique is 
then developed for the spatial discrtization of the nonlinear penalty equation. We 
show that the coefficient matrix of the discretized system is an M-matrix. An iterative 
method is proposed for solving the nonlinear algebraic system and a convergence 
theory is established for the iterative method. Numerical experiments are performed 
using a non-trivial model pricing problem and the numerical results demonstrate the 
usefulness of the proposed method. 

5. During the period of this project, S. Wang has also in-kind contributions towards the 
development of efficient numerical methods for  the optimal control of robots. 

 

Use of funds 

The funds have mostly been used for the employment of the research associate, Dr. W. den 
Hollande. Dr. S. Wang’s travels to the Bulgarian conference to deliver his plenary address 
was also partially supported by the project. Dr. S. Wang has also travelled to HK in 
December 2017, supported by Curtin University and this project, to deliver an invited talk 
entitled ‘Numerical solution of fractional optimal control problems’ at ‘The Workshop on 
Variational Analysis & Stochastic Optimization’ organized by HK Polytechnic University. 

 

Publications and reports within this project 

(W. Li is the maiden name of W. den Hollander.) 

1. W. Li, S. Wang, V. Rehbock, Numerical solution of fractional optimal control, 
submitted for publication. 

2. W. Li, S. Wang, V. Rehbock, A 2nd-order one-point numerical integration scheme for 
fractional ordinary differential equations, Numerical Algebra, Control & Optimization, 
Vol.7, No.3, 273-287 (2017).  

3. W. Chen, S. Wang, A 2nd-Order FDM for a 2D Fractional Black-Scholes Equation. 
In: Dimov I., Faragó I., Vulkov L. (eds) Numerical Analysis and Its Applications. 
NAA 2016. Lecture Notes in Computer Science, Vol. 10187. Springer, Cham, 46-57, 
(2017). 

4. W. Chen, S. Wang, A power penalty method for a 2D fractional partial differential 
linear complementarity problem governing two-asset American options pricing, Appl. 
Math. Comp.  Vol.305, 174-187 (2017) 

5. W. Li, S. Wang, Pricing European options with proportional transaction costs and 
stochastic volatility using a penalty approach and a finite volume scheme, Computer 
& Mathematics with Applications, Vol.73, 2454-2469 (2017).  
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6. M. Tan, L.S. Jennings, S. Wang, Analysing human periodic walking at different 
speeds using parametrization enhancing transform in dynamic optimization, Pacific 
Journal of Optimization, Vol.12, 557-586 (2016). 

 

Attachments: Papers and reports listed above. 
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Numerical solution of fractional optimal control ∗†

Wen Li, Song Wang and Volker Rehbock

Department of Mathematics & Statistics
Curtin University, GPO Box U1987, Perth WA6845, Australia

wen.li@curtin.edu.au; song.wang@curtin.edu.au

V.Rehbock@curtin.edu.au

Abstract

This paper presents a numerical algorithm for solving a class of optimal con-
trol problems with a dynamic system containing fractional differential equations.
We first propose a robust 2nd-order numerical integration scheme for the fractional
system, based a set of judiciously chosen quadrature points. The objective is ap-
proximated by the trapezoidal rule. We then apply a gradient-based optimization
method to solve the discretized optimal control problem. Formulas for calculat-
ing the gradients with respect to the unknown discrete control values are derived.
Computational results demonstrate that the proposed method is able to generate
good numerical approximations for optimal problems with multiple state and con-
trol variables. The results also show that the method is robust with respect to the
fractional orders of derivatives involved in the dynamics.

1 Introduction

A fractional order optimal control problem (FOCP) involves dynamics which are described
by fractional differential equations. In the last decade, fractional order optimal control
problems have arisen in many fields such as mathematics, engineering, biology, economics,
finance and management. Various methods have been developed for solving these prob-
lems (see, for example,[1, 2, 3, 4, 5, 7, 12, 18, 19, 25, 26, 32, 37]). In [1, 2], Agrawal
extended the classical control theory to fractional dynamic systems and derived fractional
Euler-Lagrange equations for FOCPs. These equations give the necessary conditions of
optimality for unconstrained FOCPs. The fractional Euler-Lagrange equations have been
solved numerically in [1, 3, 5] where the performance index is assumed to be a quadratic
function. Based on the work of [1, 2], Singha and Nahak [36] derived necessary optimality
conditions for a class of FOCP, where the dynamical constraints comprise a combination
of classical and fractional derivatives. In [4, 7, 12, 18, 19, 26, 32, 37]), the authors solved

∗This work is supported by the AOARD Project # 15IOA095 from the US Air Force.
†Submitted to an international journal for publication.
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the FOCPs directly without reference to the necessary optimality conditions of the con-
tinuous problem. Tricand and Chen [37] converted FOCPs into a general, rational form of
optimal control problem by a rational approximation method. In [4, 7, 12, 18, 19, 26, 32])
the authors used polynomial approximations of the state and control to solve an FOCP.
In these methods, they first derived an operational matrix for the fractional derivatives
based on the polynomial approximation. Then, the system of equations derived from the
dynamic constraints was adjoined to the performance index. By deriving the necessary
conditions for the optimality of the performance index, the given FOCP reduces to a
problem of solving a system of algebraic equations which can be solved by an iterative
method. Bernstein polynomials [4, 32], Jacobi polynomials [12, 18], Legendre polynomials
[26, 19] and Chebyshev polynomials [6] have been used in these papers.

Although many researchers have studied FOCPs, most of them considered only one-
dimensional FOCPs involving one state variable and one control variable. Recently,
Alipour et al. [4] and Bhrawy et al. [7] developed numerical schemes for multi-dimensional
FOCPs. In [4], the authors considered a FOCP in which the performance index and the
constraint conditions of fractional differential equations are polynomial functions of the
state and control variables. Bhrawy et al. [7] solved a multi-dimensional FOCP with
a quadratic performance index and linear fractional dynamic constraints. Both of these
papers used polynomial approximation methods for solving the FOCPs. In [4], Alipour
et al. used Bernstein polynomials, whereas Bhrawy et al.[7] used orthonormal Legendre
polynomials. It is well known that approximation of the solution to a differential equation
by high-order polynomials often results in ill-conditioned algebraic systems and numerical
instability. To our best knowledge, there are no numerical methods in the open literature
for general FOCPs with multiple states and controls which are comparable to popular
existing numerical methods for conventional optimal control problems.

There are two commonly used definitions of a fractional derivative: the Riemann-
Liouville and the Caputo fractional derivative representations [34]. In the paper, we use
the Caputo fractional derivative which is defined as follows.

Definition 1.1 Assume that y(t) is differentiable on [0,∞) for a positive constant T and
0 < β < 1. The Caputo derivative of order β of the function y(t) is defined as

0D
β
t y(t) =

1

Γ(1− β)

∫ t

0

y′(τ)

(t− τ)β
dτ

for t > 0, where Γ(·) denotes the Gamma function.

In what follows, we present a new direct numerical method for a general multi-
dimensional FOCPs. The aim is to present a tractable method which can be applied
to many FOCPs of practical significance. The general problem considered in the paper is
described as follows.

min
u∈U

F (u) =

∫ T

0

L(t, x(t), u(t)) dt+ S(x(T )), (1.1)

subject to

{
0D

α
t x(t) = f(t, x(t), u(t)), t ∈ (0, T ],

x(0) = x0,
(1.2)

g(u(t)) ≤ 0, t ∈ (0, T ], (1.3)

2
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where x(t) = (x1(t), x2(t), . . . , xn(t))> ∈ Rn and u(t) = (u1(t), u2(t), . . . , um(t))> ∈ Rm

are the state and control variables for some positive integers n and m respectively, T > 0
is a fixed constant, f = (f1, f2, . . . , fn)>, L, S and g = (g1, g2, ..., gp)

> are known functions
for a positive integer p, x0 ∈ Rn is a given vector, U ⊂ Rm is the set all bounded piecewise
continuous functions on [0, T ], and

0D
α
t x(t) = (0D

α1
t x1(t), 0D

α2
t x2(t), . . . , 0D

αn
t xn(t))>

with 0D
αi
t xi(t) denoting Caputo’s αi-th derivative of xi(t) defined in Definition 1.1. In

the literature, almost all papers on FOCPs only consider a fractional order α ∈ [0.5, 1).
In this paper, we consider FOCPs for all αi ∈ (0, 1) , i = 1, 2, . . . , n.

To solve (1.1)–(1.3) numerically, we need to first introduce an approximation scheme
for the system of fractional differential equations (1.2). In the open literature, there
are a number of different methods for solving the initial value problem (1.2). See, for
example, [14, 15, 16, 17, 9, 21, 22, 23, 24, 27, 28, 31]. However, none of these methods
have a satisfactory rate of convergence when α is close to zero. In our recent work
[30], we proposed a one-step 2nd-order numerical integration scheme for solving a scalar
fractional differential equation based on a one-point quadrature rule with a judiciously
chosen point in each mesh subinterval. This one-step numerical integration scheme has
a 2nd-order rate of convergence which is independent of α. It is also easy to implement
and computationally inexpensive. In this paper, we will first extend this method to the
system (1.2).

The rest of the paper is organized as the follows. In Section 2, we first approximate
the constrained problem (1.1)–(1.3) by an unconstrained one using a well-known penalty
approach. Then we convert (1.2) to an equivalent system of Volterra integral equations.
In Section 3, we propose a discrete approximation of the objective function and then
derive an explicit scheme for the Volterra integral equations based on a Taylor expansion.
In Section 4, we derive a formula for calculating the gradient of the discretized objective
with respect to the decision variables. Finally, we propose a gradient-based algorithm for
the problem on the basis of this gradient formula. In Section 5, numerical examples are
presented to demonstrate the accuracy and effectiveness of the proposed method. Section
6 concludes the paper.

2 Preliminaries

We first make the following assumptions on the given functions in (1.1)–(1.3):

A1. f is twice continuously differentiable with respect to all its arguments.

A2. L is continuously differentiable in x and u.

A3. S and g are continuously differentiable with respect to x and u respectively.

Clearly, (1.1)–(1.3) is a constrained optimal control problem. We first approximate
the problem by the following unconstrained optimal control problem using a penalty

3
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approach.

min
u∈U

F̂ (u) := F (u) + λ

p∑
j=1

∫ T

0

[gj(u(t))]2+dt (2.1)

subject to

{
0D

α
t x(t) = f(t, x(t), u(t)), t ∈ (0, T ],

x(0) = x0,
(2.2)

where [z]+ = max {0, z} and λ > 1 is the penalty constant. This penalty approach has
been used extensively in optimization and conventional optimal control [10, 11, 20, 29,
33, 35, 38] and it has been shown that this penalty method is exact in [13, 38].

Since the penalty term in the integrand of (2.1) is smooth, it can be combined with
the original objective integrand L to form a new integrand which is still continuously
differentiable in x and u. Therefore, we may rewrite the penalized problem (2.1)-(2.2) as
the following general unconstrained form:

min
u∈U

F (u) (2.3)

subject to

{
0D

α
t x(t) = f(t, x(t), u(t)), t ∈ (0, T ],

x(0) = x0,
(2.4)

where x(t), u(t), f, L, S, x0 and 0D
α
t x(t) are as defined before and F now contains the

penalized constraints.
Using Definition 1.1, one can show the following initial value problem is equivalent to

a Volterra integral equation as given in the following lemma.

Lemma 2.1 Let β ∈ (0, 1) be a constant and φ(t, y(t)) a continuous function. Then the
initial value problem {

0D
β
t y(t) = φ(t, y(t)), t ∈ (0, T ],

y(0) = y0

is equivalent to the following Volterra integral equation:

y(t) = y0 +
1

Γ(β)

∫ t

0

(t− τ)β−1φ(τ, y(τ)) dτ, β ∈ (0, 1),

for t > 0, where y0 is a given initial condition.

PROOF. The proof can be found in [8] and is therefore omitted. 2

Using Lemma 2.1, we rewrite (2.3)-(2.4) in the following optimal control problem:

min
u∈U

F (u) (2.5)

subject to xi(t) = x0
i +

1

Γ(αi)

∫ t

0

(t− τ)αi−1fi(τ, x(τ), u(τ)) dτ, (2.6)

t ∈ (0, T ], i = 1, 2, ..., n.

4
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3 Discretization of (2.5) and (2.6)

In this section, we propose an algorithm for the numerical solution of (2.5)–(2.6).
Let N be a given positive integer. We divide [0, T ] into a uniform mesh with the mesh

points tj = jh for j = 0, 1, . . . , N, where h = T/N . Using this partition, we approximate
the objective F in (2.5) with the trapezoidal rule as follows.

F (u) ≈1

2
L(t0, x(t0), u(t0))h+

N−1∑
j=1

L(tj, x(tj), u(tj))h

+
1

2
L(tN , x(tN), u(tN))h+ S(x(tN)). (3.1)

By (2.6), for each i = 1, 2, ..., n and j = 1, 2, . . . , N , we have

xi(tj) = x0
i +

1

Γ(αi)

∫ tj

0

(tj − τ)αi−1fi(τ, x(τ), u(τ)) dτ

= x0
i +

1

Γ(αi)

∫ jh

0

(jh− τ)αi−1fi(τ, x(τ), u(τ)) dτ

= x0
i +

1

Γ(αi)

j∑
k=1

∫ kh

(k−1)h

(jh− τ)αi−1fi(τ, x(τ), u(τ))dτ. (3.2)

We now consider an approximation for the integral on the right hand side of (3.2).
By Assumption A1, fi(t, x(t), u(t)) is twice continuously differentiable with respect to t,
x and u. Thus, for k = 1, 2, . . . , j, we use Taylor’s theorem for fi(τ, x(τ), u(τ)) at any
point τ ijk ∈ ((k − 1)h, kh) to yield

fi(τ, x(τ), u(τ)) = fi(τ
i
jk, x(τ ijk), u(τ ijk)) +Ki

jk(τ − τ ijk) + cijk(τ − τ ijk)2, (3.3)

where cijk is the coefficient of the reminder of the expansion and

Ki
jk =

∂fi
∂τ

∣∣∣
(τ ijk,x(τ ijk),u(τ ijk))

+
n∑
l=1

∂fi
∂xl

∣∣∣
(τ ijk,x(τ ijk),u(τ ijk))

∂xl
∂τ
|(τ ijk)

+
m∑
r=1

∂fi
∂ur

∣∣∣
(τ ijk,x(τ ijk),u(τ ijk))

∂ul
∂τ

∣∣∣
(τ ijk)

Therefore, replacing fi(τ, x(τ), u(τ)) in the integrand of the last term in (3.2) with the

5
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RHS of (3.3), we have, for any k = 1, ..., j,

1

Γ(αi)

∫ kh

(k−1)h

(jh− τ)αi−1fi(τ, x(τ), u(τ))dτ

=
1

Γ(αi)

∫ kh

(k−1)h

(jh− τ)αi−1[fi(τ
i
jk, x(τ ijk), u(τ ijk)) +Ki

jk(τ − τ ijk)]dτ +Ri
jk

=
1

Γ(αi)
fi
(
τ ijk, x(τ ijk), u(τ ijk)

) [(jh− (k − 1)h)αi

αi
− (jh− kh)αi

αi

]
+

Ki
jk

Γ(αi)

∫ kh

(k−1)h

(jh− τ)αi−1(τ − τ ijk) dτ +Ri
jk

=
hαi

Γ(αi + 1)
fi(τ

i
jk, x(τ ijk), u(τ ijk))[(j − k + 1)αi − (j − k)αi ]

+
Ki
jk

Γ(αi)

∫ kh

(k−1)h

(jh− τ)αi−1(τ − τ ijk)dτ +Ri
jk, (3.4)

where Ri
jk =

1

Γ(αi)

∫ kh

(k−1)h

(jh− τ)αi−1cijk(τ − τ ijk)2dτ .

We now consider the choice of τ ijk. From (3.4) it is clear that τ ijk should be chosen
such that the second term becomes zero so that the truncation error in (3.4) is Ri

jk. This
choice of τ ijk is given in the following theorem.

Theorem 3.1 For any given j ∈ {1, 2, . . . , N} and k ∈ {1, 2 . . . , j}, the unique solution
to ∫ kh

(k−1)h

(jh− τ)αi−1(τ − τ ijk)dτ = 0

is given by

τ ijk = h
[(j − k + 1)αi+1 − (j − k)αi+1] + (αi + 1)[(j − k + 1)αi(k − 1)− (j − k)αik]

(αi + 1)[(j − k + 1)αi − (j − k)αi ]
.

(3.5)
Furthermore, (k − 1)h < τ ijk < kh.

PROOF. See the proof of Theorem 2.1 in [30]. 2

Substituting the expression for τ ijk in (3.5) into (3.4) and combining the resulting
expression with (3.2), we have the following representation for xi(tj).

xi(tj) = x0
i +

hαi

Γ(αi + 1)

j∑
k=1

fi(τ
i
jk, x(τ ijk), u(τ ijk))[(j − k + 1)αi − (j − k)αi ] +Ri

j, (3.6)

for j = 1, 2, . . . , N , where τ ijk is given in (3.5) for k = 1, 2, . . . , j and Ri
j =

∑j
k=1 R

i
jk.

Omitting the remainder Ri
j in (3.6), we have an equation approximating (3.2) which has

the truncation error Ri
j. An upper bound for Ri

j is given in the following theorem.

6
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Theorem 3.2 Let Assumption A1 be fulfilled. Then the following estimate holds:

|Ri
j| ≤ Ch2,

where C denotes a positive constant independent of h.

PROOF. See the proof of Theorem 2.2 in [30]. 2

From (3.6) it is clear that to compute xi(tj), we need to calculate fi(τ
i
jk, x(τ ijk), u(τ ijk)),

where x(τ ijk) = (x1(τ ijk), x2(τ ijk), . . . , xn(τ ijk)), u(τ ijk) = (u1(τ ijk), u2(τ ijk), . . . , um(τ ijk)) and
k = 1, 2, . . . , j. However, x(τ ijk), u(τ ijk) are not available directly from the scheme, al-
though the points τ ijk for feasible i, j and k are known. Thus, approximations for x(τ ijk)
and u(τ ijk) need to be determined. Next, we propose a numerical scheme based on a linear
interpolation and a Taylor expansion for approximating x(τ ijk) and u(τ ijk).

For any indices j and k satisfying 1 ≤ k ≤ j ≤ N , since τ ijk ∈ (tk−1, tk) by Theorem
3.1, we use the following linear interpolation to approximate xi(τ

i
jk) and ur(τ

i
jk):

x(τ ijk) ≈ x(tk−1) + ρijk(x(tk)− x(tk−1)), (3.7)

u(τ ijk) ≈ u(tk−1) + ρijk(u(tk)− u(tk−1)), (3.8)

where

ρijk :=
τ ijk − tk−1

h
∈ (0, 1). (3.9)

The truncation error in the above linear interpolation is of order O(h2). Using (3.7) and
(3.8), we approximate fi(τ

i
jk, x(τ ijk), u(τ ijk)) as follows.

fi(τ
i
jk,x(τ ijk), u(τ ijk))

≈ fi
(
τ ijk, x(tk−1) + ρijk(x(tk)− x(tk−1)), u(tk−1) + ρijk(u(kj)− u(tk−1))

)
(3.10)

The truncation error for the above approximation is also of order O(h2).
Replacing fi(τ

i
jk, x(τ ijk), u(τ ijk)) in (3.6) with the RHS of (3.10), we have, up to some

terms of order O(h2), the following scheme for (2.6):

xi(tj) = x0
i+hαi

j∑
k=1

[
fi
(
τ ijk, x(tk−1) + ρijk(x(tk)− x(tk−1)), u(tk−1) + ρijk(u(tk)− u(tk−1))

)
· ((j − k + 1)αi − (j − k)αi)

]
(3.11)

for j = 1, 2, . . . , N , where hαi = hαi
Γ(αi+1)

and τ ijk is defined by (3.5). Clearly, (3.11) defines a

time-stepping scheme for (2.6) with a truncation error of order O(h2) because of Theorem
3.2 and the truncation error in (3.10).

The above scheme is implicit as it constitutes a nonlinear system in x(tj) = (x1(tj), · · · , xn(tj))
>.

An iterative method such as a Newton’s method can be used for solving (3.11). However,
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it is also possible to define an explicit single step scheme by further approximating the
jth term in the sum in (3.11) by the following Taylor expansion:

fi(τ
i
jj,x(tj−1) + ρijj(x(tj)− x(tj−1)), u(tj−1) + ρijj(u(tj)− u(tj−1)))

= fi(τ
i
jj, x(tj−1), u(tj−1) + ρijj(u(tj)− u(tj−1)))

+
n∑
l=1

∂fi
∂xl

∣∣∣
(τ ijj ,x(tj−1),u(tj−1)+ρijj(u(tj)−u(tj−1)))

(ρijj(xl(tj)− xl(tj−1)))

+O(h2). (3.12)

Thus, combining (3.12) and (3.11) yields

xi(tj) =x0
i + hαi

j−1∑
k=1

[
fi
(
τ ijk, x(tk−1) + ρijk(x(tk)− x(tk−1)), u(tk−1) + ρijk(u(tk)− u(tk−1))

)
((j − k + 1)αi − (j − k)αi)

]
+ hαifi

(
τ ijj, x(tj−1), u(tj−1) + ρijj(u(tj)− u(tj−1))

)
+ hαi

n∑
l=1

[∂fi
∂xl
|(τ ijj ,x(tj−1),u(tj−1)+ρijj(u(tj)−u(tj−1)))(ρ

i
jj(xl(tj)− xl(tj−1)))

]
+O(h2).

(3.13)

Let xj := (x1(tj)), x2(tj), . . . , xn(tj))
> and uj := (u1(tj), u2(tj), · · · , um(tj))

> for j =
0, 1, ..., N with the given initial condition x0. Omitting the truncation error terms of
order O(h2) and re-organising (3.13), we have the following linear system for xj.

Bj(xj−1, uj−1, uj)xj = Cj(x0, x1, x2, ..., xj−1, u0, u1, ..., uj), j = 1, 2, . . . , N. (3.14)

where Bj is the n× n matrix given by

Bj =


1− bj11 −bj12 . . . −bj1n
−bj21 1− bj22 . . . −bj2n

...
...

. . .
...

−bjn1 −bjn2 . . . 1− bjnn

 (3.15)

with

bjil = ρijjhαi
∂fi
∂xl

∣∣∣
(τ ijj ,x

j−1,uj−1+ρijj(u
j−uj−1))

(3.16)

for i = 1, 2, . . . , n, l = 1, 2, . . . , n and Cj = (cj1, c
j
2, . . . , c

j
n)> with

cji =x0
i + hαi

j−1∑
k=1

[
fi
(
τ ijk, x

k−1 + ρijk(x
k − xk−1), uk−1 + ρijk(u

k − uk−1)
)

((j − k + 1)αi − (j − k)αi))
]

+ hαifi
(
τ ijj, x

j−1, uj−1 + ρijj(u
j − uj−1)

)
−

n∑
l=1

xj−1
l bjil. (3.17)

It is clear that to calculate xj, we need to solve the system of equations (3.14)-(3.17).
Next we show that (3.14)-(3.17) is uniquely solvable when h is sufficiently small.

8

DISTRIBUTION A. Approved for public release: distribution unlimited.



Theorem 3.3 The system (3.14)-(3.17) has a unique solution when h is sufficiently
small.

PROOF. We will first show that for j = 1, 2, . . . , N , Bj is a strictly diagonally dominant
matrix, i.e.,

1− bjii >
n∑

l=1,l 6=i

|bjil|, i = 1, 2, ..., n

Since
1− bjii ≥ 1− |bjii|,

we only need to show that

1− |bjii| >
n∑

l=1,l 6=i

|bjil|,

or equivalently,
n∑
l=1

|bjil| < 1, ∀i.

Note that ρijj ∈ (0, 1) by (3.9) and hαi > 0. We have, from (3.16),

|bjil| < hαi

∣∣∣∣∂fi∂xl
|(τ ijj ,x(tj−1),u(tj−1)+ρijj(u(tj)−u(tj−1)))

∣∣∣∣ .
Since fi is twice differentiable in x on [0, 1], ∂fi

∂xl
is bounded on [0, 1]. Let

M = max
1≤i≤n
1≤l≤n

∣∣∣∣∂fi∂xl

∣∣∣∣ .
We have

|bjil| < hαiM =
hαi

Γ(αi + 1)
M.

Choose h̄i = (Γ(αi+1)
nM

)
1
αi and h̄ = min1≤i≤n{h̄i}. When h < h̄, we have

n∑
l=1

|bjil| <
1

n
n = 1, ∀i.

Thus, Bj is a strictly diagonally dominant matrix for all j. By the well-known Levy-
Desplanques theorem, we conclude that Bj is a non-singular matrix and therefore the
system (3.14)-(3.17) has a unique solution. 2

Note that, for a given initial condition x0, (3.14) provides a one-step explicit scheme
for approximating the solution to (2.6). Introduce Xj = (xj1, x

j
2, ..., x

j
n)> and U j =

(uj1, u
j
2, ..., u

j
m)> for j = 0, 1, ..., N , and let X = (X0, X1, ..., XN) ∈ Rn×(N+1) and U =

(U0, U1, ..., UN) ∈ Rn×(N+1). Using the approximation schemes defined in (3.1) and (3.14),

9
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we pose the following finite-dimensional optimal control problem approximating (2.5)–
(2.6):

min
U∈Rm×(N+1)

Fh(X,U) :=
1

2

(
L(t0, X

0, U0) + L(tN , X
N , UN)

)
h

+
N−1∑
j=1

L(tj, X
j, U j)h+ S(XN), (3.18)

subject to


Bj(Xj−1, U j−1, U j)Xj = Cj(X0, X1, ..., Xj−1, U0, U1, ..., U j),

j = 1, 2, ..., N,
X0 = x0.

(3.19)

A solution (X,U) to (3.18)–(3.19) is an approximation to a solution (x(t), u(t)) of (2.5)–
(2.6) at the mesh nodes tj, j = 0, 1, ..., N .

4 Solution strategy

In this section, we first determine the gradient of the objective (3.18) with respect to
all U . We then develop an algorithm for finding approximate solutions to the problem
(3.18)-(3.19).

From the definition of U we see that the 1st-order optimality conditions for (3.18) and
(3.19) are

∂Fh

∂ujr
= 0, r = 1, 2, . . . ,m, j = 0, 1, . . . , N. (4.1)

We now determine the LHS of (4.1). From (3.18) and (3.14)–(3.17), we have

∂Fh
∂u0

r

=
1

2
h
∂L(t0, X

0, U0)

∂u0
r

+ h
N−1∑
p=1

n∑
i=1

∂L(tp, X
p, Up)

∂xpi

∂xpi
∂u0

r

+
1

2
h

n∑
i=1

∂L(tN , X
N , UN))

∂xNi

∂xNi
∂u0

r

+
n∑
i=1

∂S(XN)

∂xNi

∂xNi
∂u0

r

,

∂Fh

∂ujr
=h

∂L(tj, X
j, U j)

∂ujr
+ h

N−1∑
p=1

n∑
i=1

∂L(tp, X
p, Up)

∂xpi

∂xpi
∂ujr

+
1

2
h

n∑
i=1

∂L(tN , X
N , UN)

∂xNi

∂xNi
∂ujr

+
n∑
i=1

∂S(XN)

∂xNi

∂xNi
∂ujr

for j = 1, . . . , N and r = 1, 2, . . . ,m.

From (3.19) we see that
∂xpi
∂ujr

= 0 when p < j. Thus, the above expression can be
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rewritten as

∂Fh
∂u0

r

=
1

2
h
∂L

∂ur

∣∣∣
(t0,X0,U0)

+ h
N−1∑
p=1

n∑
i=1

∂L

∂xi

∣∣∣
(tp,Xp,Up)

∂xpi
∂u0

r

+
1

2
h

n∑
i=1

∂L

∂xi

∣∣∣
(tN ,XN ,UN )

∂xNi
∂u0

r

+
n∑
i=1

∂S

∂xi

∣∣∣
(XN )

∂xNi
∂u0

r

, (4.2)

∂Fh

∂ujr
=h

∂L

∂ur

∣∣∣
(tj ,Xj ,Uj)

+ h

N−1∑
p=j

n∑
i=1

∂L

∂xi

∣∣∣
(tp,Xp,Up)

∂xpi
∂ujr

+
1

2
h

n∑
i=1

∂L

∂xi

∣∣∣
(tN ,XN ,UN )

∂xNi
∂ujr

+
n∑
i=1

∂S

∂xi

∣∣∣
(XN )

∂xNi
∂ujr

, j = 1, 2, . . . , N. (4.3)

We now need to determine
∂xpi
∂ujr

for j = 0, 1, 2, . . . , N. By (3.14), we have

BpXp = Cp, p = 1, 2, . . . , N.

Taking the derivative w.r.t. ujr on both sides of the above equation gives

∂Bp

∂ujr
Xp +Bp∂X

p

∂ujr
=
∂Cp

∂ujr
.

Rearranging the above equation, we have

Bp∂X
p

∂ujr
=
∂Cp

∂ujr
− ∂Bp

∂ujr
Xp, (4.4)

where Bp is defined in (3.15),
∂Xp

∂ujr
= (

∂xp1
∂ujr

,
∂xp2
∂ujr

, . . . ,
∂xpn
∂ujr

)>,

∂Cp

∂ujr
=
( ∂cp1
∂ujr

,
∂cp2
∂ujr

, . . . ,
∂cpn
∂ujr

)>
, (4.5)

and

∂Bp

∂ujr
=


−∂bp11

∂ujr
−∂bp12

∂ujr
. . . −∂bp1n

∂ujr

−∂bp21
∂ujr

−∂bp22
∂ujr

. . . −∂bp2n
∂ujr

. . . . . . . . . . . .

−∂bpn1
∂ujr

−∂bpn2
∂ujr

. . . −∂bpnn
∂ujr

 . (4.6)

Using (3.16) and (3.17) we see that the entries of the above matrices are given by

∂bpil
∂ujr

=ρipphαi

∂
(
∂fi
∂xl
|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

)
∂ujr

,

∂cpi
∂ujr

=

p−1∑
k=1

hαi

(
∂(fi(τ

i
pk, X

k−1 + ρipk(X
k −Xk−1), Uk−1 + ρipk(U

k − Uk−1)

∂ujr

· ((p− k + 1)αi − (p− k)αi)))

+hαi
∂fi
(
τ ipp, X

p−1, Up−1 + ρipp(U
p − Up−1)

)
∂ujr

−
n∑
l=1

(
∂xp−1

l

∂ujr
bpil + xp−1

l

∂bpil
∂urj

)
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for i = 1, 2, . . . , n, l = 1, 2, . . . , n.

To calculate
∂bpil
∂ujr

and
∂cpi
∂ujr

in (4.5)–(4.6) for p = 1, 2, . . . , N and j = 0, 1, ..., N , we use

the following algorithm:
Algorithm A

1. When j = 0, if p = 1, then

∂b1
il

∂u0
r

= ρi11hαi
∂2fi
∂xl∂ur

∣∣∣
(τ i11,X

0,U0+ρi11(U1−U0))
(1− ρi11),

∂c1
i

∂u0
r

= hαi
∂fi
∂ur
|(τ i11,X0,U0+ρi11(U1−U0)(1− ρi11)−

n∑
l=1

(x0
l

∂b1
il

∂ur0
).

If p > 1, then

∂bpil
∂u0

r

=ρipphαi

n∑
q=1

( ∂2fi
∂xl∂xq

|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

∂xp−1
q

∂u0
r

)
,

∂cpi
∂u0

r

=hαi
∂fi
∂ur
|(τ ip1,X0+ρip1(X1−X0),U0+ρip1(U1−U0)(1− ρip1)(pαi − (p− 1)αi)

+hαi

{
p−1∑
k=2

[ n∑
q=1

( ∂fi
∂xq
|(τ ipk,Xk−1+ρipk(Xk−Xk−1),Uk−1+ρipk(Uk−Uk−1))(1− ρipk)

∂xk−1
q

∂u0
r

+
∂fi
∂xq
|(τ ipk,Xk−1+ρipk(Xk−Xk−1),Uk−1+ρipk(Uk−Uk−1))ρ

i
pk

∂xkq
∂u0

r

)
(
(p− k + 1)αi − (p− k)αi)

]}
+ hαi

( n∑
q=1

∂fi
∂xq
|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

∂xp−1
q

∂u0
r

)
−

n∑
l=1

(∂xp−1
l

∂u0
r

bpil + xp−1
l

∂bpil
∂u0

r

)
.

2. For j = 1, 2, . . . , N , if p < j, then
∂bpil
∂ujr

= 0,
∂cpi
∂ujr

= 0.

If p = j, then

∂bpil
∂ujr

= ρijjhαi
∂2fi
∂xl∂ur

|(τ ipp,Xj−1,Uj−1+ρijj(U
j−Uj−1))ρ

i
jj,

∂cpi
∂ulr

= hαi
∂fi
∂ur
|(τ ijj ,Xj−1,uj−1+ρipp(uj−uj−1))ρ

i
jj −

n∑
l=1

(
xj−1
l

∂bjil
∂ujr

)
.
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If p = j + 1, then

∂bpil
∂ujr

= ρipphαi
∂2fi
∂xl∂ur

|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))(1− ρipp)

+ ρipphαi

( n∑
q=1

∂2fi
∂xl∂xq

|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

∂xp−1
q

∂ujr

)
∂cpi
∂ujr

= hαi

[
∂fi
∂ur
|(τ ipj ,Xj−1+ρipj(X

j−Xj−1),Uj−1+ρipj(U
j−Uj−1)ρ

i
pj

+
n∑
q=1

( ∂fi
∂xq
|(τ ipj ,Xj−1+ρipj(X

j−Xj−1),Uj−1+ρipj(U
j−Uj−1))ρ

i
pj

∂xj−1
q

∂ujr

)
(2αi − 1)

]
+ hαi

[
∂fi
∂ur
|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))(1− ρipp)

+
n∑
q=1

( ∂fi
∂xq
|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

∂xp−1
q

∂ujr

)]

−
n∑
l=1

(∂xp−1
l

∂ujr
bpil + xp−1

l

∂bpil
∂urj

)
If p > j + 1, then

∂bpil
∂ujr

= ρipphαi

n∑
q=1

∂2fi
∂xl∂xq

|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1))

∂xp−1
q

∂ujr

∂cpi
∂ujr

= hαi

{
p−1∑
k=j

[
∂fi
∂ur
|(τ ipk,Xk−1+ρipk(Xk−Xk−1),Uk−1+ρipk(Uk−Uk−1))ψ(ρipk)

+
n∑
q=1

(
∂fi
∂xq
|(τ ipk,Xk−1+ρipk(Xk−Xk−1),Uk−1+ρipk(Uk−Uk−1))(1− ρipk)

∂xk−1
q

∂ujr

+
∂fi
∂xq
|(τ ipk,Xk−1+ρipk(Xk−Xk−1),Uk−1+ρipk(Uk−Uk−1))ρ

i
pk

∂xkq

∂ujr

)

(p− k + 1)αi − (p− k)αi)
]}

+ hαi

(
n∑
q=1

( ∂fi
∂xq
|(τ ipp,Xp−1,Up−1+ρipp(Up−Up−1)

∂xp−1
q

∂ujr

))

−
n∑
l=1

(∂xp−1
l

∂ujr
bpil + xp−1

l

∂bpil
∂urj

)
,

where

ψ(ρipk) =


ρipk, k = j,

1− ρipk, k = j + 1,

0, k > j + 1.
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Using Algorithm A, we propose the following gradient-based search algorithm for
solving (3.18)–(3.19):

Algorithm B

1. For a given positive integer N , let tj = jh for j = 0, 1, . . . , N , where h = T/N .

2. Set k = 0. Choose a tolerance ε > 0 and an initial value U (0) = (U0, U1, ..., UN)(0) ∈
Rm×(N+1).

3. Calculate X(k) = (X0, X1, ..., XN)(k) ∈ Rn×(N+1) using (3.19).

4. Use Algorithm A and X(k), U (k) obtained to calculate
(
∂Bpk
∂ujr

)(k)

and
(
∂Cpk
∂ujr

)(k)

for

p = 1, 2, . . . , N , j = 0, 1, 2, . . . , N , and r = 1, 2, . . . ,m.

5. Solve (4.4) for

(
∂Xp

∂ujr

)(k)

=

(
∂xp1
∂ujr

,
∂xp2
∂ujr

, . . . ,
∂xpn)

∂ujr

)(k)>

.

6. Compute∇Fh(X(k), U (k)) =
(∂Fh
∂U0

,
∂Fh
∂U1

, . . . ,
∂Fh
∂UN

)(k)>
using (4.2) and (4.3), where

∂Fh
∂Uj

=
(
∂Fh
∂uj1

, ∂Fh
∂uj2

, . . . , ∂Fh
∂ujm

)>
for j = 0, 1, . . . , N . If ||∇Fh(X(k), U (k))|| < ε, goto Step

8. Otherwise, continue.

7. Compute (X(k+1), U (k+1)) using the backtracking line search method as follows:

7a. Choose σ0 > 0, β ∈ (0, 1) and γ ∈ (0, 1). Let l = 1.

7b. Update σl = βσl−1.

7c. Let Û = U (k) − σl∇Fh(X(k), U (k)) and compute X̂ using (3.19) and Û .

7d. If Fh(X̂, Û) ≤ Fh(X
(k), U (k))−γσl||∇Fh(X(k), U (k))||2, set U (k+1) = Û , X(k+1) =

X̂ and k = k + 1, and goto Step 4. Otherwise, let l = l + 1 and goto Step 7b.

8. Let (X∗, U∗) = (X(k), U (k)) and evaluate Fh(X
∗, U∗) using (3.18).

Remark: When using Algorithm B, we need to solve the two systems (3.14) and (4.4).
Note that the square coefficient matrices in these two systems are the same. Thus, we only
need to calculate one matrix inverse. It is also worth pointing out that when implementing
Algorithm A we can calculate (∂B

p

∂ujr
, ∂C

p

∂ujr
) for tj, j = 1, 2, . . . , N in parallel. This can save

a considerable amount of CPU time when N is large .

5 Numerical Results

In this section, we will use Algorithm B to solve several non-trivial examples. In our
numerical experiments, we choose β = 0.6, γ = 0.05 and σ0 = 10 in Algorithm B.
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Example 1. Consider the following FOCP with two state variables

min F (u) =
1

2

∫ 1

0

(
x2

1(t) + x2
2(t) + u2(t)

)
dt, (5.1)

subject to

 0D
α1
t x1(t) = −x1(t) + x2(t) + u(t),

0D
α2
t x2(t) = −2x2(t),

x1(0) = x2(0) = 1.

The exact solution for α1 = α2 = 1 is

x1(t) = −3

2
e−2t + 2.48164e−

√
2t + 0.018352e

√
2t, (5.2)

x2(t) = e−2t, (5.3)

u(t) =
1

2
e−2t − 1.02793e−

√
2t + 0.0443056e

√
2t. (5.4)

This test problem is taken from [7]. Substituting (5.2), (5.3) and (5.4) into (5.1), we find
the exact cost F is

F = 0.431984

We first solve the problem for various choices of N when α1 = α2 = 1. The optimal
values of F are listed in Table (5.1). It is clear from Table 5.1 that the computed optimal

Table 5.1: Optimal cost F for different choices of N with α1 = α2 = 1 for Example 1.
N 20 40 80 160 320
F 0.432743 0.432180 0.432036 0.431999 0.431990

cost approaches the theoretical one as N becomes larger and all the computed costs
over-estimate the exact one.

We then solve Example 1 for various choices of α1 and α2 when N = 200. The results
are shown in Table 5.2 and Figures 5.1–5.3. From Table 5.2 we see that the total cost
decreases as the values of α1 and α2 decrease.

Table 5.2: Optimal value of F for different choices of α1, α2 for Example 1; N = 200
α α1 = α2 = 1 α1 = 0.9, α2 = 0.5 α1 = 0.2, α2 = 0.3
F 0.431995 0.347784 0.267591

Example 2. Consider the following FOCP with bound constraints on the control.

min F (u) =
1

2

∫ 1

0

(
x2

1(t) + x2
2(t) + u2(t)

)
dt,

subject to

 0D
α1
t x1(t) = −x1(t) + x2(t) + u(t),

0D
α2
t x2(t) = −2x2(t),

x1(0) = x2(0) = 1,

−0.2 ≤ u(t) ≤ 0.
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Figure 5.1: Optimal values of x1, x2 and u for Example 1 with α1 = α2 = 1
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Figure 5.2: Optimal values of x1, x2 and u for Example 1 with α1 = 0.9, α2 = 0.5
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Figure 5.3: Optimal values of x1, x2 and u for Example 1 with α1 = 0.2, α2 = 0.3

This example is the same as Example 1 with lower and upper bounds on the control u.
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To solve this problem, we first transform the FOCP to the following form:

min F (u) =
1

2

∫ 1

0

(
x2

1(t) + x2
2(t) + u2(t)

)
dt+ λ

∫ 1

0

(
(u2(t)+ + (−u(t)− 0.2)2

+

)
dt,

subject to the system of dynamic constraints

0D
α1
t x1(t) = −x1(t) + x2(t) + u(t),

0D
α2
t x2(t) = −2x2(t),

x1(0) = x2(0) = 1.

We choose λ = 10, 000. The computed optimal values of F corresponding to different
values of α are shown in Table 5.3 in which we also list the computed optimal costs of
Example 1 for comparison. From the table we see that computed optimal costs for the
constrained problem are slightly bigger than the corresponding optimal costs of the uncon-
strained problem which is reasonable. To further see the difference between results from
the unconstrained and constrained problems, we plot the optimal values of x1(t), x2(t)
and u(t) for the different values of α in Figures 5.5–5.6. From the figures we see that u
satisfies the constraints.

Table 5.3: Optimal value of F from different choice of α1, α2 for Example 1 and 2; N = 200
- α1 = α2 = 1 α1 = 0.9, α2 = 0.5 α1 = 0.2, α2 = 0.3

Example 1 0.431995 0.347784 0.267591
Example 2 0.442711 0.356319 0.272743
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Figure 5.4: Optimal values of x1, x2 and u for Example 2 with α1 = α2 = 1

Example 3. Consider the following FOCP containing two states and two controls.

min F (u) =
1

2

∫ 1

0

(
x2

1(t) + x2
2(t) + u2

1(t) + u2
2(t)
)
dt,

subject to

 0D
α1
t x1(t) = −x1(t) + x2(t) + u1(t),

0D
α2
t x2(t) = −2x2(t) + u2(t),

x1(0) = x2(0) = 1.
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Figure 5.5: Optimal values of x1, x2 and u for Example 2 with α1 = 0.9, α2 = 0.5
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Figure 5.6: Optimal values of x1, x2 and u for Example 2 with α1 = 0.2, α2 = 0.3

This problem is an extension of Example 1 and reduces to Example 1 when u2 = 0. The
optimal values of F corresponding to various values of α are listed in Table 5.4 in which
we also list the optimal costs from Example 1 for comparison. From the table we see that
optimal costs from Example 3 are smaller than the corresponding ones from Example 1.
This is expected as Example 1 is a special case of Example 3. We also plot some of the
optimal states and controls in Figures 5.7-5.9.

Table 5.4: Optimal value of F at different choice of α1, α2 for Example 1 and 3 with
N = 200

- α1 = α2 = 1 α1 = 0.9, α2 = 0.5 α1 = 0.2, α2 = 0.3
Example 1 0.431995 0.347784 0.267591
Example 3 0.417228 0.332577 0.259506
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Figure 5.7: Optimal values of x1, x2 and u1, u2 for Example 3 with α1 = α2 = 1

Example 4.

min F (u) =

∫ 10

0

(
x2

1(t) + x2
2(t) + u2(t)

)
dt+ x2

1(10) + x2
2(10),

subject to

 0D
α1
t x1(t) = x2(t),

0D
α2
t x2(t) = 0.2x2(t)− x1(t)− 0.1x3

1(t) + u(t),
x1(0) = 2, x2(0) = 0.

When α = (1, 1), the dynamical system in this example is the Duffing equation which is
known to display chaotic behaviour without any controls. We first solve the problem for
various choices of N when α1 = α2 = 1 to demonstrate that our method converges. The
computed optimal values of F are listed in Table 5.5. As can be seen from the table, the
numerical solution improves as N increases. The computed x1, x2 and u when N = 1000
and α1 = α2 = 1 are shown in Figure 5.10.
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Figure 5.8: Optimal values of x1, x2 and u1, u2 for Example 3 with α1 = 0.9, α2 = 0.5

N 300 600 800 1000 1200
F 10.5906 9.3284 9.2114 9.1659 9.1464

Table 5.5: Optimal costs of Example 4 when α1 = α2 = 1.

We now solve Example 4 when α1 = 0.7, α2 = 0.8 using the uniform mesh with
N = 1200. The computed optimal value of F is 6.9390 and the computed optimal x1, x2

and u are shown in Figures 5.11. From this example we see that the fractional optimal
control can achieve a better optimal solution than its integer counterpart. In fact, this
phenomenon is true for all of our examples in this section.
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Figure 5.9: Optimal x1, x2 and u1, u2 for Example 3 with α1 = 0.2, α2 = 0.3

6 Conclusion

In this paper, we presented a numerical method for solving nonlinear fractional optimal
control problems with multiple states and controls. We first devised a novel 2nd-order
numerical integration technique for the fractional dynamical system using a set of ju-
diciously chosen quadrature points. Based on this numerical integration technique, we
then proposed a scheme for the discretization of the continuous fractional optimal con-
trol problem. A formula for calculating the gradient of the discretized cost function with
respect to the decision variables has been derived and a gradient-based algorithm has
been proposed for finding an optimal solution to the discretized optimal control problem.
Numerical experiments on several non-trivial fractional optimal control problems have
been conducted and numerical results from these experiments show that our method is
accurate and robust with respect to the orders of the fractional systems. The numerical
results also show that the method is able to solve real-world fractional optimal control
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Figure 5.10: Optimal values of x1, x2 and u for Example 4 with α1 = α2 = 1

problems with multiple states and controls.
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Abstract. In this paper we propose an efficient and easy-to-implement nu-

merical method for an α-th order Ordinary Differential Equation (ODE) when

α ∈ (0, 1), based on a one-point quadrature rule. The quadrature point in each
sub-interval of a given partition with mesh size h is chosen judiciously so that

the degree of accuracy of the quadrature rule is 2 in the presence of the singu-

lar integral kernel. The resulting time-stepping method can be regarded as the
counterpart for fractional ODEs of the well-known mid-point method for 1st-

order ODEs. We show that the global error in a numerical solution generated

by this method is of the order O(h2), independently of α. Numerical results
are presented to demonstrate that the computed rates of convergence match

the theoretical one very well and that our method is much more accurate than
a well-known one-step method when α is small.

1. Introduction. Modelling and optimal control of many practical systems in engi-
neering, science and economics traditionally involve Ordinary Differential Equation
(ODE) systems of integer orders [2, 24, 25, 27, 28, 29, 30]. While integer order ODE
systems are adequate for capturing the evolution of most standard phenomena, it
has been shown over the last two decades that many complex systems in solid me-
chanics, viscoelastics, gas diffusion and heat conduction in porous media, signal
and image processing, bio-engineering, biology, economics and financial engineer-
ing are better modelled by systems with fractional or non-integer-order differential
equations (cf., for example, [3, 4, 5, 6, 7, 8, 22, 23, 26]). In particular, complex
phenomena involving memory effects can be modelled more appropriately and ac-
curately by fractional dynamical systems than by classical (integer) ones. As it
is very rare that a system of practical significance can be solved analytically, one
needs to be able to solve the system numerically. Clearly, an accurate and compu-
tationally efficient numerical scheme is crucial for solving fractional ODEs. This is
particularly true when solving an optimal control problem involving such a system
as an iterative computational procedure for computing the optimal control requires
the solving the system repeatedly.
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We consider the following fractional initial value problem:

0D
α
t x(t) = f(t, x(t)), t ∈ (0, T ], (1)

x(0) = x0, (2)

where x0 and T are positive constants. f is a known function and 0D
α
t x(t) denotes

the following Captuto’s αth-order derivative of x(t) in (0, T ] with α ∈ (0, 1):

0D
α
t x(t) =

1

Γ(1− α)

∫ t

0

x′(τ)

(t− τ)α
dτ.

In the above Γ(·) denotes the Gamma function. Higher-order fractional initial value
problems can be transformed into a system of fractional initial value problems of
the form (1)-(2) and any efficient numerical method developed for (1)–(2) can be
extended to a vector-valued initial value problem. There is also another repre-
sentation of the αth-derivative called the Riemann-Liouville fractional derivative.
However, initial value problems involving the Riemann-Liouville fractional deriv-
ative can be readily transformed into (1)–(2) as demonstrated in [10, 14]. It has
been proven [10, 14, 16] that solving (1)-(2) is equivalent to solving the following
Volterra integral equation:

x(t) = x0 +
1

Γ(α)

∫ t

0

(t− τ)α−1f(τ, x(τ)) dτ, α ∈ (0, 1). (3)

In the open literature, there are four main numerical methods for solving (3): Eu-
ler’s method [20], an Adams type predictor-corrector method [11, 12, 13, 19, 20], the
p-th order method [20, 21] and the block by block method [1, 15, 17]. Euler’s method
is simple, but the convergence order is only O(hα), where h denotes the mesh size of
a uniform partition of (0, T ). The Adams type predictor-corrector method was first
proposed by Diethelem et al. [11]. They showed that the convergence order of this
method is O(h1+α). Based on the work of Diethelem et al., Deng and Li [9] have
developed another improved predictor-corrector method. They proved that the or-
der of convergence of the improved version is O(hmin(1+2α,2)). Both of the schemes
in [9] and [11] are single step methods. The p-th order and block-by-block methods
have convergence rates of orders O(h3) and O(h3+α), respectively. However, these
methods are linear multiple step methods and thus computationally much more
expensive than single step methods. Therefore, a question that arises is whether
it is possible to design a single step method for (3) with an upper error bound
better than O(hmin(1+2α,2)) when α < 0.5. In the integer case that α = 1, the
mid-point one step method has an upper error bound of order O(h2). This method
takes advantage of the property that the mid-point quadrature rule yields a ‘super-
convergence’ point for numerical integration, i.e., the mid-point is the only one in
an interval which gives the exact numerical integral when the integrand is a linear
polynomial. Clearly, this super-convergence property of the mid-point quadrature
rule does not hold true for integrals of the type (3), because the kernel becomes
singular when τ approaches t. Thus, the question of what is the counterpart of the
classical implicit mid-point numerical integration method for (3) arises.

In this work, we design a one-step numerical method for (3) which is easy to im-
plement, computationally inexpensive, and results in a global error of order O(h2)
for any α ∈ (0, 1). This method can be regarded as the counterpart for frac-
tional ODEs of the implicit mid-point numerical integration method for first-order
ODEs. In this method, we choose a numerical quadrature point in each of the sub-
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intervals of a given partition judiciously so that the local approximation error is of a
higher order than that from the conventional one-point quadrature rule. This is the
counterpart of the mid-point quadrature rule in conventional numerical integration.
Based on this special numerical quadrature rule, we develop a one-step numerical
integration method for (3) and prove that the global error in the numerical solutions
generated by this method is of order O(h2).

The rest of the paper is organized as the follows. In Section 2, we propose an
approximation of (3) based on a Taylor expansion. An error analysis of the approx-
imation is also presented. In Section 3, we propose an algorithm for implementing
the approximate equation and analyse its convergence. In Section 4 we apply our
method to several factional ODEs with known exact solutions to confirm the theo-
retical error estimate and demonstrate the superiority of our method over some of
the existing ones. Section 5 concludes the paper.

2. Approximation. For a given positive integer N , we first divide (0, T ] into N
sub-intervals with mesh points ti = ih for i = 0, 1, . . . , N, where h = T/N . Thus,
(3) can be written as follows.

x(ti) = x0 +
1

Γ(α)

∫ ti

0

(ti − τ)α−1f(τ, x(τ)) dτ

= x0 +
1

Γ(α)

∫ ih

0

(ih− τ)α−1f(τ, x(τ)) dτ

= x0 +
1

Γ(α)

i∑
j=1

∫ jh

(j−1)h

(ih− τ)α−1f(τ, x(τ))dτ. (4)

We now consider approximation of the integral on right hand side of (4). Assume
that f(t, x(t)) is twice continuously differentiable with respect to both t and x. For
j = 1, 2, . . . , i, we apply Taylor’s theorem to f(τ, x(τ)) at τij to get

f(τ, x(τ)) = f(τij , x(τij)) +Kij(τ − τij) + cij(τ − τij)2, (5)

where cij a constant representing the 2nd derivative of f at a point between τij and
τ and

Kij = fτ (τij , x(τij)) + fx(τij , x(τij))x
′
τ (τij).

Therefore, replacing f(τ, x(τ)) in the integrand of the last term in (4) with the RHS
of (5), we have, for any j = 1, ..., i,

1

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1f(τ, x(τ))dτ

=
1

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1[f(τij , x(τij)) +Kij(τ − τij)]dτ +Rij

=
1

Γ(α)
f(τij , x(τij))

[
(ih− (j − 1)h)α

α
− (ih− jh)α

α

]
+

Kij

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1(τ − τij) dτ +Rij

=
hα

Γ(α+ 1)
f(τij , x(τij))[(i− j + 1)α − (i− j)α]
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+
Kij

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1(τ − τij)dτ +Rij , (6)

where Rij =
1

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1cij(τ − τij)2dτ .

We now consider the choice of τij . From (6) it is clear that τij should be chosen
such that the second term becomes zero so that the truncation error in (6) is just
Rij . The choice of τij is given in the following theorem.

Theorem 2.1. For any given i = 1, 2, . . . , N and j = 1, 2 . . . , i, the unique solution
to ∫ jh

(j−1)h

(ih− τ)α−1(τ − τij)dτ = 0 (7)

is given by

τij = h
[(i− j + 1)α+1 − (i− j)α+1] + (α+ 1)[(i− j + 1)α(j − 1)− (i− j)αj]

(α+ 1)[(i− j + 1)α − (i− j)α]
.

(8)
Furthermore, (j − 1)h < τij < jh.

Proof. We first integrate the LHS of (7) using integration by parts as follows.∫ jh

(j−1)h

(ih− τ)α−1(τ − τij)dτ = − (ih− τ)α

α
(τ − τij)

∣∣∣∣jh
(j−1)h

− (ih− τ)α+1

α(α+ 1)

∣∣∣∣jh
(j−1)h

=− [(i− j)αj − (i− j + 1)α(j − 1)]hα+1

α

− [(i− j + 1)α − (i− j)α]hα

α
τij

+
(i− j + 1)α+1 − (i− j)α+1

α(α+ 1)
hα+1

=0.

From the above, we have

[(i− j + 1)α − (i− j)α]τij

=
(i− j + 1)α+1 − (i− j)α+1

α+ 1
h+ [(i− j + 1)α(j − 1)− (i− j)αj]h.

Solving this for τij , we get (8).
We now show that (j − 1)h < τij < jh. From (8),
τij
h
−j

=
[(i− j + 1)α+1 − (i− j)α+1] + (α+ 1)[(i− j + 1)α(j − 1)− (i− j)αj]

(α+ 1)[(i− j + 1)α − (i− j)α]
−j

=
[(i− j + 1)α+1 − (i− j)α+1] + (α+ 1)[(i− j + 1)α(j − 1)− (i− j)αj]

(α+ 1)[(i− j + 1)α − (i− j)α]

− (α+ 1)j[(i− j + 1)α − (i− j)α]

(α+ 1)[(i− j + 1)α − (i− j)α]
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=
(i− j + 1)α+1 − (i− j)α+1 − (α+ 1)(i− j + 1)α

(α+ 1)[(i− j + 1)α − (i− j)α]
.

To prove τij − jh < 0, we only need to show that

(i− j + 1)α+1 − (i− j)α+1 − (α+ 1)(i− j + 1)α < 0.

Using the mean value theorem, we have

(i− j+1)α+1− (i− j)α+1− (α+1)(i− j+1)α = (α+1)ξα− (α+1)(i− j+1)α < 0,

since ξ ∈ (i − j, i − j + 1). Thus, we conclude that τij − jh < 0. In a similar way,
we can prove that τij − (j − 1)h > 0.

Combining Theorem 2.1 and (4), we have the following representation for x(ti).

x(ti) = x0 +
hα

Γ(α+ 1)

i∑
j=1

f(τij , x(τij))[(i− j + 1)α − (i− j)α] +Ri (9)

for i = 1, 2, . . . , N , where τij is given in (8) for j = 1, 2, . . . , i and Ri =
∑i
j=1Rij .

Omitting the remainder Ri in (9), we have an equation approximating (4) which has
the truncation error Ri. An upper bound for Ri is given in the following theorem.

Theorem 2.2. Suppose that f(t, x(t)) is twice continuously differentiable in t and
x. Then, for any i = 1, 2, .., N , the following estimate holds:

|Ri| ≤ Ch2, (10)

where C denotes a positive constant independent of h and α.

Proof. For j = 1, 2, . . . , i, from the definition of Ri and Theorem 2.1 we have

|Rij | =

∣∣∣∣∣ cijΓ(α)

∫ jh

(j−1)h

(ih− τ)α−1(τ − τij)2dτ

∣∣∣∣∣
≤ |cij |h2

Γ(α)

∫ jh

(j−1)h

(ih− τ)α−1dτ

=
|cij |h2

Γ(α)

{
[(i− j + 1)h]α

α
− [(i− j)h]α

α

}
.

Since f is twice continuously differentiable, cij is bounded on [0, T ]. Let c =
maxi(max1≤j≤i |cij |). Then, from the definition of Ri and the above estimate,
we have

|Ri| ≤
i∑

j=1

|Rij |

≤ ch2

Γ(α)

i∑
j=1

{
[(i− j + 1)h]α

α
− [(i− j)h]α

α

}

=
ch2

Γ(α)

(ih)α

α

≤ ch2

Γ(α)

Tα

α

= C1h
2,
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where C1 = c
Γ(α)

Tα

α = c
Γ(1+α)T

α. Since α ∈ (0, 1), from [18] we have 2α−1 ≤
Γ(1 + α) ≤ 1. Also, it is obvious that Tα < max{1, T} for α ∈ (0, 1). Therefore,
from the above estimates we see that (10) holds true for a C independent of both
h and α. Thus, we have proved the theorem.

From (9) it is clear that to compute x(ti), we need to calculate f(τij , x(τij)), j =
1, 2, . . . , i. However, x(τij), j = 1, . . . , i, are not available directly from the scheme,
although the τij are known. Thus, approximations for x(τij), j = 1, . . . , i, need to
be determined. In the next section, we propose a single step numerical scheme for
implementing (9) when the remainder Ri is omitted.

3. Algorithm and convergence. In this section, we propose an explicit time-
stepping algorithm for approximating the solution of (9) when Ri is omitted, based
on the linearization of the nonlinear term in x(ti) in (9).

For any indices i and j satisfying 1 ≤ j ≤ i ≤ N , since τij ∈ (tj−1, tj) by Theorem
2.1, we use the following linear interpolation to approximate x(τij):

x(τij) = x(tj−1) + ρij(x(tj)− x(tj−1)) +O(h2), (11)

where

ρij :=
τij − tj−1

h
∈ (0, 1). (12)

Then, we approximate f(τij , x(τij)) as follows.

f(τij , x(τij)) = f (τij , x(tj−1) + ρij(x(tj)− x(tj−1))) +O(h2) (13)

for 1 ≤ j ≤ i ≤ N . Clearly, if we replace f(τij , x(τij)) in (9) with the above expres-
sion and omit the truncation error terms of order O(h2), we define the following
single step time-stepping scheme for (3):

xi = x0 + hα

i∑
j=1

f (τij , xj−1 + ρij(xj − xj−1)) [(i− j + 1)α − (i− j)α]

= x0 + hαgi(x0, x1, ..., xi−1) + hαf(τii, xi−1 + ρii(xi − xi−1)) (14)

for i = 1, 2, . . . , N , where τij is defined by (8) and

hα = hα/Γ(1 + α), (15)

gi(x0, x1,..., xi−1)

=


0, i = 1,
i−1∑
j=1

f (τij , xj−1 + ρij(xj − xj−1)) [(i− j + 1)α − (i− j)α], i > 1.

(16)

The above scheme is implicit as the last term on the RHS of (14) contains a
nonlinear function of xi. We can use an iterative method such as the conventional
Newton’s method to solve (14) which is usually computationally more expensive
than the predictor-corrector process. However, for this case, we may define an
explicit single step scheme by further approximating the last term in (14) by the
following truncated Taylor’s expansion:

f(τii, xi−1 +ρii(xi−xi−1)) = f(τii, xi−1)+fx(τii, xi−1)ρii(xi−xi−1)+O(h2). (17)

Combining (14) and (17), we propose the following explicit one-step algorithm for
(3).
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Algorithm A:

1. For a given positive integer N , let ti = ih for i = 0, 1, ..., N , where h = T/N .
2. For i = 1, 2, . . . , N , compute

xi =
x0 + hαgi(x0, x1, ..., xi−1) + hα

(
f(τii, xi−1)− ρiifx(τii, xi−1)xi−1

)
1− hαρiifx(τii, xi−1)

, (18)

where τij , ρij , hα and gi(x0, ..., xi−1) are defined in (8), (12), (15) and (16),
respectively.

As can be seen later, Algorithm A provides an efficient and stable 2nd-order
method for (3). Strictly speaking, Algorithm A is a multiple step method. This is
because the fractional derivative is a global operator and thus all xj , j < i are needed
in order to evaluate xi in Algorithm A. However, since the last two terms in the
numerator on the RHS of (18) only involve xi−1, we still call it a one-step method.
Also, unlike the case of the explicit mid-point method for first-order ODEs, it is
generally very hard to construct a one-step explicit or predictor-correct method
based on (9). This is because construction of such a scheme usually requires a
fractional Taylor expansion which typically has a truncation error of order O(hnα)
for some positive integer n. Clearly, nα→ 0 as α approaches 0.

Using linear interpolation theory and Taylor’s theorem, we are able to prove that,
for any i = 1, 2, . . . , N , xi generated by Algorithm A converges to x(ti) at the rate
O(h2) when h→ 0+. This is formalized in the following theorem.

Theorem 3.1. Let x(t) be the exact solution of (3)/(4). If f(t, x) is twice con-
tinuously differentiable in t and x, then there exists an h̄ > 0 such that hα < h̄
implies

|x(ti)− xi| ≤ Ch2, i = 1, 2, . . . , N, (19)

where {xi} is the sequence generated by Algorithm A, C is a positive constant,
independent of h and α, and hα is defined in (15).

Proof. In what follows, we let C denote a generic positive constant, independent of
h. We now prove this theorem by mathematical induction. Firstly, we show that
(19) holds for i = 1.

By (9), we have

x(t1) = x0 + hαf(τ11, x(τ11)) +R1.

Furthermore, from (11) and (13), we have

x(t1) = x0 + hαf(τ11, x0 + ρ11(x(t1)− x0) +O(h2) +R1

= x0 + hα{f(τ11, x0) + fx(τ11, x0)[ρ11(x(t1)− x0) +O(h2)] +O(h2)}+R1

= x0 + hα [f(τ11, x0)− fx(τ11, x0)ρ11x0] + hαfx(τ11, x0)ρ11x(t1) +O(h2)

+R1,

where ρ11 is defined in (12). Solving this equation for x(t1) and using (18) with
i = 1 we have

x(t1) =
x0 + hα [f(τ11, x0)− fx(τ11, x0)ρ11x0] +O(h2) +R1

1− hαfx(τ11, x0)ρ11

= x1 +
O(h2) +R1

1− hαfx(τ11, x0)ρ11
.
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Therefore, using (10), the previous equation yields the inequality

|x(t1)− x1| ≤
Ch2

|1− hαfx(τ11, x0)ρ11|
. (20)

Note ρ11 ∈ (0, 1) by (12) and hα > 0. So, if fx(τ11, x0) ≤ 0, from (20) we see
that (19) is satisfied for i = 1. However, when fx(τ11, x0) > 0, we need to choose
an upper bound for hα so that the denominator of (20) is bounded below by a
positive constant. Clearly, for a given constant σ ∈ (0, 1), if we choose h̄1 :=

1−σ
max{ρ11fx(τ11,x0),1} , then (19) is satisfied for i = 1, when hα ≤ h̄1. To be more

general, we choose

h̄ :=
1− σ

max{max1≤i≤N ρiifx(τii, xi−1), 1}
, (21)

and when hα ≤ h̄, (19) is satisfied for i = 1.
We now consider the case of i ≥ 2. Assume that

max
1≤j≤i−1

|x(tj)− xj | ≤ Ch2 (22)

when hα ≤ h̄. We now show that max
1≤j≤i

|x(tj)− xj | ≤ Ch2, or equivalently, |x(ti)−

xi| ≤ Ch2.
Using (13) and (17), we have, from (9) and (10)

x(ti)

=x0 + hα

i∑
j=1

{[
f(τij , x(tj−1) + ρij(x(tj)− x(tj−1)) +O(h2))

]
×[(i− j + 1)α − (i− j)α]}+Ri

=x0

+ hα

i−1∑
j=1

f(τij , x(tj−1) + ρij(x(tj)− x(tj−1)) +O(h2))[(i− j + 1)α − (i− j)α]

+ hα [f(τii, x(ti−1)) + fx(τii, x(ti−1))ρii(x(ti)− x(ti−1))] +O(h2) +Ri

=x0 +Ai−1 +Bi +O(h2). (23)

where

Ai−1 =hα

i−1∑
j=1

f(τij , x(tj−1) + ρij(x(tj)− x(tj−1))

+O(h2))[(i− j + 1)α − (i− j)α], (24)

Bi =hα[f(τii, x(ti−1)) + fx(τii, x(ti−1))ρii(x(ti)− x(ti−1))]. (25)

Note that (18) can be re-written in the following form.

xi = x0 + hα

i−1∑
j=1

f(τij , xj−1 + ρij(xj − xj−1))[(i− j + 1)α − (i− j)α]

+hα[f(τii, xi−1) + fx(τii, xi−1)ρii(xi − xi−1)]

= x0 + Ãi−1 + B̃i, (26)
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where

Ãi−1 = hα

i−1∑
j=1

f(τij , xj−1 + ρij(xj − xj−1)[(i− j + 1)α − (i− j)α], (27)

B̃i = hα [f(τii, xi−1) + fx(τii, xi−1)ρii(xi − xi−1)] . (28)

Subtracting (26) from (23) gives

x(ti)− xi = (Ai−1 − Ãi−1) + (Bi − B̃i) +O(h2). (29)

Let us first estimate Bi − B̃i. From (25) and (28), we have

Bi − B̃i = [hα[f(τii, x(ti−1)) + fx(τii, x(ti−1))ρii(x(ti)− x(ti−1))]

− hα[f(τii, xi−1) + fx(τii, xi−1)ρii(xi − xi−1)]]

=hα[f(τii, x(ti−1))− f(τii, xi−1)]

+ hαρii[fx(τii, x(ti−1))x(ti)− fx(τii, xi−1)xi]

− hαρii[fx(τii, x(ti−1))x(ti−1)− fx(τii, xi−1)xi−1]. (30)

Note that f is twice continuously differentiable. Using a Taylor expansion, we get

fx(τii, x(ti−1)) = fx(τii, xi−1) + ri, (31)

where

ri = fxx(τii, ξ)(x(ti−1)− xi−1)

with ξ being a point between x(ti−1) and xi−1. Since |x(ti−1) − xi−1| ≤ Ch2 by
Assumption (22), we have

ri = fxx(τii, ξ) · O(h2) = O(h2).

Similarly, we have

f(τii, x(ti−1))− f(τii, xi−1) = O(h2).

Using (31) and the above estimate we have, from (30),

Bi − B̃i =hαO(h2) + hαρii[fx(τii, xi−1)(x(ti)− xi) + x(ti)ri]

− hαρii[fx(τii, xi−1)(x(ti−1))− xi−1) + x(ti−1)ri]

=hαρiifx(τii, xi−1)[x(ti)− xi] + hαρiifx(τii, xi−1)[xi−1 − x(ti−1)]

+O(h2+α)

=hαρiifx(τii, xi−1)[x(ti)− xi] +O(h2+α),

since hα = hα/Γ(1 + α) and |xi−1 − x(ti−1)| ≤ Ch2 from Assumption (22). Thus,
from the above expression and (29), we get

x(ti)− xi =(Ai−1 − Ãi−1) + hαρiifx(τii, xi−1)[x(ti)− (xi)] +O(h2).

This implies

x(ti)− xi =
(Ai−1 − Ãi−1) +O(h2)

1− hαρiifx(τii, xi−1)
,

and so

|x(ti)− xi| ≤
|Ai−1 − Ãi−1|

|1− hαρiifx(τii, xi−1)|
+

O(h2)

|1− hαρiifx(τii, xi−1)|
(32)

To estimate |x(ti) − xi|, we need to estimate |Ai−1 − Ãi−1|. To simplify our
notation, we let xij = xj−1 + ρij(xj − xj−1). We also use either the RHS or LHS
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of (11) to represent the point x(τij). From the definitions of Ai−1 and Ãi−1 in (24)
and (27), respectively, and using (11), we have

|Ai−1 − Ãi−1| =hα

∣∣∣∣∣∣
i−1∑
j=1

[f(τij , x(τij))− f(τij , xij)][(i− j + 1)α − (i− j)α]

∣∣∣∣∣∣
≤hα

i−1∑
j=1

|[f(τij , x(τij))− f(τij , xij)][(i− j + 1)α − (i− j)α]|

=hα

i−1∑
j=1

|f(τij , x(τij))− f(τij , xij)| [(i− j + 1)α − (i− j)α], (33)

since zα is an increasing function of z for α ∈ (0, 1). Because f is twice continuously
differentiable, we have (recall that C is a generic positive constant, independent of
h)

|f(τij , x(τij))− f(τij , xij)| ≤C|x(τij)− xij |

=C
∣∣∣[x(tj−1) + ρij(x(tj)− x(tj−1)) +O(h2)]

− [xj−1 + ρij(xj − xj−1)]
∣∣∣

=C
∣∣∣[x(tj−1)− xj−1] + ρij [x(tj)− xj)]

+ ρij(xj−1 − x(tj−1)]
∣∣∣+O(h2)

≤C (|x(tj−1)− xj−1|+ |x(tj)− xj)|+ |x(tj−1)− xj−1|)
+O(h2),

since ρij ∈ (0, 1). In the above we have used (11). Thus, from Assumption (22), we
have

|f(τij , x(τij))− f(τij , xτij )| ≤ Ch2.

Replacing |f(τij , x(τij))− f(τij , xτij )| in (33) with the above upper bound, we have

|Ai−1 − Ãi−1| ≤ hαCh
2
i−1∑
j=1

[(i− j + 1)α − (i− j)α]

=
hα

Γ(α+ 1)
Ch2(iα − 1)

≤ hα

Γ(α+ 1)
Ch2Nα

=
C

Γ(α+ 1)
h2(hN)α

=
C

Γ(α+ 1)
h2Tα

≤ Ch2.

Combining the above error bound with (32), we have

|x(ti)− xi| ≤
Ch2

|1− hαρiifx(τii, xi−1)|
.
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Therefore, when hα ≤ h̄, where h̄ is defined in (21), we have

|x(ti)− xi| ≤
Ch2

|1− hαρiifx(τii, xi−1)|
≤ Ch2

σ

for a given σ > 0.
Careful readers may have noticed the positive constant C used in the above

proof is independent of h, but a function of Tα/Γ(1 + α). However, in the proof
of Theorem 2.2 we have shown that Tα/Γ(1 + α) is bounded above by a positive
constant, independent of α. Thus, we have proved the theorem.

We comment that in the above theorem we have established an upper error
bound of order O(h2) for the numerical approximation to (1)–(2) generated by
our proposed single-step Algorithm A, while all of the existing single-step methods
proposed in [9, 11, 12, 13, 19, 20] have the drawback that their rates of convergence
approach O(h) as α decreases.

We also comment that Algorithm A is a linearized form of our implicit method
(14). This linearization does not affect the O(h2)-order rate of convergence of (14).
In other words, our explicit method represented in Algorithm A performs only one
Newton iteration for (14) as performing more Newton iterations will not increase
the accuracy of the numerical method due to the discretization errors.

4. Numerical Results. In this section, we solve two examples using our proposed
method.
Example 1. Consider the following fractional differential equation

0D
α
t x(t) =

Γ(5)

Γ(5− α)
t4−α − x(t) + t4, t ∈ (0, 1],

x(0) = 0.

The exact solution is

x(t) = t4.

This test problem is taken from [9] and it is solved by Algorithm A for various
values of α and mesh sizes h. The computed errors Ehk = max1≤i≤1/hk |xi − x(ti)|
for hk = 1/(2k × 10), k = 0, 1, ..., 6 and the chosen values of α are listed in Table 1.
To estimate the rates of convergence, we calculate log2(Ehk/Ehk+1

) for k = 0, 1, ..., 5
and the computed rates of convergence are also listed in Table 1. From the table
we see that the computed rates of convergence are very close to the theoretical one
in Theorem 3.1. In Table 1, we also compare our results with those obtained by the
method in [9]. The latter method is a single-step predictor-corrector method with
a theoretical rate of convergence of order O(hmin(1+2α,2)). The rates of convergence
of our method are much higher than those of the method in [9] for α = 0.1. From
the table we also see that the absolute errors from our method are much smaller
than those in [9] unless α is close to 1 in which case classic methods apply. Clearly,
our proposed method is superior to that in [9]. In addition, one can expect that
a predictor-corrector method should be computationally more expensive than our
method.

From Table 1 we see that when α is close to zero, the computed rate of con-
vergence is slight worse than O(h2). This may be because the constant C in (19)
contains the term 1/Γ(1 + α), as noted in the previous section. However, when h
decreases, the rate of convergence of our method increases.
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Table 1. Maximum Errors and Convergence Rates for Example 1.

h
Our results Results from [9] Our results Results from [9]

α=0.1 Order α=0.1 Order α=0.3 Order α=0.3 Order
1/10 4.06e-3 - 0.364 - 7.67e-3 - - -
1/20 1.11e-3 1.86 0.170 1.10 2.00e-3 1.94 - -
1/40 3.02e-4 1.89 7.13e-2 1.26 5.17 e-4 1.95 - -
1/80 8.08e-5 1.90 2.88e-2 1.31 1.32e-4 1.97 - -
1/160 2.14e-5 1.92 1.15e-2 1.32 3.37e-5 1.97 - -
1/320 5.65e-6 1.93 4.64e-3 1.31 8.55e-6 1.98 - -
1/640 1.47e-6 1.93 1.88e-3 1.30 2.16e-6 1.98 - -
1/1280 3.84e-7 1.94 - - 5.46e-7 1.99 - -

h
Our results Results from [9] Our results Results from [9]

α=0.5 Order α=0.5 Order α=0.9 Order α=0.9 Order
1/10 8.49e-3 - 0.0355 - 7.88e-3 - 0.0107 -
1/20 2.16e-3 1.98 0.00879 2.01 1.97e-3 2.00 0.00231 2.21
1/40 5.43e-4 1.99 2.16e-3 2.03 4.93e-4 2.00 5.21e-4 2.15
1/80 1.37e-4 1.99 5.31e-4 2.02 1.23e-4 2.00 1.22e-4 2.09
1/160 3.43e-5 2.00 1.31e-4 2.02 3.08e-5 2.00 2.94e-5 2.06
1/320 8.58e-6 2.00 3.24e-5 2.02 7.70e-6 2.00 7.18e-6 2.03
1/640 2.15e-6 2.00 8.03e-6 2.01 1.92e-6 2.00 1.77e-6 2.01
1/1280 5.38e-7 2.00 - - 4.81e-7 2.00 - -

Example 2. Consider the following fractional differential equation

0D
α
t x(t) =

Γ(4 + α)

6
t3 + t3+α − x(t), t ∈ (0, 1],

x(0) = 0.

The exact solution is x(t) = t3+α. This example is from [1] and it is solved using
Algorithm A for various values of h and α. The computed errors and rates of
convergence are listed in Table 2 from which we see that the computed rates of
convergence are close to the theoretical one in Theorem 3.1.

Table 2. Maximum Errors and Convergence Rates for Example 2.

h α=0.1 Order α=0.3 Order α=0.5 Order α=0.9 Order

1/10 2.37e-3 - 5.08e-3 - 6.40e-3 - 7.50e-3 -
1/20 6.45e-4 1.88 1.31e-3 1.95 1.62e-3 1.98 1.88e-3 2.00
1/40 1.73e-4 1.90 3.39e-4 1.96 4.08e-4 1.99 4.69e-4 2.00
1/80 4.60e-5 1.91 8.65e-5 1.97 1.03e-4 1.99 1.17e-4 2.00
1/160 1.21e-5 1.92 2.20e-5 1.98 2.57e-5 2.00 2.93e-5 2.00
1/320 3.18e-6 1.93 5.58e-6 1.98 6.44e-6 2.00 7.32e-6 2.00
1/640 8.30e-7 1.94 1.41e-6 1.98 1.61e-6 2.00 1.83e-6 2.00
1/1280 2.15e-7 1.95 3.55e-7 1.99 4.04e-7 2.00 4.57e-7 2.00

Example 3. Consider the following fractional differential equation

0D
α
t x(t) =

Γ(4 + α)

6
t3 + t4(3+α) − x4(t), t ∈ (0, 1],
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x(0) = 0.

The exact solution is also x(t) = t3+α. Note that the RHS of the above equation is
nonlinear in both t and x. This example is solved using Algorithm A for various
values of h and α and the computed errors and rates of convergence are listed in
Table 3. From the table we see that the computed order of convergence is greater
than 2 when α is small.

Table 3. Maximum Errors and Convergence Rates for Example 3.

h α=0.1 Order α=0.3 Order α=0.5 Order α=0.9 Order

1/10 6.19e-2 - 4.27e-2 - 2.56e-2 - 3.70e-3 -
1/20 1.69e-2 1.87 1.03e-2 2.05 5.70e-3 2.17 6.90e-4 2.42
1/40 4.42e-3 1.93 2.368e-3 2.13 1.10e-3 2.37 1.88e-4 1.88
1/80 1.10e-3 2.00 5.055e-4 2.23 1.85e-4 2.57 5.92e-5 1.67
1/160 2.65e-4 2.05 1.025e-4 2.30 2.63e-5 2.82 2.11e-5 1.49
1/320 6.26e-5 2.08 2.00e-5 2.36 2.63e-6 3.32 6.19e-6 1.77
1/640 1.46e-5 2.10 3.77e-6 2.41 5.30e-7 2.31 1.68e-6 1.88
1/1280 3.41e-6 2.10 6.86e-7 2.46 1.55e-7 1.77 4.37e-7 1.94

To summarise, from Tables 1–3 we see that, although computed convergence rates
fluctuate for different values of α and h, when hα is small enough, the convergence
order is 2 confirming our theoretical analysis. This can also be seen from the last
row of each of the tables corresponding to h = 1/1280. All the errors are of the
magnitude h2 ≈ 6 × 10−7. To check the robustness of our method in α, we have
also solved Example 3 for α = 10−i, i = 1, ..., 8 and the computed results show
that the orders of convergence are roughly 2, particularly when h is small. The
robustness of our method may provide an effective way for solving problems with
algebraic constraints, or differential algebraic equations. We will discuss this in a
future paper.

5. Conclusion. In this paper, we proposed a new numerical method based on Tay-
lor’s theorem and linear interpolation for solving fractional differential equations.
The proposed method is simple and easy to use. We have proved that the con-
vergence order of the method is 2. The numerical results confirm our theoretical
analysis.
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from the US Air Force.
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Abstract. We develop a finite difference method (FDM) for a 2D frac-
tional Black-Scholes equation arising in the optimal control problem of
pricing European options on two assets under two independent geometric
Lévy processes. We establish the convergence of the method by showing
that the FDM is consistent, stable and monotone. We also show that
the truncation error of the FDM is of 2nd order. Numerical experiments
demonstrate that the method produces financially meaningful results
when used for solving practical problems.

1 Introduction

In this paper we propose a 2nd-order numerical scheme for a 2D fractional Black-
Scholes (fBS) equation arising in pricing options with two underlying assets [2],
based the schemes in [4] for a 1D fBS equation. We prove that the developed
discretization method is consistent, stable and monotone, and thus the solu-
tion generated by the numerical method converges to the exact one. Numerical
experiments have been performed to demonstrate the order of convergence and
usefulness of the scheme.

It is shown in [2] that the value of an option whose underlying asset price
follows a geometric Lévy process is governed by a 1D fBS equation. Under the
same assumptions, it is easy to show that the value U of a two-asset option (eg.
Rainbow or Basket Option) which is written on two stocks whose prices S1 and
S2 following two independent geometric Lévy processes (with zero correlation
coefficient) is determined by the following 2D fBS equation:

LU := −Ut + a1Ux + a2Uy − b1[−∞Dα
x U ] − b2[−∞Dβ

y U ] + rU = 0 (1a)

for (x, y, t) ∈ R
2 × [0, T ), where x = ln S1, y = ln S2, −∞Dα

x U and −∞Dβ
y U

denote respectively the α-th and β-th derivatives of U in x and y for α, β ∈
(1, 2), T > 0 is the terminal time, r ≥ 0 is the risk-free rate, σ > 0 is the
volatility of the underlying asset prices, and a1 = −r− 1

2σα sec
(

απ
2

)
, b1 = a1+r,

a2 = −r − 1
2σβ sec

(
βπ
2

)
, and b2 = a2 + r. In computation, the domain R

2 has
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to be truncated into Ω = (xmin, xmax) × (ymin, ymax) satisfying xmin, ymin < 0
and xmax, ymax > 0. We impose the following boundary and initial conditions

U(x, y, t) = U0(x, y, t), (x, y) ∈ ∂Ω, U(x, y, T ) = U∗(x, y), (1b)

where U0 and U∗, satisfying U0(x, y, T ) = U∗(x, y) for (x, y) ∈ ∂Ω, are known
functions depending on the types of option and the strike prices K of the
options. Using the aforementioned logarithmic forms, it is easy to show that
limx→−∞ Ux = 0 and limy→−∞ Uy = 0 [4]. Thus, when xmin and ymin are suffi-
ciently small, the fractional derivatives in (1a) become, up to a truncation error,
the following Caputo’s type

(xminD
α
x ,ymin Dβ

y )�V =
(∫ x

xmin

Vxx(ξ, y, t)
Γα · (x − ξ)α−1

dξ,

∫ y

ymin

Vyy(x, ξ, t)
Γβ · (y − ξ)β−1

dξ

)�
,

where Γu = 1/Γ (2 − u). In what following we will omit the subscripts xmin and
ymin in the above derivative representations. Also, for any ζ = (ζ1, ζ2) ∈ (0, 1]2,
we use ∇ζU =

(
Dζ1

x U,Dζ2
y U
)� to denote the ζ-th order gradient operator, where

the fractional derivatives are of the Caputo type.

2 Solvability

We first reformulate (1a)–(1b) as a variational problem, and then show that the
variational problem has a unique solution. Before starting this discussion, we
introduce some function spaces. For any ζ = (ζ1, ζ2) and ζ1, ζ2 ∈ (0, 1], we let
Hζ(Ω) :=

{
v : v,∇ζv ∈ (L2(Ω))2

}
. Define | · |ζ and ‖ · ‖ζ by |v|2ζ = ‖∇ζv‖2L2(Ω)

and ‖u‖2ζ = ‖u‖2L2(Ω) + |u|2ζ . Then it is easy to show that | · |ζ and ‖ · ‖ζ are semi-
norm and norm on Hζ(Ω) respectively. It has been shown in [7], that Hζ(Ω)
equipped with ‖ ·‖ζ is a Sobolev space. We also define the Sobolev space of func-
tions the homogeneous boundary trace by Hζ

0 (Ω) =
{
v : v ∈ Hζ(Ω), v|∂Ω = 0

}
.

Without loss of generality, we assume that U0 defined in (1b) satisfies U0 ∈
Hγ(Ω), where γ = (α, β). Then, under the transformation V = U0 −U , (1a) can
be written as the following equation with boundary and payoff conditions:

LV := −Vt − ∇ · (B∇(γ−1)V − aV ) + rV = f, (2a)
V = 0 on ∂Ω, V = V ∗(x, y) := U0(x, y, T ) − U∗(x, y), (2b)

where a = (a1, a2)�, B = diag(b1, b2), γ−1 := (α−1, β−1), and f(x, y, t) = LU0.
Using the notation defined above, we pose the following problem:

Problem 1. Find u(t) ∈ H
γ/2
0 (Ω), such that, for all v ∈ H

γ/2
0 (Ω),

〈
−∂u(t)

∂t
, v

〉
+ A(u(t), v) = (f(t), v)

almost everywhere (a.e) in (0, T ) satisfying terminal condition (2b) a.e. in Ω,
where A(u, v) = a 〈∇u, v〉+

〈
B∇(γ−1)u,∇v

〉
+r(u, v) with 〈·〉 denoting a duality

of a pair of dual spaces.
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It is easy to verify that Problem1 is the variational problem of (2a)–(2b) (cf.
[7]). From Lemma 2.1 in [4], we have shown that in the 1D case A(·, ·) is coercive
and continuous. Using the lemma we now prove that A(·, ·) is also coercive and
continuous, as given in the following lemma:

Lemma 1. There exists a positive constant C, such that for any v, w ∈
H

γ/2
0 (Ω), and t ∈ (0, T ) a.e. A(v, v) ≥ C‖v‖2γ/2 and A(v, w) ≤ C‖v‖γ/2‖w‖γ/2.

The proof of this lemma, based on Lemma 2.1 in [4], is trivial and thus omitted.
Using this lemma, we have the following result.

Theorem 1. There exists a unique solution to Problem1.

This theorem is a consequence of Lemma 1 and Theorem 1.33 in [9], in which the
unique solvability for an abstract variational inequality problem is established.
The proof to Theorem 1 is thus omitted here.

3 Discretization

Numerical solution of standard BS equations has been discussed extensively in
the open literature [11–14,19,21,23,24]. However, there is a very limited work
available on the numerical solution of spatial fBS equations [4,10]. Various dis-
cretization schemes have been developed for fractional DEs such as those in
[8,15–18]. In this section we will present a 2nd-order scheme for (1a), based on
that in [4] for a 1D fBS equation.

For given positive integers Mx and My, let Ω be divided into rectangular
meshes with nodes (xi, yj), i = 0, ..,Mx, j = 0, . . . , My, where xi = xmin + ih1

and yj = ymin + jh2 with h1 = (xmax − xmin)/Mx and h2 = (ymax − ymin)/My.
For a positive integer N , let (0, T ) be divided into N sub-intervals with the
mesh points tn = T − nΔt, n = 0, 1, . . . , N, where Δt = T/N . The α-th partial
derivative can be approximated as follows [4]:

Dα
x V (xi, yj) ≈ h1

−α

Γ (2 − α)

i+1∑

k=0

gα
k Vi−k+1,j (3)

for any i ∈ {1, 2, . . . ,Mx − 1} and j ∈ {1, 2, . . . ,My − 1}, where Vi−k+1,j is an
approximation to V (xi−k+1, yj , t) and gα

k ’s are given by, for k = 3, 4, . . . , i + 1,

gα
0 =

1
(2 − α)(3 − α)

, gα
1 =

23−α − 4
(2 − α)(3 − α)

, gα
2 =

33−α − 4 × 23−α + 6
(2 − α)(3 − α)

, (4)

gα
k = gα

0 [(k + 1)3−α − 4k3−α + 6(k − 1)3−α − 4(k − 2)3−α + (k − 3)3−α]. (5)

Lemma 2. For any α ∈ (1, 2), the coefficients gα
k , k = 0, 1, . . . , i + 1 satisfy:

(1) gα
0 > 0, gα

1 < 0, and gα
k > 0 for k = 3, 4, 5, . . . , i + 1,

(2) there exists an α∗ ∈ (1, 2) such that gα
2 < 0 when α ∈ (1, α∗) and gα

2 > 0
when α ∈ (α∗, 2), and
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(3)
∑i+1

k=0 gα
k < 0.

The proof of Lemma 2 can be found in [4]. Using (3) and its counterpart for
Dβ

y V (xi, yj), we define the following operators:

(δα
x , δβ

y )Un
i,j =

(
h−α
1

Γ (2 − α)

i+1∑

k=0

gα
k Un

i−k+1,j ,
h−β
2

Γ (2 − β)

j+1∑

k=0

gβ
k Un

i,j−k+1

)

, (6a)

δxUn
i,j =

1
2h1

(Un
i+1,j − Un

i−1,j), δyUn
i,j =

1
2h2

(Un
i,j+1 − Un

i,j−1), (6b)

where Un
k,l denotes an approximation to U(xk, yl, tn). Using (6a)–(6b), we define

the following scheme for (1):

Un+1
i,j − Un

i,j

Δt
+ θ
(
a1δxUn+1

i,j − b1δ
α
x Un+1

i,j + a2δyUn+1
i,j − b2δ

β
y Un+1

i,j + rUn+1
i,j

)

+ (1 − θ)
(
a1δxUn

i,j − b1δ
α
x Un

i,j + a2δxUn
i,j − b2δ

β
y Un

i,j + rUn
i,j

)
= 0 (7a)

for i = 1, . . . , Mx − 1, j = 1, . . . , My − 1, and n = 0, . . . , N − 1 with θ ∈ [0.5, 1].
The boundary and payoff conditions are:

Un
0,j = U0(x0, yj , tn), Un

Mx,j = U0(xMx
, yj , tn), Un

i,0 = U0(xi, y0, tn), (7b)

Un
i,My

= U0(xi, yMy
, tn), UN

i,j = U∗(xi, yj , TN ) (7c)

for all feasible (i, j, n), To rewrite (7a) into a matrix form, we let

Un = (Un
1,1, . . . , U

n
Mx−1,1, U

n
1,2, . . . , U

n
Mx−1,1, . . . , U

n
1,My−1,1, . . . U

n
My−1,Mx−1)

�.

Rearranging (7a), we have

(I + θM)Un+1 = (I − (1 − θ)M)Un + fn+1−θ, (8)

where I is (Mx − 1)(My − 1) dimensional identity. The matrix M is a block
matrix which has (My − 1) × (My − 1) blocks, and the size of each block matrix
is (Mx − 1) × (Mx − 1).

M =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A + B1 B0 0 · · · · · · · · · 0

B2 A + B1 B0
. . . 0

B3 B2 A + B1 B0
. . .

...
...

. . . . . . . . . . . . . . .
...

BMy−3
. . . B2 A + B1 B0 0

BMy−2 B3 B2 A + B1 B0

BMy−1 · · · · · · · · · B3 B2 A + B1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(My−1)×(My−1)

,

(9)
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where

Aij =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

μ1g
α
0 + η1, j = i + 1

μ1g
α
1 + r

2Δt, j = i

μ1g
α
2 − η1, j = i − 1

μ1g
α
k , j = i − k + 1

k = 3, 4, . . . , i

0, otherwise

, Bj =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(μ2g
β
0 + η2)Iy, j = 0

(μ2g
β
1 + r

2Δt)Iy, j = 1
(μ2g

β
2 − η2)Iy, j = 2

(μ2g
β
j )Iy, j = 3, 4, . . .

My − 1
0, otherwise

,

μ1 =
−b1Δt

Γ (2 − α)hα
1

, η1 =
a1Δt

2h1
, μ2 =

−b2Δt

Γ (2 − β)hβ
2

, η2 =
a2Δt

2h2
, (10)

and Iy is the (Mx − 1) × (Mx − 1) identity matrix. The column vector fn+1−θ =
(1 − θ)fn + θfn+1 is the contribution from the boundary conditions (7b)–(7c),
where fn and fn+1 consist of contributions of boundary values at tn and tn+1

respectively. In the rest of this paper, we choose θ = 0.5 which is the Crank-
Nicolson method with a 2nd-order truncation error.

We comment that though the discretization method is developed for Euro-
pean option pricing problems, the principle developed is applicable to com-
plementarity problems involving the fractional differential operators in (1a)
governing American option valuation if a penalty method such as those in
[3,14,20,22,24] is used. We will discuss this in a future paper.

4 Convergence Analysis

In this section, we show that the solution to (7) converges to the viscosity solution
to (1). We start the discussion with the following theorem:

Theorem 2. (Consistency) The finite difference scheme for (7a) is consistent
with a truncation error of order O(Δt2 + h2

1 + h2
2) when θ = 0.5.

Proof. In [4], we have shown that the finite difference scheme for the deriva-
tives in x in (6) have the 2nd-order truncation error O(h2

1). By symmetry, the
finite difference schemes in y-direction in (6a) and (7a) have the truncation error
O(h2

2). It is also known that the Crank-Nicolson’s scheme used in (7) has the
truncation error of order O(Δt2). Therefore, the discretization scheme (7a) has
the truncation error O(Δt2 + h2

1 + h2
2).

Theorem 3. (Stability) The finite difference scheme defined by (7) is uncondi-
tionally stable.

Proof. we use the semi-discrete Fourier transform to prove the stability of the
Crank-Nicolson method with θ = 1/2. From the definition, we see that all the
coefficient matrices in (9) are Toeplitz matrices. Thus, each of the terms in
(9) can be written as convolution of one the following vectors with a finite
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support (· · · , 0, (Uk)�, 0, · · · )� and (· · · , 0, (fn+1/2)�, 0, · · · )� for k = n and
n+1. Applying the discrete Fourier transform via the semidiscrete Fourier trans-
form pair Un

i,j = 1
(2π)2

∫ π/h2

−π/h2

∫ π/h1

−π/h1
ei(ξ1xi+ξ2yj)Ûn(ξ)dξ1dξ2 and Ûn(ξ1, ξ2) =

h2h1

∑∞
j=−∞

∑∞
i=−∞ Un

i,je
−i(ξ1xi+ξ2yj) to (8), or equivalently replacing Uk

i,j and

f
n+1/2
i,j with Ûke(iξ1h1+jξ2h2)i and f̂n+1/2e(iξ1h1+jξ2h2)i with i =

√−1 for all
admissible i, j and k = n, n + 1, we obtain a system in Ûn+1. Solving the
transformed system for Ûn+1 we have

Ûn+1=
2 −
[
η̄1 + μ1

∑i+1
k=0 gα

k e(1−k)ξ1h1i + η̄2 + μ2

∑j+1
k=0 gβ

k e(1−k)ξ2h2i + rΔt
]

2 +
[
η̄1 + μ1

∑i+1
k=0 gα

k e(1−k)ξ1h1i + η̄2 + μ2

∑j+1
k=0 gβ

k e(1−k)ξ2h2i + rΔt
] Ûn

+
2Δtf̂n+1/2

2 +
[
η̄1 + μ1

∑i+1
k=0 gα

k e(1−k)ξ1h1i + η̄2 + μ2

∑j+1
k=0 gβ

k e(1−k)ξ2h2i + rΔt
] ,

where η̄1 = η1
(
eξ1h1i − e−ξ1h1i

)
, η̄2 = η2

(
eξ2h2i − e−ξ2h2i

)
, ξ1 ∈ [−π/h1, π/h1],

ξ2 ∈ [−π/h2, π/h2] and μ1, μ2, η1, η2 are defined in (10). Using Euler’s formula,
we rewrite the above equality as follows.

Ûn+1 =
1 − [(A1 + A2) + (B1 + B2)i]
1 + [(A1 + A2) + (B1 + B2)i]

Ûn +
Δt

1 + [(A1 + A2) + (B1 + B2)i]
f̂n+ 1

2 ,

where

A1 =
μ1

2

i+1∑

k=0

gα
k cos((1 − k)ξ1h1) +

rΔt

4
,

B1 =
η1 sin(ξ1h1)

2
+

μ1

2

i+1∑

k=0

gα
k sin((1 − k)ξ1h1),

and A2 and B2 are defined by replacing the superscript-subscript pair (α, 1) with
(β, 2). Taking magnitudes on both sides of the above equation, we have

|Ûn+1| = |Ûn|
√

(1 − A)2 + B2

(1 + A)2 + B2
+ |f̂n+ 1

2 | Δt
√

(1 + A)2 + B2
, (11)

where A = A1 + A2 and B = B1 + B2. We now show that (1−A)2+B2

(1+A)2+B2 ≤ 1, or
A > 0. Omitting the superscripts, we have from Item 3 of in Lemma 2 that −g1 ≥∑i+1

k=0,k �=1 gk, with gk > 0 when k > 3 for all i > 3. From the representations of
gk in (4)–(5), we have that g0 + g2 > 0. In order to estimate A1 and A2, we first
derive the following estimate

i+1∑

k=0

gk cos((1 − k)ξh) = g0 cos(ξh) + g1 cos 0 + g2 cos(−ξh) +

i+1∑

k=3

gk cos((k − 1)ξh)

= g1 + (g0 + g2) cos(ξh) +

i+1∑

k=3

gk cos((k − 1)ξh) ≤
i+1∑

k=0

gk ≤ 0.
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Since μ1, μ2 < 0, we have the following estimations

μ1

2

i+1∑

k=0

gα
k cos ((1 − k)ξh1) +

rΔt

4
≥ 0,

μ2

2

i+1∑

k=0

gβ
k cos ((1 − k)ξh2) +

rΔt

4
≥ 0.

Therefore, A1, A2 ≥ 0 and so A ≥ 0. Using this result we have from (11) that,
for all ξi ∈ [− π

hi
, π

hi
], i = 1, 2,

∣
∣
∣Ûn+1

∣
∣
∣ ≤
∣
∣
∣Ûn
∣
∣
∣+ Δt

∣
∣
∣f̂n+1/2

∣
∣
∣ ≤
∣
∣
∣Ûn−1

∣
∣
∣+ Δt

[∣∣
∣f̂n+1/2

∣
∣
∣+
∣
∣
∣f̂n−1/2

∣
∣
∣
]

≤ · · · ≤
∣
∣
∣Û0
∣
∣
∣+ Δt

n∑

k=0

∣
∣
∣f̂k+1/2

∣
∣
∣ ≤
∣
∣
∣Û0
∣
∣
∣+

T

N

n∑

k=0

∣
∣
∣f̂k+1/2

∣
∣
∣ .

Using Cauchy-Schwarz inequality, we have

∣
∣
∣Ûn+1

∣
∣
∣
2

≤ C

(∣
∣
∣Û0
∣
∣
∣
2

+
nT 2

N2

n∑

k=0

∣
∣
∣f̂k+1/2

∣
∣
∣
2
)

≤ C

(∣
∣
∣Û0
∣
∣
∣
2

+
1
N

n∑

k=0

∣
∣
∣f̂k+1/2

∣
∣
∣
2
)

for any n ≤ N − 1, where C denotes a generic positive constant, inde-
pendent of n and N , Ûn+1, Û0 and f̂k+1/2 are all functions of ξi ∈
[− π

hi
, π

hi
] for i = 1, 2. For any continuous function W on Ω̄, let ||W ||0,h =

(
h2h1

∑My−1
j=1

∑Mx−1
i=1 |Wi,j |2

)1/2

denote the discrete L2-norm of W . Using
the properties of the discrete Fourier and its inverse transforms (particularly
Parseval’s equality) we have

||Uj+1||20,h =
1

(2π)2

∫ π/h2

−π/h2

∫ π/h1

−π/h1

|Ûn+1|2dξ1dξ2

≤ 1
(2π)2

(∫ π/h2

−π/h2

∫ π/h1

−π/h1

|Û0|2dξ1dξ2 +
T

N

n∑

k=0

∫ π/h2

−π/h2

∫ π/h1

−π/h1

|f̂k+1/2|2dξ1dξ2

)

= C

(

||U0||20,h +
1
N

n∑

k=0

||fk+1/2||20,h

)

≤ C
(||U0||20,h + ||f ||2∞

)
,

where f = ((f0)�, . . . , (fN )�)�. Thus, we obtain ||Uj+1||0,h ≤ C(||U0||0,h + ||f ||∞
)
. Therefore, the numerical method is unconditionally stable.

We now show that the numerical scheme is monotone.

Theorem 4. (Monotonicity) The discretization scheme established in (7) is
monotone when Δt ≤ 2

r .

Proof. By rearranging the discretizated equation (7a), we define a linear function
Fn

i,j of Un+1 and Un as follows:
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2F n+1
i,j

(
Un+1

i,j , Un+1
i−1,j , . . . , U

n+1
0,j , Un+1

i,j+1, U
n+1
i,j−1, . . . , U

n+1
i,0 , Un

i+1,j , U
n
i,j ,

Un
i−1,j , . . . , U

n
0,j , U

n
i,j+1, U

n
i,j−1, . . . , U

n
i,0

)
:=

[
2 +
(
μ1g

α
1 + μ2g

β
1 + rΔt

)]
Un+1

i,j

+ (η1 + μ1g
α
0 ) Un+1

i+1,j − (η1 − μ1g
α
2 ) Un+1

i−1,j + μ1

i+1∑

k=3

gα
k Un+1

i−k+1,j +
(
η2 + μ2g

β
0

)
Un+1

i,j+1

−
(
η2 − μ2g

β
2

)
Un+1

i,j−1 + μ2

j+1∑

k=3

gβ
k Un+1

i,j−k+1 −
[
2 −
(
μ1g

α
1 + μ2g

β
1 + rΔt

)]
Un

i,j

+ (η1 + μ1g
α
0 ) Un

i+1,j − (η1 − μ1g
α
2 ) Un

i−1,j + μ1

i+1∑

k=3

gα
k Un

i−k+1,j

+
(
η2 + μ2g

β
0

)
Un

i,j+1 −
(
η2 − μ2g

β
2

)
Un

i,j−1 + μ2

j+1∑

k=3

gβ
k Un

i,j−k+1.

We also define the following two functions:

Fn+1
i,j,+ε = Fn+1

i,j

(
Un+1

i,j + ε, Un+1
i+1,j , U

n+1
i−1,j , . . . , U

n+1
0,j , . . . , Un

i,j+1, U
n
i,j−1, . . . , U

n
i,0

)

Fn+1
i,j,−ε := Fn+1

i,j

(
Un+1

i,j , Un+1
i+1,j + ε, Un+1

i−1,j + ε, . . . , Un+1
0,j + ε, . . . , Un

i,j+1 + ε,

Un
i,j−1 + ε, . . . , Un

i,0 + ε
)
,

where ε > 0. It has been proved in [4] that
(∑i+1

k=0 gα
k

)
− 1

2gα
1 > 0 for i =

1, 2, . . . ,Mx − 1. This inequality also holds true for {gβ
k } with i + 1 and Mx

replaced with j + 1 and My respectively. We now use this result to prove the
monotonicity of Fn+1

i,j . When Δt ≤ 2
r , we have from the definition of Fn+1

i,j that,
for any ε > 0 and feasible i and j,

F n+1
i,j,−ε = F n+1

i,j −
[
1 − 1

2

(
μ1g

α
1 + μ2g

β
1 + rΔt

)]
ε + μ1(g

α
0 + gα

2 )ε

+ μ1

i+1∑

k=3

gα
k ε + μ2(g

β
0 + gβ

2 )ε + μ2

j+1∑

k=3

gβ
k ε

≤ F n+1
i,j + μ1

(
i+1∑

k=0

gα
k − 1

2
gα
1

)
ε + μ2

(
j+1∑

k=0

gβ
k − 1

2
gβ
1

)
ε −
(

1 − 1

2
rΔt

)
ε ≤ F n+1

i,j ,

since μ1, μ2 < 0. Furthermore, from Lemma 2, we know that gα
1 < 0 and gβ

1 < 0,
thus we have

Fn+1
i,j,+ε = Fn+1

i,j +
[
1 +

1
2

(
μ1g

α
1 + μ2g

β
1 + rΔt

)]
ε > Fn+1

i,j .

Therefore, the scheme is monotone.

Combining Theorems 2, 3 and 4, we have the following convergence result.
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Theorem 5. (Convergence) Let U be the viscosity solution to (1) and Uh1,h2,Δt

be the numerical solution to (7) with spatial and time mesh size triple
(h1, h2,Δt). Then, Uh1,h2,Δt converges to U as (h1, h2,Δt) → (0+, 0+, 0+).

In [1] the authors show that any finite difference scheme for a general nonlin-
ear 2nd-order PDE which is locally consistent, stable and monotone generates a
solution converging uniformly on a compact subset of (0, T ) × R to the unique
viscosity solution of the PDE. In [5,6], Cont and Tankov extended this result to
partial integro-differential equations (PIDEs). Since (1a) is an PIDE, Theorem5
is a consequence of the results established in [1,5,6] and Theorems 2, 3 and 4.

5 Numerical Experiments

We now apply our method to the following test problem.

Example 1. Call-on-Min and Basket options: Eq. (1), with the system and mar-
ket parameters σ = 0.25, r = 0.05, K = 50, a1 = a2 = 0.384, b1 = b2 = 0.884,
xmin = ymin = ln(0.1), xmax = ymax = ln(100) and T = 1. Initial and boundary
conditions can be obtained by setting t = T , x = xmin, xmax or y = ymin, ymax

in the following functions.

Call-on-Min option: U(x, y, t) =
[
min(ex, ey) − Ke−r(T−t)

]
+
;

Basket option: U(x, y, t) =
[
(ex + ey)/2 − Ke−r(T−t)

]
+
.

To solve this problem, we choose a uniform mesh with mesh sizes Δx = Δy = 1
100

and Δt = 1
100 . The numerical solutions for these options at t = 0 from our

method are plotted in Fig. 1 in the original independent variable Sx = ex and
Sy = ey. From the figures we see that these numerical solutions are qualitatively
correct.
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Fig. 1. Computed prices of Call-on-Min and Basket options; α = β = 1.5
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To see the influence of α and β on the option prices, we solve the problem for
four different values of α = β = 1.3, 1.5, 1.7, 1.9 and plot the differences between
the numerical solutions of the standard BS equation (i.e., α = β = 2) and the
fractional BS equation and at t = 0 for Call-on-Min (Fig. 2) and Basket Option
(Fig. 3). From the figures we see that the Call-on-Min and Basket options from
fBS model are more expensive than their counterparts of the standard BS model.
From these figures, we also see that the call prices increase as α decreases when
S1 and S2 are greater than some critical values. This phenomenon has been
observed in published results for of the 1D fBS equation [2,4] and thus our
numerical results for the 2D problem are consistent with those from [2]. The
figures also indicate that when α and β approach 2, the numerical solutions to
the fBS equation approach to those of the BS equation.
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Fig. 2. Vbs − Vfbs Call-on-Min option
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Fig. 3. Vbs − Vfbs Basket option

6 Conclusion

In this paper, an FDM is proposed to solve the 2D fractional Black-Scholes
equation. The discretization method is shown to be unconditionally stable and
convergent. Numerical experiments are performed to demonstrate the usefulness
of the methods for pricing two-asset European options of practical significance.
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1. Introduction 

Option valuation through a partial differential equation approach has been increasingly attracting much attention from

financial engineers, mathematicians and statisticians, ever since the publication of the two seminal papers [4] and [20] .

In [4] the authors showed that in a complete market the price of an option on a stock whose price follows a geometric

Brownian motion with constant drift and volatility satisfies a second order parabolic partial differential equation, known

as the Black–Scholes (BS) equation. However, Gaussian shocks used in BS model often underestimate the probability that

stock prices usually exhibit large movements over small time steps which can be demonstrated by empirical financial mar-

ket data. When jumps are large and rare, a jump-diffusion pricing model can be used to capture them. More details of

these models and their numerical solutions can be found in, for example, [1,2,13,30,31] . If there are infinitely many jumps

in a finite time interval, an infinite activity Lévy process can be used to capture both frequent small and rare large moves.

It has been shown in [6] that, the price of an option on a single asset satisfies a 1D parabolic fractional Black–Scholes

(fBS) equation when its underlying asset price follows a geometric Lévy process. This 1D fBS equation and the correspond-

ing American option pricing problem can be solved numerically by the numerical methods proposed recently by us in

[7,8] . In [10] , Clift and Forsyth proposed an implicit finite difference method for the two dimensional parabolic partial
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integro-differential equation (PIDE) to price two-asset European and American options whose assets follow the correlated

finite activity jump diffusion model. 

In this work, we shall present a numerical method consisting of a penalty approach and a discretization scheme for

pricing American options written on two assets whose prices follow two independent geometric Lévy processes. Under the

same assumptions as in [6] , it is easy to show that the value of such a two-asset option of European type (eg. Rainbow or

Basket Option) is determined by a 2D fBS equation and the value of the corresponding American option is governed by a

linear complementarity problem involving the fractional partial differential operator used in the European option model. The

latter can also be formulated as a fractional partial differential variational inequality. We comment that, the CGMY jump-

diffusion process [5] is also popular in option pricing. An fBS equation for pricing European options has also been developed

in [6] . However, in the present work, we only consider the fBS equations and inequalities associated with the geometric

Lévy process and will develop algorithms for the fractional differential LCPs based on the CGMY jump-diffusion process in

a future paper. 

Penalty approaches have been used very successfully for solving constrained optimization problems. In recent years,

penalty methods have been used for complementarity or variational inequality problems in both finite and infinite dimen-

sions [3,25,35] , particularly those from the valuation of financial options [15,18,19,22,27,33,34,36] . Recently, modern opti-

mization techniques such as the use of grossone theory proposed in [24] in nonlinear programming problems with differ-

entiable penalty functions to determine the penalty parameters has been developed in [11] . In [8] , we proposed a power

penalty method for solving the fBS equation governing single-asset American option pricing. In this paper, we construct and

analyze a power penalty method for the fractional differential complementarity problem arising in pricing the aforemen-

tioned two-asset American options. In particular, we will establish a convergence theory for the penalty method proposed.

We will then propose a 2nd-order accurate scheme for the discretization of the 2D nonlinear fBS equation in two spatial

dimensions generated by the penalty method, based on our recent work in [7] for the 1D fBS equation arising in pricing

one-asset options. 

While the numerical solution of fractional differential LCPs and fBS equations arising in pricing options written on one

risky asset has been discussed in various existing works, to our best knowledge, there are no numerical methods for their

2D counterparts governing the valuation of options on two assets. Therefore, the present work will fill this gap and provide

a numerical tool for pricing European and American options of the aforementioned type. 

The organization of this paper is as follows. In the next section, we will give a brief account of the fBS equation and frac-

tional differential LCP, along with their initial and boundary conditions, governing the valuation of European and American

options written on two independent risky assets. We will also formulate the LCP as a variational inequality and show that

the latter problem is uniquely solvable. In Section 3 , we will first propose the power penalty method with positive penalty

parameters λ > 1 and k , and consider the unique solvability of the penalty equation. We will then prove that the solution to

the penalty equation converges to that of the variational inequality at the rate O(λ−k/ 2 ) . A 2nd-order accurate discretization

scheme is proposed in Section 4 for the penalty equation. In Section 5 , we will present some numerical experimental results

using an American Basket option pricing problem to numerically demonstrate the rates of convergence and usefulness of the

numerical method. 

2. The option pricing problem 

It is shown in [6] that the value of an option whose price follows a geometric Lévy process is governed by a 1D fBS

equation. Under the same assumptions as in [6] , it is trivial to show that the value U of a European option written on

two assets (eg. Rainbow or Basket Option) whose prices S 1 and S 2 follow two independent geometric Lévy processes is

determined by the following two-dimensional fBS equation: 

L U := −U t + a 1 U x + a 2 U y − b 1 [ −∞ 

D 

α
x U] − b 2 [ −∞ 

D 

β
y U] + rU = 0 (1a)

for (x, y, t) ∈ (−∞ , ∞ ) 2 × [0 , T ) , where x = ln S 1 , y = ln S 2 , −∞ 

D 

α
x U and −∞ 

D 

β
y U denote respectively the αth and βth deriva-

tives of U in x and y for α, β ∈ (1, 2), T > 0 is the expiry date, r ≥ 0 is the risk-free rate, σ > 0 is the volatility of the

underlying asset price, and 

a 1 = −r − 1 

2 

σα sec 

(
απ

2 

)
, b 1 = −1 

2 

σα sec 

(
απ

2 

)
> 0 , 

a 2 = −r − 1 

2 

σβ sec 

(
βπ

2 

)
, b 2 = −1 

2 

σβ sec 

(
βπ

2 

)
> 0 . 

Boundary and terminal conditions can be defined for the above equation depending on the types of options and the strike

price K . From the transformations x = ln S 1 and y = ln S 2 , we have 

lim 

x →−∞ 

U x = lim 

x →−∞ 

U S 1 e 
x = 0 , lim 

y →−∞ 

U y = lim 

y →−∞ 

U S 2 e 
y = 0 , 

since U S 1 
and U S 2 

are bounded as S 1 , S 2 → 0 + in practice. In computation, the infinite solution domain (−∞ , ∞ ) 2

has to be truncated into � = (x , x max ) × (y , y max ) , where x , x max , y and y max are four constants satisfying
min min min min 
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x min , y min � 0 and x max , y max > 0. Therefore, since both U x and U y go to zero exponentially as x and y approach −∞ ,

when x min , y min � 0, the following conditions for (1a) , up to a truncation error, are satisfied: 

U x (x, y, t) = 0 , x ≤ x min , (y, t) ∈ (y min , y max ) × [0 , T ) , (1b) 

U y (x, y, t) = 0 , y ≤ y min , (x, t) ∈ (x min , x max ) × [0 , T ) . (1c) 

Clearly, for put options, the strike price K should satisfy max (e x min , e y min ) < K < min (e x max , e y max ) . 

As in the conventional case, the two-asset American option price satisfies the following fractional differential linear com-

plementarity problem 

L U ≥ 0 , U ≥ U 

∗, (2a) 

L U · (U − U 

∗) = 0 , (2b) 

where U 

∗ is a given function of ( x , y , t ) defining a ‘lower bound’ on the solution which is usually the payoff function of

the pricing problem. Note that (2a) and (2b) contain (1a) as the special case when U 

∗ ≤ 0. This is because U ≥ 0 and thus

the 2nd inequality in (2a) is always satisfied if U 

∗ ≤ 0. In this case, the complementarity condition (2b) yields (1a) . In what

follows, we only consider pricing American puts as the price of an American call is equal to that of its European counterpart.

For brevity, we assume in the rest of this work that U 

∗ is the payoff function of the problem. 

On the boundary of �, we impose the following boundary and terminal conditions for an American put: 

U(x min , y, t) = g 1 (y, t) , U(x, y min , t) = g 2 (x, t) , U(x max , y, t) = 0 = U(x, y max , t) (2c)

for ( x , y , t ) ∈ � × [0, T ), and 

U(x, y, T ) = U 

∗(x, y ) , (x, y ) ∈ �, (2d)

where g 1 , g 2 are given functions and U 

∗ is the payoff of the option defined below. 

For brevity, we only consider two-asset American Basket options in this work whose pay-off function is 

U 

∗(x, y ) = [ K − w 1 e 
x − w 2 e 

y ] + , (3) 

where [ z] + = max { z, 0 } and w 1 , w 2 ≥ 0 are weights. Clearly, the weights are arbitrary as long as (2c) and (2d) are consistent.

We also assume that the computational domain � is sufficiently large so that K − w 

x 
1 e 

− w 

x 
2 e 

= 0 is a curve in the interior

of �. 

It is normally not possible to derive explicit analytical expressions for the boundary conditions g 1 and g 2 in this case, as

they are usually the solutions of one-dimensional American option pricing problems or LCPs of the form (2a) and (2b) . In

practice, numerical approximations to these 1D American option pricing problem are sought as discussed in [16,17] . 

To determine g 1 , one needs to solve a 1D LCP obtained by taking the limit of (2) as x → x min . Using (1b) , we see that g 1 
should satisfy the following 1D LCP: ⎧ ⎨ 

⎩ 

−g 1 t + a 2 g 1 y − b 2 [ −∞ 

D 

β
y g 1 ] + r g 1 ≥ 0 , 

g 1 ≥ U 

∗(x min , y ) , (
− g 1 t + a 2 g 1 y − b 2 

[
−∞ 

D 

β
y g 1 
]

+ r g 1 
)

· ( g 1 − U 

∗(x min , y )) = 0 , 

(4) 

with the boundary and terminal conditions 

g 1 (y min , t) = U 

∗(x min , y min ) , g 1 (y max , t) = 0 , g 1 (y, T ) = U 

∗(x min , y ) . (5)

According to [29] , the upper bound of the asset prices are usually three to four times the strike price. Choosing a reasonable

large upper bound, we can have the above artificial boundary conditions at ( y max , t ). 

Similarly, g 2 ( x , t ) is determined by the following LCP: { −g 2 t + a 2 g 2 y − b 1 [ −∞ 

D 

α
x g 2 ] + r g 2 ≥ 0 , 

g 2 ≥ U 

∗(x, y min ) , (
−g 2 t + a 2 g 2 y − b 1 [ −∞ 

D 

α
x g 2 ] + r g 2 

)
· ( g 2 − U 

∗(x, y min )) = 0 , 

(6) 

with the boundary and terminal conditions: 

g 2 (x min , t) = U 

∗(x min , y min ) , g 2 (x max , t) = 0 , g 2 (x, T ) = U 

∗(x, y min ) . (7)

Both (4) and (6) are single-asset American option pricing problems with fractional Black–Scholes operators. Note that

the boundary and payoff conditions (5) and (7) are exact. The above 1D problems can be solved numerically using the

discretization and penalty methods proposed in [7,8] to yield approximations to g 1 and g 2 . The computational errors in the

numerical solutions of the boundary conditions are of the order O(h 2 + �t 2 + λk/ 2 ) as proved in [7,8] , where h and �t are

respectively the maximal mesh sizes in space and time, and λ > 1 and k > 0 are the penalty parameter and power used in

the power penalty method. 
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There are various representations of the fractional derivative −∞ 

D 

α
x U(x, y ) such as those of Riemann–Liouville and

Grüwald–Letnikov [21,23] . For a given x 0 , one form for x 0 D 

α
x V (x, y ) is 

x 0 D 

α
x U(x, y, t) = 

U(x 0 , y, t) 

	(1 − α)(x − x 0 ) α
+ 

U x (x 0 , y, t) 

	(2 − α)(x − x 0 ) α−1 
+ 

1 

	(2 − α) 

∫ x 

x 0 

U xx (ξ , y, t) 

(x − ξ ) α−1 
dξ (8)

for x > x 0 , where 	( ·) denotes the Gamma function. Using (1b) it is easily seen that, for x 0 ≤ x min , (8) reduces to 

x 0 D 

α
x U(x, y, t) = 

U(x min , y, t) 

	(1 − α)(x − x 0 ) α
+ 

1 

	(2 − α) 

∫ x 

x min 

U xx (ξ , y, t) 

(x − ξ ) α−1 
dξ , 

since U x (x, y, t) = 0 and U(x 0 , y, t) = U(x min , y, t) when x ≤ x min (up to a truncation error). Therefore, we have 

−∞ 

D 

α
x U(x, y, t) = lim 

x 0 →−∞ 

[
U(x min , y, t) 

	(1 − α)(x − x 0 ) α
+ 

1 

	(2 − α) 

∫ x 

x min 

U xx (ξ , y, t) 

(x − ξ ) α−1 
dξ

]

= 

1 

	(2 − α) 

∫ x 

x min 

U xx (ξ , y, t) 

(x − ξ ) α−1 
dξ (9)

for x > x min . This is Caputo’s representation of the αth derivative of our solution U with respect to x . Similarly, using (1c) ,

we can derive, for y > y min and up to a truncation error, 

−∞ 

D 

β
y U(x, y, t) = 

1 

	(2 − β) 

∫ y 

y min 

U yy (x, ξ , t) 

(y − ξ ) β−1 
dξ . 

2.1. The variational formulation and unique solvability 

In this section, we first formulate (2) as a variational inequality problem and then show that the problem has a unique

solution. We start this discussion by introducing some function spaces. 

For the open set � ⊆ R 

2 and 1 ≤ p ≤ ∞ , we let L p (�) = { v : ( ∫ � | v | p d�) 1 /p < ∞} denote the space of all p -power inte-

grable functions on � equipped with the usual L p -norm ‖ · ‖ L p (�) . We use ( ·, ·) to denote the usual inner product. For any

ζ = [ ζ1 , ζ2 ] ∈ (0 , 1] 2 , we let 

H 

ζ (R 

2 ) := 

{
v : v , −∞ 

D 

ζ1 
x v and −∞ 

D 

ζ2 
y v ∈ L 2 (R 

2 ) 
}
. 

On H 

ζ (R 

2 ) we introduce an energy norm ‖ · ‖ ζ such that for any v ∈ H 

ζ (R 

2 ) , 

‖ 

v ‖ 

2 
ζ = ‖ v ‖ 

2 
L 2 (R 2 ) + ‖ −∞ 

D 

ζ1 
x v ‖ 

2 
L 2 (R 2 ) + 

∥∥
−∞ 

D 

ζ2 
y v 
∥∥2 

L 2 (R 2 ) 
. (10)

It has been shown in [12] that H 

ζ (R 

2 ) equipped with ‖ · ‖ ζ is a Sobolev space. 

Similarly to H 

ζ (R 

2 ) , we also define the Sobolev space of functions having a support on � = (x min , x max ) × (y min , y max )

given by 

H 

ζ
0 
(�) = { v : v ∈ H 

ζ (�) , v | ∂� = 0 } 
with the energy norm defined in (10) (with R 

2 replaced with �), where x min 
D 

ζ1 
x u and y min 

D 

ζ2 
y u are defined in (8) with x 0

and y 0 replaced with x min and y min respectively and ∂� denotes the boundary of �. In what follows, we also use 〈·, ·〉
to denote the duality pairing between H 

ζ
0 
(�) and its dual space H 

−ζ
0 

(�) defined by 〈 v , w 〉 = 

∫ 
� v wd� for v ∈ H 

ζ
0 
(�) and

w ∈ H 

−ζ
0 

(�) . 

We first rewrite the operator in (1a) as the following conservative form: 

L U = −U t − ∇ · (−aU + B ∇ 

(ζ ) U) + rU, 

where 

a = 

(
a 1 
a 2 

)
, and B = 

(
b 1 0 

0 b 2 

)
. 

Letting γ = [ α, β] and ζ = [ α − 1 , β − 1] , we define 

∇ 

(ζ ) U = 

[
∂ α−1 U 

∂x α−1 
, 
∂ β−1 U 

∂y β−1 

]T 

. 

Let U 0 ∈ H 

2 ( �) be a known function satisfying the boundary conditions (2c) . (For example, U 0 can be the solution of

a bi-harmonic equation satisfying (2c) and the homogeneous Neumann boundary condition.) Then we introduce a new

function 

u (x, y, t) = U 0 (x, y ) − U(x, y, t) . (11)
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Taking L U 0 away from both sides of (2a) and using (11) , we have { 

L u ≤ f, 
u ≤ u 

∗, 
(L u − f ) · (u − u 

∗) = 0 

(12a) 

for feasible t and ( x , y ) with the boundary and terminal conditions: 

u (x, y, t) | ∂� = 0 , u (x, y, T ) = u 

∗(x, y ) , (12b)

where f (x, y ) = L U 0 (x, y ) and u ∗(x, y ) = U 0 (x, y ) − U 

∗(x, y ) . 

We now define 

K = 

{
v (t) : v (t) ∈ H 

γ / 2 
0 

(�) , v (t) ≤ u 

∗(t) almost everywhere in ( 0 , T ) 
}
. 

It is easy to verify K is a convex and closed subset of H 

γ / 2 
0 

(�) . Using this convex set, we pose the following problem: 

Problem 2.1. Find u ∈ K, such that, for all v ∈ K, 〈
−∂u 

∂t 
, v − u 

〉
+ A ( u, v − u ) ≥ ( f, v − u ) , (13) 

almost everywhere ( a . e .) in (0, T ), satisfying the boundary and terminal condition (12b) , where A ( ·, ·) is a bilinear form

defined by: 

A (u, v ) = 〈 ∇u, a v 〉 + 〈 B ∇ 

(ζ ) u, ∇v 〉 + r(u, v ) , u, v ∈ H 

γ / 2 
0 

(�) . (14) 

it can be easily shown that Problem 2.1 is the variational form of (12a) . 

In [7] (also [12] ), we have proved the following lemma. 

Lemma 2.2. For A (u, v ) = a 〈 ∂u 
∂x 

, v 〉 + b〈 x min 
D 

α−1 
x u, ∂v 

∂x 
〉 + r(u, v ) , there exist positive constants C 1 and C 2 , such that for any

v , w ∈ H 

α/ 2 
0 

(I) , α ∈ (1, 2) . 

A (v , v ) ≥ C 1 ‖ 

v ‖ 

2 
α/ 2 , (15) 

A (v , w ) ≤ C 2 ‖ 

v ‖ α/ 2 ‖ 

w ‖ α/ 2 , (16) 

for all t ∈ (0, T ) a.e. 

Using this lemma, we can derive the following lemma. 

Lemma 2.3. There exist two positive constants C ∗
1 

and C ∗
2 
, such that for any v , w ∈ H 

γ / 2 
0 

(�) , 

A (v , v ) ≥ C ∗1 ‖ v ‖ 

2 
γ / 2 , (17) 

A (v , w ) ≤ C ∗2 ‖ v ‖ γ / 2 ‖ w ‖ γ / 2 , (18) 

for t ∈ (0, T ) a.e. 

Proof. Let C be a generic positive constant. Using (15) and Cauchy–Schwarz inequality, we have, for u, v ∈ H 

γ / 2 
0 

(�) , 

A (v , v ) = a 1 

〈
∂v 
∂x 

, v 
〉

+ b 1 

〈
x min 

D 

α−1 
x v , 

∂v 
∂x 

〉
+ a 2 

〈
∂v 
∂y 

, v 
〉

+ b 2 

〈
y min 

D 

β−1 
y v , 

∂v 
∂y 

〉
+ r(v , v ) 

≥ C 1 ‖ v ‖ 

2 
α/ 2 + C 2 ‖ v ‖ 

2 
β/ 2 

≥ C 
(‖ v ‖ α/ 2 + ‖ v ‖ β/ 2 

)2 

≥ C‖ v ‖ 

2 
γ / 2 . 

Similarly, using (16) and Cauchy–Schwarz inequality, we can have 

A (v , w ) = a 1 

〈
∂v 
∂x 

, w 

〉
+ b 1 

〈
x min 

D 

α−1 
x v , 

∂w 

∂x 

〉
+ a 2 

〈
∂v 
∂y 

, w 

〉
+ b 2 

〈
y min 

D 

β−1 
y v , 

∂w 

∂y 

〉
+ r(v , w ) 

≤ C 1 ‖ v ‖ α/ 2 ‖ w ‖ α/ 2 + C 2 ‖ v ‖ β/ 2 ‖ w ‖ β/ 2 

≤ C 
(‖ v ‖ 

2 
α/ 2 + ‖ v ‖ 

2 
β/ 2 

)1 / 2 (‖ w ‖ 

2 
α/ 2 + ‖ w ‖ 

2 
β/ 2 

)1 / 2 

= C‖ v ‖ 

2 
γ / 2 ‖ w ‖ 

2 
γ / 2 . 

�

Using Lemmas 2.2 and 2.3 , we are able to prove the following theorem. 
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Theorem 2.4. There exists a unique solution to Problem 2.1 . 

This theorem is just a consequence of Lemma 2.3 and Theorem 1.33 in [14] , in which the unique solvability for an

abstract variational inequality problem is established. Thus, the proof is omitted here. 

To conclude this section, we comment that the transformation (11) is necessary only for theoretical discussions. It is not

necessary to use (11) in practical computations. 

3. Penalty method and convergence 

Penalty methods have been used successfully for solving conventional constrained optimization problems. In this section

we will propose such a penalty method for (12a) and (12b) . We then establish a convergence theory for the penalty method.

The penalized equation to solve American-style option pricing problem is given below: 

L u λ(x, y, t) + λ[ u λ(x, y, t) − u 

∗(x, y )] 1 /k 
+ = f (x, y ) , (x, y, t) ∈ � × (0 , T ) (19a)

satisfying the following boundary and terminal conditions: 

u λ(x, y, t) | ∂� = 0 , u λ(x, y, T ) = u 

∗(x, y ) , (19b)

where λ > 1 and k > 0 are penalty parameters. The variational form of (19) is as follows. 

Problem 3.1. Find u λ(t) ∈ H 

γ / 2 
0 

(�) satisfying the initial condition in (19b) , such that, for all v ∈ H 

γ / 2 
0 

(�) , 〈
−∂u λ(t) 

∂t 
, v 
〉

+ A (u λ(t) , v ) + 

(
λ[ u λ(t) − u 

∗] 1 /k 
+ , v 

)
= ( f, v ) (20)

for t ∈ (0, T ) a.e., where A ( ·, ·) is a bilinear form defined in (14) . 

Theorem 3.2. Problem 3.1 has a unique solution. 

Proof. To prove this theorem, it suffices to show that the nonlinear operator on the LHS of (20) is strongly monotone and

continuous. Since the linear part A of the LHS of (20) is coercive by (17) and the nonlinear penalty term in (20) is clearly

monotone, the operator is strongly monotone. 

From (18) we see that A ( u λ, v ) is Lipschitz continuous in both u λ and v . Also, it is obvious that the nonlinear term is

continuous in both u λ and v . Therefore, Problem 3.1 is uniquely solvable by the standard result in [14, p. 37] . For a more

rigorous proof of this theorem, we refer to Theorem 3.2 of [8] . �

We now show that the solution to Problem 3.1 converges to that of (12a) as the penalty parameters λ or/and k → ∞ in

a proper norm. Before further discussion, it is necessary to introduce the usual Hilbert space in space and time given by 

L p (0 , T ; H(�)) := { v (·, ·; t) : v (·, ·; t) ∈ H(�) a . e . in (0 , T ) ; || v (·, ·; t) || H(�) ∈ L p ((0 , T )) } 
with the norm 

‖ v (·, ·; t) ‖ L p (0 ,T ;H(�)) = 

(∫ T 

0 

‖ v (·, ·; t ) ‖ 

p 

H(�) 
dt 

)1 /p 

, 

where H ( �) denotes a Hilbert space on � with the norm || · || H ( �) . Using this space we present the following lemma. 

Lemma 3.3. Let u λ be the solution to Problem 3.1 and assume that u λ ∈ L p ( � × (0, T )), where p = 1 + 1 /k . Then there exists a

positive constant C , independent of u λ and λ, such that 

‖ 

[ u λ − u 

∗] + ‖ L p (�×(0 ,T )) ≤
C 

λk 
, (21)

‖ 

[ u λ − u 

∗] + ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

[ u λ − u 

∗] + ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) 
≤ C 

λk/ 2 
. (22)

Proof. Let C be a generic positive constant, independent of u λ and λ. To simplify notation, we put φ(x, y, t) = [ u λ(x, y, t) −
u ∗(x, y )] + . It is easy to see that φ(·, ·, t) ∈ H 

γ / 2 
0 

(�) for t ∈ (0, T ) a.e . Thus, setting v = φ in (20) , we have 〈
−∂u λ

∂t 
, φ

〉
+ A ( u λ, φ) + λ

(
φ1 /k , φ

)
= ( f, φ) a.e. in (0 , T ) . 

Taking −
〈
∂u ∗
∂t 

, φ
〉
+ A ( u ∗, φ) away from both sides of the above equality gives 〈

−∂(u λ − u 

∗) 
∂t 

, φ

〉
+ A ( u λ − u 

∗, φ) + λ
(
φ1 /k , φ

)
= ( f, φ) + 

〈
∂u 

∗

∂t 
, φ

〉
− A ( u 

∗, φ) , 
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or 〈
−∂φ

∂t 
, φ

〉
+ A ( φ, φ) + λ

(
φ1 /k , φ

)
= ( f, φ) − A ( u 

∗, φ) , (23) 

since φ = 0 when u λ − u ∗ < 0 and 

∂u ∗
∂t 

= 0 . 

Note φ(x, y, T ) = [ u λ(x, y, T ) − u ∗(x, y )] + = 0 by (19b) . Integrating by parts gives ∫ T 

t 

〈
−∂φ(t) 

∂t 
, φ(τ ) 

〉
d τ = ( φ(t) , φ(t) ) −

∫ T 

t 

〈
−φ(τ ) , 

∂φ(t) 

∂t 

〉
d τ

from which, we get ∫ T 

t 

〈
−∂φ(t) 

∂t 
, φ(τ ) 

〉
dτ = 

1 

2 

(φ(t) , φ(t)) . (24) 

Integrating (23) from t to T and using (24), (15) and Hölder Inequality , we obtain 

1 

2 

(φ(t) , φ(t)) + C 

∫ T 

t 
‖ 

φ(τ ) ‖ 

2 
γ / 2 dτ + λ

∫ T 

t 
‖ 

φ(τ ) ‖ 

p 

L p (�) 
dτ

≤
∫ T 

t 
( f (τ ) , φ(τ ) ) d τ −

∫ T 

t 

A ( u 

∗, φ(τ ) ) d τ

≤ C 

(∫ T 

t 
‖ 

φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 /p 

−
∫ T 

t 

A ( u 

∗, φ(τ ) ) dτ. (25) 

From the definition of A ( ·, ·) in (14) , we see that the integrand of the last term in (25) is 

−A ( u 

∗, φ(τ ) ) = (au 

∗ + B ∇ 

(ζ ) u 

∗, ∇φ) + r(u 

∗, φ) . 

By Green’s theorem, we have 

−
∫ T 

t 

(au 

∗, ∇φ) dτ = 

∫ T 

t 

∫ 
�

∇ · (au 

∗) φ(x, y, τ ) d xd yd τ −
∫ T 

t 

∫ 
∂�

(au 

∗ · n ) φ(x, y, τ ) d xd yd τ

≤ C 

∫ T 

t 

∫ 
�

d xd yφ(x, y, τ ) dτ ≤ C 

(∫ T 

t 
‖ 

φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 /p 

, 

because U 

∗ and ∇ · ( au ∗) are both bounded on �̄, where n denotes the unit vector outward-normal to ∂�. 

Let �1 = { (x, y ) ∈ � : K − w 1 e 
x − w 2 e 

y > 0 } and �2 = � \ �̄1 such that U 

∗(x, y ) = 0 on �2 . We also let 	0 be the inter-

face of �1 and �2 so that 	0 has two opposite orientations: 	+ 
0 

which is oriented in the same direction as ∂�1 , and 	−
0 

which is oriented in the same direction as ∂�2 . Since φ = 0 on 	0 , we have, using integration by parts, 

−(B ∇ 

(ζ ) u 

∗, ∇φ) = −
∫ 
�1 

(B ∇ 

(ζ ) u 

∗) T ∇φd xd y −
∫ 
�2 

(B ∇ 

(ζ ) u 

∗) T ∇φd xd y 

= 

∫ 
�1 

∇ · (B ∇ 

(ζ ) u 

∗) φd xd y −
∫ 
	+ 

0 

B ∇ 

(ζ ) u 

∗ · nφd s 

+ 

∫ 
�2 

∇ · (B ∇ 

(ζ ) u 

∗) φd xd y −
∫ 
	−

0 

B ∇ 

(ζ ) u 

∗ · nφd s 

= −
∫ 
	+ 

0 

B (∇ 

(ζ ) u 

∗
− − ∇ 

(ζ ) u 

∗
+ ) · nφds + 

2 ∑ 

i =1 

∫ 
�i 

∇ · (B ∇ 

(ζ ) u 

∗) φd xd y, (26) 

where n is the unit outward normal direction of the boundary and ∇u ∗− and ∇u ∗+ denote the value of ∇u ∗ on the left and

right sides of 	+ 
0 

respectively. Since u ∗ = U 0 − U 

∗, 

∇ 

(ζ ) u 

∗
± = ∇ 

(ζ ) U 0 , ± − ∇ 

(ζ ) U 

∗
±. 

Note that U 0 ∈ H 

2 ( �), ∇ 

( ζ ) U 0 is continuous in �. From this and (3) we have 

∇ 

(ζ ) u 

∗
− − ∇ 

(ζ ) u 

∗
+ = ∇ 

(ζ ) U 

∗
+ − ∇ 

(ζ ) U 

∗
− = −(w 1 e 

x , w 2 e 
y ) T , 

since ∇ 

(ζ ) U 

∗− = 0 . Since 	0 is characterized by K − w 1 e 
x − w 2 e 

y = 0 , the unit vector outward-normal to 	+ 
0 

is 

n = 

∇(K − w 1 e 
x − w 2 e 

y ) 

‖ 

∇(K − w 1 e x − w 2 e y ) ‖ 

= 

(−w 1 e 
x , −w 2 e 

y ) T 

(w 

2 
1 
e 2 x + w 

2 
2 
e 2 y ) 1 / 2 

. 

Based on the above results, (26) has the following upper bound: 
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−(B ∇ 

(ζ ) u 

∗, ∇φ) ≤ −
∫ 
	+ 

0 

(w 1 e 
x , w 2 e 

y ) T B (w 1 e 
x , w 2 e 

y ) T 

(w 

2 
1 
e 2 x + w 

2 
2 
e 2 y ) 1 / 2 

φds + 

2 ∑ 

i =1 

∫ 
�i 

∇ · (B ∇ 

(ζ ) u 

∗) φd xd y 

≤ C 

∫ 
�

φd xd y, 

since B is positive-definite, φ is non-negative and ∇ · ( B ∇ 

( ζ ) u ∗) is bounded above on both �1 and �2 from its definition.

Therefore, replacing the last term in (25) by the above upper bound gives 

1 

2 

( φ(t) , φ(t) ) + C 

∫ T 

t 

‖ φ(τ ) ‖ 

2 
γ / 2 dτ + λ

∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ ≤ C 

(∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 /p 

(27)

for all t ∈ (0, T ) a.e. This implies that 

λ

∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ ≤ C 

(∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 /p 

, 

and so (∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 −1 /p 

≤ Cλ−1 . 

From the choice of p we see that 1 − 1 /p = 1 / (kp) . Thus, from the above estimate we have (∫ T 

t 

‖ φ(τ ) ‖ 

p 

L p (�) 
dτ

)1 /p 

≤ Cλ−k . 

This is (21) . Combining (27) and the above estimate yields 

1 

2 

(φ(t) , φ(t)) + 

∫ T 

t 

‖ φ(τ ) ‖ 

2 
γ / 2 dτ ≤ C 

λk 

for any feasible t . Finally, noting that t is arbitrary, the above inequality implies (22) . �

Using Lemma 3.3 , we are able to prove the following theorem. 

Theorem 3.4. Let u and u λ be the solutions to Problems 2.1 and 3.1 , respectively. If ∂u 
∂t 

∈ L 1+ k (� × (0 , T )) , then there exists a

constant C > 0, independent of λ, such that 

‖ u λ − u ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ u λ − u ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) 
≤ C 

λk/ 2 
, (28)

where λ and k are the parameters used in (19a) . 

Proof. Following the notation used in the proof of Lemma 3.3 , we decompose u − u λ as 

u − u λ = u − u 

∗ + [ u λ − u 

∗] − − [ u λ − u 

∗] + =: R λ − φ, (29)

where [ z] − = − min { z, 0 } for any z and 

R λ = u − u 

∗ + [ u λ − u 

∗] −. (30)

Let us first consider R λ. Setting v = u − R λ in (13) and v = R λ in (20) gives 〈
−∂u 

∂t 
, −R λ

〉
+ A ( u, −R λ) ≥ ( f, −R λ) , 〈

−∂u λ

∂t, 
, R λ

〉
+ A ( u λ, R λ) + λ

(
φ1 /k , R λ

)
= ( f, R λ) . 

Adding up the above inequality and equality, we have 〈
−∂(u λ − u ) 

∂t 
, R λ

〉
+ A ( u λ − u, R λ) + λ

(
φ1 /k , R λ

)
≥ 0 . (31)

From their definitions, it is easy to see 

φ1 /k [ u λ − u 

∗] − = [ u λ − u 

∗] 1 /k 
+ [ u λ − u 

∗] − ≡ 0 . (32)

Thus, using the above relationship and (30) , we have (
φ1 /k , R λ

)
= 

(
φ1 /k , u − u 

∗ + [ u λ − u 

∗] −
)

= 

(
φ1 /k , u − u 

∗) ≤ 0 , 
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since φ ≥ 0 and u − u ∗ ≤ 0 by (12a) . Therefore, (31) reduces to 〈
−∂(u − u λ) 

∂t 
, R λ

〉
+ A ( u − u λ, R λ) ≤ 0 . 

Using (29) , it is easy to see that the above inequality can be rewritten as 〈
−∂R λ

∂t 
, R λ

〉
+ A ( R λ, R λ) ≤

〈
−∂φ

∂t 
, R λ

〉
+ A ( φ, R λ) . 

From (30) we see that R λ(x, T ) = 0 . Thus, integrating both sides of the above estimate from t to T and using the same

argument as for (24) , Cauchy-Schwarz inequality and (18) , we have 

1 

2 

( R λ(t) , R λ(t) ) + 

∫ T 

t 

A ( R λ(τ ) , R λ(τ ) ) dτ

≤
∫ T 

t 

〈
−∂φ(τ ) 

∂τ
, R λ(τ ) 

〉
d τ + 

∫ T 

t 

A ( φ(τ ) , R λ(τ ) ) dτ

≤ (φ(t) , R λ(t)) + 

∫ T 

t 

〈
φ(τ ) , 

∂R λ(τ ) 

∂τ

〉
dτ + 

∫ T 

t 

A ( φ(τ ) , R λ(τ ) ) d τ

≤ ‖ 

φ‖ L ∞ (0 ,T ;L 2 (�)) ‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + C ‖ 

φ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) ‖ 

R λ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) 

+ 

∫ T 

t 

〈
φ(τ ) , 

∂R λ(τ ) 

∂τ

〉
dτ, (33) 

for all t ∈ (0, T ). Using (32), (30) , and (21) , we estimate the last term in (33) as follows: ∫ T 

t 

〈
φ(τ ) , 

∂R λ(τ ) 

∂τ

〉
d τ = 

∫ T 

t 

〈
φ(τ ) , 

∂u (τ ) 

∂τ

〉
dτ ≤ C ‖ 

φ‖ L p (�×(0 ,T )) 

∥∥∥∥∂u 

∂t 

∥∥∥∥
L q (�×(0 ,T )) 

≤ C 

λk 
, 

where p = 1 + 1 /k and q = 1 + k . Substituting the above upper bound into (33) and using (16), (15) and (22) , we obtain (‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

R λ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)2 

≤ C 

(
1 

2 

‖ 

R λ‖ 

2 
L ∞ (0 ,T ;L 2 (�)) + ‖ 

R λ‖ 

2 
L 2 (0 ,T ;H γ / 2 (�)) 

)
≤ C 

[ 
‖ 

φ‖ L ∞ (0 ,T ;L 2 (�)) ‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

φ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) ‖ 

R λ‖ 

L 2 (0 ,T ;H γ / 2 
0 

(�)) 
+ λ−k 

] 
≤ C 
[(‖ 

φ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

φ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)
·
(‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

R λ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)
+ λ−k 

]
≤ C 
[
λ−k/ 2 

(‖ 

R λ‖ L 2 (0 ,T ;L 2 (�)) + ‖ 

R λ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)
+ λ−k 

]
. 

This is of the form ρ2 ≤ C(ρλ−k/ 2 + λ−k ) . It is easy to prove that ρ ≤ Cλ−k/ 2 for a generic positive constant C , independent

of λ and k . Therefore, we have 

‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

R λ‖ L 2 (0 ,T ;H γ / 2 (�)) ≤ Cλ−k/ 2 . (34) 

Finally, using the triangular inequality, (29), (22) and (34) , we can have 

‖ 

u − u λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

u − u λ‖ L 2 (0 ,T ;H γ / 2 (�)) ≤
(‖ 

R λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

R λ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)
+ 

(‖ 

φ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

φ‖ L 2 (0 ,T ;H γ / 2 (�)) 

)
≤ Cλ−k/ 2 . 

This is (28) . �

4. Discretization 

Since the penalized fPDE cannot be solved analytically, it needs to be discretized in order to solve it numerically. Various

discretization methods are available in the open literature. In this section, we apply the discretization technique developed

recently in [7] to the fractional derivatives in (19a) . We also use Crank–Nicolson time stepping method to construct the

discretization scheme for the penalized equation of (2) . 

Let the intervals ( x min , x max ) and ( y min , y max ) be divided into M x and M y sub-intervals respectively with mesh nodes 

x i = x min + ih x , i = 0 , 1 , . . . , M x ; y j = y min + jh y , j = 0 , 1 , . . . , M y , 

where h x = (x max − x min ) /M x and h y = (y max − y min ) /M y . The α-th partial derivative defined in (9) can be approximated as

follows [7] : 

x min 
D 

α
x U(x i , y j , t) ≈

h x 
−α

	(2 − α) 

i +1 ∑ 

k =0 

g αk U i −k +1 , j (35) 
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for any i ∈ { 1 , 2 , . . . , M x − 1 } and j ∈ { 1 , 2 , . . . , M y − 1 } , where U i −k +1 , j = U(x i −k +1 , y j , t) . The coefficients g α
k 

’s are given by 

g α0 = 

1 

(2 − α)(3 − α) 
, g α1 = 

2 

3 −α − 4 

(2 − α)(3 − α) 
, g α2 = 

3 

3 −α − 4 × 2 

3 −α + 6 

(2 − α)(3 − α) 
, 

g αk = 

1 

(2 − α)(3 − α) 
[(k + 1) 3 −α − 4 k 3 −α + 6(k − 1) 3 −α − 4(k − 2) 3 −α + (k − 3) 3 −α] , 

for k = 3 , 4 , . . . , i + 1 . This finite difference scheme has second order accuracy as proved in [7] . 

For a positive integer N , let (0, T ) be divided into N sub-intervals with the mesh points t n = T − n �t, n = 0 , 1 , . . . , N,

where �t = T /N. Thus T = t 0 > t 1 > · · · > t N = 0 . Using (35) we define the following finite difference operators for the frac-

tional derivatives in (1a) : 

δα
x U 

n 
i, j = 

1 

h 

α
x 	(2 − α) 

i +1 ∑ 

k =0 

g αk U 

n 
i −k +1 , j , δβ

y U 

n 
i, j = 

1 

h 

β
y 	(2 − β) 

j+1 ∑ 

k =0 

g 
β
k 

U 

n 
i, j−k +1 , (36a)

where U 

n 
p,q denotes an approximation to U ( x p , y q , t n ) for all feasible ( p , q , n ). We also define the following central difference

approximations to U x and U y respectively: 

δx U 

n 
i, j = 

1 

2 h x 
(U 

n 
i +1 , j − U 

n 
i −1 , j ) , δy U 

n 
i, j = 

1 

2 h y 
(U 

n 
i, j+1 − U 

n 
i, j−1 ) . (36b)

Using Crank–Nicolson time stepping method and the finite differences defined in (36a) and (36b) , we construct the

following discretization scheme for (19a) : 

U 

n +1 
i, j 

− U 

n 
i, j 

�t 
+ 

1 

2 

(
a 1 δx U 

n +1 
i, j 

− b 1 δ
α
x U 

n +1 
i, j 

+ a 2 δy U 

n +1 
i, j 

− b 2 δ
β
y U 

n +1 
i, j 

+ rU 

n +1 
i, j 

+ d n +1 
i j 

)
+ 

1 

2 

(
a 1 δx U 

n 
i, j − b 1 δ

α
x U 

n 
i, j + a 2 δx U 

n 
i, j − b 2 δ

β
y U 

n 
i, j + rU 

n 
i, j + d n i, j 

)
= 0 (37a)

for i = 1 , 2 , . . . , M x − 1 , j = 1 , 2 , . . . , M y − 1 and n = 1 , 2 , . . . , N satisfying 

U 

n 
0 , j = g 1 (y j , t n ) , U 

n 
i, 0 = g 2 (x i , t n ) , U 

0 
i, j = U 

∗(x i , y j ) , (37b)

where d n 
i, j 

:= d(U 

n 
i, j 

) = λ[ U 

n 
i, j 

− U 

∗
i, j 

] 1 /k 
+ is the penalty term. 

Eq. (37a) can be rewritten as the following linear system: (
I + 

1 

2 

M 

)
V 

n +1 + 

1 

2 

D 

(
V 

n +1 
)

= 

(
I − 1 

2 

M 

)
V 

n − 1 

2 

D ( V 

n ) + ̄F n 

with 

V 

n = 

(
U 

n 
1 , 1 , U 

n 
2 , 1 , . . . , U 

n 
M x −1 , 1 , . . . , U 

n 
M x −1 ,M y −1 

)T 
, 

D ( V 

n ) = 

(
d (U 

n 
1 , 1 ) , d (U 

n 
2 , 1 ) , . . . , d (U 

n 
M x −1 , 1 ) , . . . , d (U 

n 
M x −1 ,M y −1 ) 

)T 
, 

for n = 0 , 1 , . . . , N − 1 , where I is an (M x − 1)(M y − 1) -dimensional identity, F̄ n is an (M x − 1) × (M y − 1) column vector

representing the average of the contributions of the boundary conditions at time levels n and n + 1 , and M is a block

matrix containing (M y − 1) × (M y − 1) blocks . The size of each block is (M x − 1) × (M x − 1) . 

M = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

A + B 1 B 0 0 · · · · · · · · · 0 

B 2 A + B 1 B 0 

. . . 0 

B 3 B 2 A + B 1 B 0 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 

B M y −3 

. . . B 2 A + B 1 B 0 0 

B M y −2 B 3 B 2 A + B 1 B 0 

B M y −1 · · · · · · · · · B 3 B 2 A + B 1 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(M y −1) ×(M y −1) 
DISTRIBUTION A. Approved for public release: distribution unlimited.



184 W. Chen, S. Wang / Applied Mathematics and Computation 305 (2017) 174–187 

Table 1 

System and market parameters for the two- 

asset American option. 

α , β 1.5 r 0.05 

σ 0.25 K 30 

a 1 , a 2 0.384 b 1 , b 2 0.884 

x min , y min ln 0.1 x max , y max ln 100 

Table 2 

Convergence behavior in λ. 

λ = 10 × 2 n n = 1 n = 2 n = 3 n = 4 

k = 1 Error 1.3229 0.6857 0.3493 0.1763 

log 2 Ratio 0.9480 0.9731 0.9863 

k = 2 Error 1.6211 0.4752 0.1246 0.0315 

log 2 Ratio 1.7704 1.9307 1.9825 

k = 3 Error 1.8691 0.3343 0.0447 0.006 

log 2 Ratio 2.4833 2.9036 3.0010 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the above expression, A is the discretization matrix on x direction in (35) 

A i j = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

μx g 
α
0 + ηx , j = i + 1 

μx g 
α
1 + 

r 
2 
�t, j = i 

μx g 
α
2 − ηx , j = i − 1 

μx g 
α
l 
, j = i − l + 1 , l = 3 , . . . , i 

0 , otherwise , 

B j = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

(μy g 
β
0 

+ ηy ) I y , j = 0 

(μy g 
β
1 

+ 

r 
2 
�t) I y , j = 1 

(μy g 
β
2 

− ηx ) I y , j = 2 

(μy g 
β
j 
) I y , j = 3 , . . . , M y , 

where μx = −b 1 
�t 

	(2 −α) h αx 
, ηx = a 1 

�t 
2 h x 

, μy = −b 2 
�t 

	(2 −β) h 
β
y 

, and ηy = a 2 
�t 
2 h y 

. Note that the boundary conditions g n 
1 j 

and g n 
2 i 

(37b) have to be defined by the numerical solutions of two 1D systems. 

The nonlinear system (37) can be solved by the following damped Newton’s iterative method: (
I + 

1 

2 

M + 

1 

2 

J D 
(
w 

l−1 
))

δw 

l−1 = 

(
I − 1 

2 

M 

)
V 

n − 1 

2 

D ( V 

n ) + ̄F n −
(

I + 

1 

2 

M 

)
w 

l−1 − 1 

2 

D 

(
w 

l−1 
)
, 

w 

l = w 

l−1 + κδw 

l−1 

for l = 1 , 2 , . . . until a convergence criterion is satisfied with the initial guess w 

0 = V 

n . J D (w ) denotes the Jacobian ma-

trix of the column vectors D (w ) and κ ∈ (0, 1] denotes a damping parameter. Then we choose V 

n +1 = lim l→∞ 

w 

l for all

n = 0 , 1 , 2 , . . . , N − 1 . 

5. Numerical experiments 

In this section, we present some numerical experimental results to verify the theoretical rate of convergence obtained in

Section 3 and the rate of convergence of the discretization scheme in Section 4 to demonstrate the accuracy and usefulness

of our numerical method. To achieve this, we use two examples and the first test example is chosen to be the following

American basket option pricing problem. 

Example 5.1 (American basket put option pricing) . The fractional differential LCP (2) with system and market parameters

given in Table 1 and the weights w 1 = w 2 = 0 . 5 . 

To investigate the convergence rates of the method in both λ and k , we choose a fixed uniform mesh for the solution

domain (ln (0.05), ln (100)) 2 × (0, 1) in ( x , y , t ) with M x = M y = 50 and N = 50 . Since the exact solution to this problem is

unknown, we use the numerical solution with λ = 10 6 and k = 1 as the reference solution denoted as V R . We solve (19a) on

the aforementioned uniform mesh for a sequence of values of λ and a fixed value of k , and compute approximations of the

following continuous norm on the mesh using the reference and numerical solutions V R and V λ: 

‖ 

V R − V λ‖ L ∞ (0 ,T ;L 2 (�)) + ‖ 

V R − V λ‖ L 2 (0 ,T ;H γ / 2 (�)) . 

We also calculate the base-2 logarithm of the ratio of the errors from two consecutive values of λ for a fixed k and the

results are listed in Table 2 . From Theorem 3.4 we see that the ratio of the errors in V λ and V λ/2 for a given k behaves

like 2 k /2 . However, from Table 2 we see that the computed ratios behave like 2 k , indicating that the rate of convergence

is of order λ−k . In fact, it has been proved in [15,26,28] , using the fact that all the norms in finite dimensions are equiv-

alent, that the power penalty method for a nonlinear complementarity problems in finite dimensions satisfying a strong

monotone condition has the convergence rate O(λ−k ) . However, the convergence rate in finite dimensions is not uniform in
DISTRIBUTION A. Approved for public release: distribution unlimited.
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Table 3 

Convergence behavior in k . 

k = 1 k = 2 k = 3 

λ = 40 Error 0.6857 0.4752 0.3343 

log 2 Ratio 1.4430 1.4216 

λ = 80 Error 0.3493 0.1246 0.0447 

log 2 Ratio 2.8025 2.7904 

λ = 160 Error 0.1763 0.0315 0.0060 

log 2 Ratio 5.5900 5.6529 
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Fig. 1. Computed prices of an American Basket option when α = 1 . 5 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

the dimensionality. Since norms on an infinite-dimensional space are usually not equivalent, we are unable to achieve the

O(λ−k ) -rate of convergence as in finite dimensions. 

We now investigate numerically the rate of convergence of the method in k for a fixed λ > 1. From (28) we see the ratio

of the errors in the solutions using k and k + 1 equals O(λ(k +1) / 2 /λk/ 2 ) = O(λ1 / 2 ) , i.e., the ratio is a constant for any k . The

computed results for different values of k and λ are listed in Table 3 , from which we see that the ratios of the errors for

any two consecutive values of k are almost constants. 

The solution when α = β = 1 . 5 is illustrated in Fig. 1 . We have also repeated the above numerical experiments for

α = β = 1 . 3 , 1 . 7 and found that the computed convergence rates are the same as the corresponding ones for α = β = 1 . 5 ,

which suggests that the convergence rates of the penalty method do not depend on the fractional order α or β . 

To see the influence of α and β on the option price, we solve the test problem for α = β = 1 . 3 , 1 . 5 , 1 . 7 , and plot the

cross-sections at S x = S y , 0 < S x < 100, and t = 0 in Fig. 2 of the differences between the numerical solutions, V FBS , of the

test problem and the numerical solutions of the standard American option V BS (i.e., α = β = 2 ). From Fig. 2 , we see that the

American put option from the fractional model is more valuable than that from the standard model. Also, the value of the

option increases as α and β decreases. This phenomenon is reasonable as when α and β are smaller, the price movement

is faster and thus the option premium is higher, similar to the case that the larger the volatility, the higher the option

premium. 

Example 5.2 (Fractional advection–diffusion equation) . To test the rate of convergence of the discretization scheme we

choose the following linear fPDE to which the exact solution is known: 

u t + u x − 0 D 

α
x u − 0 D 

β
y u = f (x, y, t) 

with boundary and terminal conditions 

u (x, 0 , t) = u (x, 1 , t) = 0 , y ∈ (0 , 1) , t ∈ (0 , 1] , 

u (0 , y, t) = u (1 , y, t) = 0 , x ∈ (0 , 1) , t ∈ (0 , 1] , 

u (x, y, 1) = x 3 y 4 , (x, y ) ∈ (0 , 1) × (0 , 1] , 

where f (x, y, t) = x 3 y 4 + (3 x 2 y 4 − 	(4) 
	(4 −α) 

x 3 −αy 4 + 4 x 3 y 3 − 	(5) 
	(5 −β) 

x 3 y 4 −β − x 3 y 4 ) t . 
DISTRIBUTION A. Approved for public release: distribution unlimited.



186 W. Chen, S. Wang / Applied Mathematics and Computation 305 (2017) 174–187 

Fig. 2. Basket Option comparison for different α. 

Table 4 

Computed rates of convergence for Example 5.2 . 

h = �t = 

1 
5 ×2 m 

E GL 
m log 2 

E GL 
m 

E GL 
m +1 

E m log 2 
E m 

E m +1 

m = 0 1.9403e −02 1.7505e −03 

m = 1 1.4090e −02 0.4616 5.4035e −04 1.6958 

m = 2 8.2916e −03 0.7650 1.4873e −04 1.8612 

m = 3 4.4631e −03 0.8936 3.8689e −05 1.9427 

m = 4 2.3158e −03 0.9466 9.8882e −06 1.9681 

m = 5 1.1801e −03 0.9726 2.5081e −06 1.9791 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We choose α = β = 1 . 5 and the exact solution to the above problem is u (x, t) = x 3 y 4 t. This problem is solved using

a sequence of uniform meshes with mesh sizes h x = h y = h = �t = 

1 
5 × 2 −m for m = 0 , 1 , . . . , 5 . For each m , the following

discrete maximum norm is computed: 

E m 

= max 
0 <n<N−1 , 

max 
1 <i<M x −1 , 

max 
1 < j<M y −1 

∣∣u (x i , y j , t n ) − U 

n 
i j 

∣∣, 
where (U 

n 
i j 
) denotes the numerical solution by the discretization scheme. These computed errors, along with computed rates

of convergence log 2 (E m +1 /E m 

) , for k = 0 , 1 , . . . , 4 , are listed in Table 4 from which we see that the rates of convergence of

our method are of order O(�t 2 + h 2 x + h 2 y ) , while a lengthy mathematical proof of this upper error bound can be found

in [9] . For comparison, we have also solved this 2D problem using the combination of the Crank–Nicolson time-stepping

scheme and Grünwald–Letnikov method in [23] which is a popular method for fPDEs. The computed errors E GL 
m 

’s and the

rates of convergence for the GL method are also listed in Table 4 , from which it is clear that GL method is only 1st-order

accurate, and our method has a 2nd-order convergence rate. 

Finally, we comment that the coefficient matrix M of the discretized system in Section 4 is dense and thus the computa-

tional costs for solving the discretized system is usually high, particularly in 2 spatial dimensions. Theoretically, it is known

that the computational cost for solving the system using the LU decomposition is of the order O((M x × M y ) 
3 ) . The develop-

ment of efficient algorithms for (37) such as conjugate gradient based and ADI algorithms is a future topic and challenge for

us, though it is beyond our current discussion. Also, a comparison of numerical performances of a penalty method similar

to the current one with the augmented Lagrangian method for solving conventional American option pricing problems has

been given in [32] . Thus we refer readers to this comparison study. 

6. Conclusion 

In this paper, we proposed and analyzed a power penalty method a 2-dimensional fractional differential linear comple-

mentarity problem for pricing American options on two independent assets. We proved that the solution from the penalty
DISTRIBUTION A. Approved for public release: distribution unlimited.
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method converges to that of the linear complementarity problem at the rate of O(λ−k/ 2 ) . A 2nd-order accurate discretization

scheme has also been developed for solving the nonlinear fractional partial differential equation arising from the penalty

approach. Numerical experiments were performed to verify the theoretical rates of convergence and demonstrate that nu-

merical method produces financially meaningful results. 
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a b s t r a c t

In this paperwe propose a combination of a penaltymethod and a finite volume scheme for
a four-dimensional time-dependent Hamilton–Jacobi–Bellman (HJB) equation arising from
pricing European options with proportional transaction costs and stochastic volatility. The
HJB equation is first approximated by a nonlinear partial differential equation containing
penalty terms. A finite volume method along with an upwind technique is then developed
for the spatial discretization of the nonlinear penalty equation.We show that the coefficient
matrix of the discretized system is anM-matrix. An iterativemethod is proposed for solving
the nonlinear algebraic system and a convergence theory is established for the iterative
method. Numerical experiments are performed using a non-trivial model pricing problem
and the numerical results demonstrate the usefulness of the proposed method.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Valuation of options is one of the most important problems in financial engineering. For over four decades, practitioners
and academic researchers in finance, economics and mathematics have engaged in the study of option pricing. Various
option pricing approaches have been developed (see, for example, [1–9]). One of the methods is the utility based option
pricing approachwhich has beenwidely used for valuing European andAmerican optionswhen the trading of the underlying
stocks incurs proportional transaction costs [3,6,10–18]. Recently, Caflisch et al. [19] and Cosso [20] applied this approach to
pricing European options and American options respectively under proportional transaction costs and stochastic volatility.
More specifically, in [19] the authors assumed that the underlying stock price follows a geometric Brownian motion and
the associated volatility evolves according to a stochastic process of the Ornstein–Uhlenbeck type. By following the utility
maximization procedure proposed in [3], they derived a set of non-linear HJB equations governing European option prices.
They also obtained an asymptotic expression for the European option price in the limit of small transaction costs and fast
mean reversion volatility under the assumption of an exponential utility function. In [20], the authors considered American
option pricing with proportional transaction costs and stochastic volatility. They assumed that the stochastic volatility
follows the Cox–Ingersoll–Ross (CIR) process. They also showed that computing the price of an American option involves
solving a singular stochastic optimal control problem and proved the existence and uniqueness of the viscosity solution
to the associated HJB equation. Moreover, they solved the HJB equations using the Markov chain approximation when the
utility function is exponential.
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In this paper, we will develop a new, efficient and accurate numerical method for computing European option prices
based on the pricing model in [19,20]. In both [19,20], the utility function is assumed to be an exponential function. It is
well known that using the exponential utility function can reduce the number of state variables in the HJB equation by one
under a proper transformation. Thus, the use of this special function can simplify the problem considerably. Although the
transformation substantially reduces the computational cost, it may not be applicable to other types of utility functions. The
aim of this paper is to develop a numerical method which can efficiently and accurately solve the HJB equation without any
dimension reduction technique. Therefore, the numerical method developed in this work can be used for computing option
prices with any types of utility function.

This paper is organized as follows. In Section 2,we give a brief account of the formulation of the European option valuation
problem as a set of HJB equations using the utility maximization theory. In Section 3, we first use a known penalty approach
to approximate the HJB equations by a nonlinear PDEwith penalty terms to penalize the parts which violate the constraints.
We then propose a finite volume scheme for the penalty equation. In Section 4, an iterative algorithm and its convergence
will be provided and in Section 5, we present the numerical results to demonstrate the usefulness of the numerical method.

2. The European option pricing model

In this section, we will present a brief account of the European option pricing model when the volatility is stochastic and
trading the underling stocks is subject to proportional transaction costs. A detailed mathematical deduction of the model
can be found in [16,20].

2.1. Stochastic volatility model with transaction costs

Consider a market consisting of a risky stock and a risk-less bond. Assume that the price of the stock at time u ∈ [0, T ],
denoted as Su, evolves according to the following stochastic volatility model:

dSu
Su

= µdu +


ν(u)dW 1

u , (1)

where µ is constant drift rate and
√

ν(u) is the volatility function which satisfies the following Cox–Ingersoll–Ross (CIR)
process:

dν(u) = ξ(η − ν(u))du + ϑ


ν(u)dW 2
u , (2)

where ξ is the speed of adjustment, η is the mean and ϑ is the volatility to volatility. In (2) ξ, η and ϑ are assumed to be
constant satisfying 2ξη > ϑ2, and W 1

u and W 2
u are Wiener processes on a filtered probability space (Ω, F , (Fu)0≤u≤T , P)

with correlation ρ.
We also assume that the price of the bond, B(u), evolves according to the following ordinary differential equation

dB(u) = rB(u)du,

where r ≥ 0 is a constant interest rate.
Suppose that the investors must pay transaction costs when buying or selling the stock and the transaction costs are

proportional to the amount transferred from the stock to the bond. Let βu denote the amount the investors hold in the bond
and αu the number of shares of the stock held by the investors at time u ∈ [0, T ], then the evolution equations for βu and
αu are

dβu = rβudu − (1 + θ)SudLu + (1 − θ)SudMu, (3)
dαu = dLu − dMu, (4)

where θ ∈ [0, 1) represents the proportional transaction cost rate when buying and selling the stock, and Lu andMu denote
respectively the cumulative number of shares purchased and sold up to time u. Let c(αu, Su) denote the liquidated cash value
of the stock andWu the investor’s wealth at time u. We have

c(αu, Su) = Su(αu − θ |αu|)

Wu(αu, βu, Su) = βu + Su(αu − θ |αu|).

2.2. European option pricing via utility maximization

We now describe the utility based option pricing approach. The idea of the utility based option pricing approach is to
consider an optimal portfolio selection problem of an investor whose objective is to find an admissible trading strategy to
maximize his/her expect utility of terminal wealth. Under this approach, the reservation purchase (respectively write) price
of an option is the price at which the investor has the same maximum expected utility whether he/she buys (respectively
writes) the option or not. To use this approach to value reservation purchase and write prices of European call options, we
first need to define the following three different utility maximization problems.

DISTRIBUTION A. Approved for public release: distribution unlimited.



2456 W. Li, S. Wang / Computers and Mathematics with Applications 73 (2017) 2454–2469

Problem 2.1 (UtilityMaximization for an InvestorWithout an Option). Consider an investor who trades only in the underlying
stock and the bond. At time t ∈ [0, T ], the investor holds β dollars in the bond and α shares of the stock of price S with
volatility ν. The objective of the investor is tomaximize the expected utility of terminal wealth over all admissible strategies,
i.e.,

V 0(t, α, β, S, ν) = sup
Λ0(t,α,β,S,ν)

Et [U(WT )] (0 ≤ t ≤ T ), (5)

where V 0(t, α, β, S, ν) denotes the investor’s time t maximum expected utility of terminal wealth (also known as value
function), Et denotes the expectation operator conditional on the time t information (α, β, S, ν) andU(.) is a utility function.
Λ0(t, α, β, S, ν) is the set of admissible strategies available to the investor which is defined as the set of right-continuous,
measurable, F-adapted, increasing processes, Lu andMu (t ≤ u ≤ T ), such that the following conditions are satisfied:

1. The associated processes (αLu,Mu , βLu,Mu , Su, νu) satisfy (1)–(4) in [t, T ] with the initial state (t, α, β, S, ν).
2. βLu,Mu + SuαLu,Mu − Suθ |αLu,Mu | > 0, ∀u ∈ [t, T ].

The choice of the utility function U is non-unique and a popular one is the following exponential function:

U(W ) = 1 − exp(−γW ), (6)

where γ > 0 is a constant risk aversion parameter.

Problem 2.2 (Utility Maximization for an Investor Buying an Option). Assume that the investor trades in the market for the
underlying stock and the bond, and in addition, purchases a cash-settled European call option written on the stock with
strike price K and expiry date T . Then the investor’s objective is to choose an admissible trading strategy to maximize the
expected utility of terminal wealth, i.e.,

V b(t, α, β, S, ν) = sup
Λb(t,α,β,S,ν)

Et [U(WT + (ST − K)+)] (0 ≤ t ≤ T ), (7)

where Λb(t, α, β, S, ν) = Λ0(t, α, β, S, ν) and x+
= max{x, 0}.

Problem 2.3 (Utility Maximization for an Investor Writing an Option). Assume that the investor trades in the market for the
underlying stock and the bond, and, in addition, sells a cash-settled European call option written on the stock with strike
price K and expiry date T . Then, the investor’s objective is to maximize the expected utility of terminal wealth over the set
of feasible strategies, i.e.,

Vw(t, α, β, S, ν) = sup
Λw(t,α,β,S,ν)

Et [U(WT − (ST − K)+)] (0 ≤ t ≤ T ), (8)

where Λw(t, α, β, S, ν) denotes the writer’s admissible strategies which are defined as the set of right-continuous,
measurable, F-adapted, increasing processes, Lu andMu (t ≤ u ≤ T ), such that the following conditions are satisfied.

1. The associated processes (αLu,Mu , βLu,Mu , Su, νu) satisfy (1)–(4) in [t, T ] with the initial state (t, α, β, S, ν).
2. βLu,Mu + Su


αLu,Mu − 1/(1 − θ)


− Suθ

αLu,Mu − 1/(1 − θ)
 > 0, ∀u ∈ [t, T ].

We comment that Item 2 in each of Problems 2.1–2.3 represents the no-bankruptcy restriction. These conditions ensure
that the investor’s wealth is positive at all trading times.

Using the above problems, we now define the reservation purchase andwrite prices of a European call options as follows.

Definition 2.4 (Reservation Purchase Price of a European Call Option). Consider an investor who starts trading at time t = 0
with holding β dollars in the bond and α shares of the stock of price S with volatility ν. Assume that the investor only can
buy the option at the initial time t = 0. Then the investor’s reservation purchase price of a European call option is defined
as the amount, Pb, such that V b(0, α, β − Pb, S, ν) = V 0(0, α, β, S, ν).

Definition 2.5 (ReservationWrite Price of a European Call Option). Consider an investor who starts trading at time t = 0with
holding β dollars in the bond and α shares of the stock whose price is S with initial volatility ν. Assume that the investor can
only sell the option at the initial time t = 0. Then the investor’s reservation write price of a European call option is defined
as the amount, Pw , such that Vw(0, α, β + Pw, S, ν) = V 0(0, α, β, S, ν).

From the above definitions it is clear that computing reservation purchase or write price of a European option involves
two of the three value functions defined in (5)–(8). By the dynamic programming principle, we can derive an HJB equation
with a set of appropriate terminal conditions governing the value functions V 0, V b and Vw .

Let Lk, k = 1, 2, 3, be the linear differential operators defined respectively by

L1 = −


∂

∂t
+ rβ

∂

∂β
+ µS

∂

∂S
+ ξ(η − ν)

∂

∂ν
+

1
2
S2ν

∂2

∂S2
+

1
2
ϑ2ν

∂2

∂ν2
+ ρϑSν

∂2

∂S∂ν


, (9)
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L2 = −
∂

∂α
+ (1 + θ)S

∂

∂β
, (10)

L3 =
∂

∂α
− (1 − θ)S

∂

∂β
. (11)

Then, the value functions V 0, V b, Vw are defined by the following HJB equation

min {L1V , L2V , L3V } = 0, (12)

for (t, α, β, S, ν) ∈ [0, T ) × Ω i
× (0, +∞) satisfying, respectively, the following terminal conditions:

V (T , α, β, S, ν) = V i(T , α, β, S, ν), (α, β, S, ν) ∈ Ω i
× (0, +∞) (13)

for i = 0, b and w respectively, where

V 0(T , α, β, S, ν) = U(β + S(α − θ |α|)), (14)

V b(T , α, β, S, ν) = U(β + S(α − θ |α|) + (S − K)+), (15)

Vw(T , α, β, S, ν) = U(β + S(α − θ |α|) − (S − K)+), (16)

and

Ω0
= Ωb

= {(α, β, S) ∈ R × R × R+
: β + Sα − Sθ |α| > 0}, (17)

Ωw
=

(α, β, S) ∈ R × R × R+

: β + S (α − 1/(1 − θ)) − Sθ |α − 1/(1 − θ)| > 0

. (18)

In the above (v)+ = max{v, 0}. Note that (12) is nonlinear and it does not have in general classical solutions. It has been
proved in Cosso et al. [20] that the value functions defined by (5)–(8) are unique viscosity solutions of their respective HJB
equations (12)–(16). This is given in the following theorem.

Theorem 2.6. Let i ∈ {0, b, w} and assume that the value function V i is continuous on [0, T ] × Ω̄ i
× (0, +∞), then the value

function V i is the unique constrained viscosity solution of (12) with the terminal condition

V (T , α, β, S, ν) = V i(T , α, β, S, ν), for (α, β, S, ν) ∈ Ω i
× (0, +∞),

where V i(T , α, β, S, ν) and Ω i are defined in (14)–(16) and (17)–(18) respectively for i = 0, b, w.

3. The numerical techniques

Note that (12) can be regarded as a constrained optimization problem in infinite dimensions. Thus, the numerical solution
of (12) involves numerical optimization techniques and discretization schemes. In this section, we will propose a nonlinear
PDE containing penalty terms, called penalty equation, to approximate (12). The penalty terms in the penalty equation
penalize the part of its solution which violate LiV ≥ 0 for i = 2, 3, while L1V ≥ 0 is automatically satisfied by the
formulation. We will then develop a finite volume method along with the full implicit 2-step time stepping method for the
resulting penalty equation and show that the system matrix is anM-matrix.

3.1. The penalty approach

Penalty methods have been developed for solving both finite- and infinite-dimensional HJB equations [21–25]. In
particular, we propose a penalty method in [16–18] for the European and American option pricing problems under
proportional transaction costs with a constant volatility. Motivated by our previous work, we propose the following penalty
formulation for (12):

L1Vλ + λ[L2Vλ]
−

+ λ[L3Vλ]
−

= 0 (19)

for (t, α, β, S, ν) ∈ [0, T ) × Ω i
× (0, +∞) with the terminal condition

Vλ(T , α, β, S, ν) = V i(T , α, β, S, ν), for (α, β, S, ν) ∈ Ω i
× (0, +∞), (20)

where Lk are the differential operators defined in (9)–(11), V i(T , α, β, S, ν) is the boundary condition given in (14)–(16)
for each i, λ > 1 is a penalty parameter, i ∈ {0, b, w} and (v)− = min{v, 0} for any function v.

For the solution of (19) we have the following convergence result.

Theorem 3.1. For any i ∈ {0, b, w}, let V i be the unique constrained viscosity solution of (12)–(13). For each λ > 1,
(19)–(20) has a unique viscosity solution υ i

λ and υ i
λ → V i as λ → ∞.

The proof of this theorem is essentially a repetition of the proofs of Theorems 4.2 and 4.3 in [16] in which L1 is a special
case of that defined in (9). However, all the required properties used in the proofs in [16] are satisfied by L1 in (9). Thus, we
omit this proof.
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3.2. The finite volume method

Finite volume methods have been used for solving one and two-dimensional Black–Scholes equations [26–28]. In this
section, we will propose a finite volume method with an upwind technique for (19). This method has the merit that the
coefficient matrix of the resulting system matrix from the method is always an M-matrix even when ρ ≠ 0 in (9). In fact,
this property cannot be achieved by any finite difference discretization scheme. For brevity, we only consider the case that
i = b in (19) and (20). The methods for the other two cases are essentially the same as that for i = b and thus are omitted.
Before proceeding, we first rewrite the second and last terms of (19) as the following equivalent form:

λ[L2Vλ]
−

= min
m̄∈[0,λ]

m̄L2Vλ, λ[L3Vλ]
−

= min
n̄∈[0,λ]

n̄L3Vλ.

Then, (19) can be rewritten as the divergence form as:

−
∂V
∂t

− ∇ · (A∇V ) + b · ∇V + min
m̄∈[0,λ]

m̄L2Vλ + min
n̄∈[0,λ]

n̄L3Vλ = 0, (21)

where

A =

0 0 0 0
0 0 0 0
0 0 a33 a34
0 0 a43 a44

 :=


0 0 0 0
0 0 0 0

0 0
1
2
S2ν

1
2
ρϑSν

0 0
1
2
ρϑSν

1
2
ϑ2ν

 , (22)

b =

b1
b2
b3
b4

 :=


0

−rβ

Sν +
1
2
ρϑS − µS

1
2
ρϑν +

1
2
ϑ2

− ξ(η − ν)

 . (23)

Let Ω = (−∞, +∞)2 × (0, +∞)2. We consider the problem in the following finite region:

ΩL := (−Lα, Lα) × (−Lβ , Lβ) × (0, LS) × (0, Lν) ⊂ Ω (24)

where Lα, Lβ , Lα, Lβ , LS and Lν are positive constants. To discretize ΩL, we choose four positive integers E,M , P and Z and
use these integers to define a uniform mesh for ΩL with mesh nodes

αi = −Lα + i × h1, i = 0, 1, 2, . . . , E,

βj = −Lβ + j × h2, j = 0, 1, 2, . . . ,M,

Sk = k × h3, k = 0, 1, 2, . . . , P,

νl = l × h4, l = 0, 1, 2, . . . , Z,

where

h1 =
Lα + Lα

E
, h2 =

Lβ + Lβ

M
, h3 =

LS
P

, h4 =
Lν

Z
.

Let h = max{h1, h2, h3, h4}. In what follows, we will characterize this spatial mesh using the grid index set: Ḡh = ∂Gh ∪ Gh,
where Gh and ∂Gh denote the index sets of the interior and boundary mesh nodes defined respectively by

Gh = {(i, j, k, l) : i = 1, 2, . . . , E − 1, j = 1, 2, . . . ,M − 1, k = 1, 2, . . . , P − 1, l = 1, 2, . . . , Z − 1}

and

∂Gh = {(0, j, k, l), (E, j, k, l), (i, 0, k, l), (i,M, k, l), (i, j, 0, l), (i, j, P, l),
(i, j, k, 0), (i, j, k, l) : i = 1, 2 . . . E, j = 1, 2, . . . ,M, k = 1, 2, . . . , P, l = 1, 2, . . . , Z}.

Clearly, each grid point (i, j, k, l) ∈ Ḡh corresponds to a state (αi, βj, Sk, νl).
Dual to the above mesh (called primary mesh), we define a secondary mesh with the mesh nodes

αi− 1
2

=
αi−1 + αi

2
, βj− 1

2
=

βj−1 + βj

2
, Sk− 1

2
=

Sk−1 + Sk
2

, νl− 1
2

=
νl−1 + νl

2
,
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for i = 0, . . . , E + 1, j = 0, . . . ,M + 1, k = 0, . . . , P + 1 and l = 0, . . . , Z + 1 with the convention

α
−

1
2

= α0, αE+
1
2

= αE, β
−

1
2

= β0, αM+
1
2

= βM ,

S
−

1
2

= S0, SP+
1
2

= SP , ν
−

1
2

= ν0, νZ+
1
2

= νZ .

For each mesh node (i, j, k, l) ∈ Ḡh, we define a so-called box or control region centered at the point by

Rijkl =


αi− 1

2
, αi+ 1

2


×


βj− 1

2
, βj+ 1

2


×


Sk− 1

2
, Sk+ 1

2


×


νl− 1

2
, νl+ 1

2


.

Integrating (21) over each control region Rijkl and applying integration by parts to the 2nd term, we have

−


Rijkl

∂V
∂t

dαdβdSdν −


∂Rijkl

(A∇V ) · ndσ +


Rijkl

b · (∇V )dαdβdSdν

+


Rijkl

min
m̄∈[0,λ]

m̄L2VλdαdβdSdν +


Rijkl

min
n̄∈[0,λ]

n̄L3VλdαdβdSdν = 0 (25)

for (i, j, k, l) ∈ Gh, where ∂Rijkl denotes the boundary of Rijkl, n the unit vector out-normal to ∂Rijkl and dσ denotes the 3d
infinitesimal along ∂Rijkl. Using the 1-point quadrature rule and (23), we have

Rijkl

∂V
∂t

dαdβdS dν ≈
∂Vijkl

∂t
|Rijkl|, (26)

Rijkl
b · (∇V )dαdβdSdν ≈


b2

∂V
∂β

+ b3
∂V
∂S

+ b4
∂V
∂ν


(αi,βj,Sk,νl)

|Rijkl|, (27)
Rijkl

min
m̄∈[0,λ]

m̄L2VλdαdβdSdν ≈ min
m̄∈[0,λ]

m̄


−
∂V
∂α

+ (1 + θ)S
∂V
∂β


(αi,βj,Sk,νl)

|Rijkl|, (28)
Rijkl

min
n̄∈[0,λ]

n̄L3VλdαdβdSdν ≈ min
n̄∈[0,λ]

n̄


∂V
∂α

− (1 − θ)S
∂V
∂β


(αi,βj,Sk,νl)

|Rijkl|, (29)

where | · | denotes the ‘measure’ (absolute value, area or volume depending on the context) of a quantity and Vijkl denote an
approximation of V at the mesh node.

We now consider the approximation of the second term in (25). Since Rijk is a hyper-rectangle or box in 4D, ∂Rijkl contains
8 3D rectangular prisms or facets. Each of these facets is perpendicular to one of the axes so that its normal direction n is in
or opposite the direction of the axis. In fact, the possible normal directions are (±1, 0, 0, 0)⊤, (0,±1, 0, 0)⊤, (0, 0, ±1, 0)⊤
and (0, 0, 0, ±1)⊤. From the definition A in (22) and these choices of n we see that A∇V · n has only 4 non-zero terms
corresponding to the facets intersecting Sk± 1

2
and νl± 1

2
. Therefore, we have

−


∂Rijkl

A∇V · ndσ = −


∂R1ijkl


a33

∂V
∂S

+ a34
∂V
∂ν


dαdβdν +


∂R3ijkl


a33

∂V
∂S

+ a34
∂V
∂ν


dαdβdν

−


∂R2ijkl


a43

∂V
∂S

+ a44
∂V
∂ν


dαdβdS +


∂R4ijkl


a43

∂V
∂S

+ a44
∂V
∂ν


dα dβdS,

where ∂Rm
ijkl, m = 1, 2, 3, 4, denote the 4 facets of ∂Rijkl on which A∇V · n ≠ 0. Applying the 1-point quadrature rule to the

above equation and noting that these facets are numbered in such a way that |R1
ijkl| = |R3

ijkl| and |R2
ijkl| = |R4

ijkl|, we have

−


∂Rijkl

A∇V · ndσ ≈ −


a33

∂V
∂S

+ a34
∂V
∂ν


αi,βj,Sk+ 1

2
,νl

 × |R3
ijkl|

+


a33

∂V
∂S

+ a34
∂V
∂ν


αi,βj,Sk− 1

2
,νl

 × |R3
ijkl|

−


a43

∂V
∂S

+ a44
∂V
∂ν


αi,βj,Sk,νl+ 1

2

 × |R4
ijkl|

+


a43

∂V
∂S

+ a44
∂V
∂ν


αi,βj,Sk,νl− 1

2

 × |R4
ijkl|, (30)
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where

R3
ijkl =


αi− 1

2
, αi+ 1

2


×


βj− 1

2
, βj+ 1

2


×


νl− 1

2
, νl+ 1

2


,

R4
ijkl =


αi− 1

2
, αi+ 1

2


×


βj− 1

2
, βj+ 1

2


×


Sk− 1

2
, Sk+ 1

2


.

Replacing the terms in (21) by their respective approximations in (26)–(30), we have

−
∂Vijkl

∂t
|Rijkl| −


a33

∂V
∂S

+ a34
∂V
∂ν




αi,βj,Sk+ 1
2

,νl

 |R3
ijkl| +


a33

∂V
∂S

+ a34
∂V
∂ν




αi,βj,Sk− 1
2

,νl

 |R3
ijkl|

−


a43

∂V
∂S

+ a44
∂V
∂ν




αi,βj,Sk,νl+ 1
2

 |R4
ijkl| +


a43

∂V
∂S

+ a44
∂V
∂ν




αi,βj,Sk,νl− 1
2

 |R4
ijkl|

+


b2

∂V
∂β

+ b3
∂V
∂S

+ b4
∂V
∂ν


(αi,βj,Sk,νl)

|Rijkl| + min
m̄∈[0,λ]

m̄


−
∂V
∂α

+ (1 + θ)S
∂V
∂β


(αi,βj,Sk,νl)

|Rijkl|

+ min
n̄∈[0,λ]

n̄


∂V
∂α

− (1 − θ)S
∂V
∂β


(αi,βj,Sk,νl)

|Rijkl| = 0. (31)

Given a positive integer N , we divide the time interval [0, T ] into N sub-intervals with time points tn = n × 1t for
n = 0, 1, . . . ,N , where 1t = T/N . We let G1t = {0, 1, 2, . . . ,N} denote the index set of the time mesh points.

We now approximate the 1st spatial derivatives in (31) by finite-differences. For any admissible (n, i, j, k, l), we denote
by V n

ijkl the approximation (to be determined) the solution to (31) and (20) at the node (tn, αi, βj, Sk, νl). Using the following
finite difference operators

DtV n
ijkl =

V n+1
ijkl − V n

ijkl

1t
,

D+

α V
n
ijkl =

V n
(i+1)jkl − V n

ijkl

h1
, D−

α V
n
ijkl =

V n
ijkl − V n

(i−1)jkl

h1
,

D+

β V
n
ijkl =

V n
i(j+1)kl − V n

ijkl

h2
, D−

β V
n
ijkl =

V n
ijkl − V n

i(j−1)kl

h2
,

D+

S V
n
ijkl =

V n
ij(k+1)l − V n

ijkl

h3
, D−

S V
n
ijkl =

V n
ijkl − V n

ij(k−1)l

h4

D+

ν V
n
ijkl =

V n
ijk(l+1) − V n

ijkl

h4
, D−

ν V
n
ijkl =

V n
ijkl − V n

ijk(l−1)

h4
,

DSV n
ij

k+ 1

2


l
=

V n
ij(k+1)l − V n

ijkl

h3
, DSV n

ij

k− 1

2


l
=

V n
ijkl − V n

ij(k−1)l

h3
,

DνV n
ijk

l+ 1

2

 =
V n
ijk(l+1) − V n

ijkl

h4
, DνV n

ijk

l− 1

2

 =
V n
ijkl − V n

ijk(l−1)

h3
,

we propose a finite difference scheme for (31) as follows:

− DtV n
ijkl|Rijkl| −

1
2
S2
k+ 1

2
νlDSV n

ij

k+ 1

2


l
|R3

ijkl| −
1
2


ρϑSk+ 1

2
νl

+

D+

ν V
n
ijkl|R

3
ijkl|

−
1
2


ρϑSk+ 1

2
νl

−

D−

ν V
n
ijkl|R

3
ijkl| +


1
2
S2
k− 1

2
νl


DSV n

ij

k− 1

2


l
|R3

ijkl|

+
1
2


ρϑSk− 1

2
νl

+

D−

ν V
n
ijkl|R

3
ijkl| +

1
2


ρϑSk− 1

2
νl

−

D+

ν V
n
ijkl|R

3
ijkl|

−
1
2


ρϑSkνl+ 1

2

+

D+

S V
n
ijkl|R

4
ijkl| −

1
2


ρϑSkνl+ 1

2

−

D−

S V
n
ijkl|R

4
ijkl|

−


1
2
ϑ2
k νl+ 1

2


DνV n

ijk

l+ 1

2

|R4
ijkl| +

1
2


ρϑSkνl− 1

2

+

D−

S V
n
ijkl|R

4
ijkl|

+
1
2


ρϑSkνl− 1

2

−

D+

S V
n
ijkl|R

4
ijkl| +


1
2
ϑ2
k νl− 1

2


DνV n

ijk

l− 1

2

|R4
ijkl|
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− r(βj)
+D+

β V
n
ijkl|Rijkl| − r(βj)

−D−

β V
n
ijkl|Rijkl| +


Skνl +

1
2
ρϑSk − µSk

+

D−

S V
n
ijkl|Rijkl|

+


Skνl +

1
2
ρϑSk − µSk

−

D+

S V
n
ijkl|Rijkl| +


1
2
ρϑνl +

1
2
ϑ2

+ ξ(η − νl)

+

D−

ν V
n
ijkl|Rijkl|

+


1
2
ρϑνl +

1
2
ϑ2

+ ξ(η − νl)

−

D+

ν V
n
ijkl|Rijkl| + m1(n, i, j, k, l)


−D+

α V
n
ijkl + (1 + θ)SkD−

β V
n
ijkl


|Rijkl|

+ n1(n, i, j, k, l)

D−

α V
n
ijkl − (1 − θ)SkD+

β V
n
ijkl


|Rijkl| = 0, (32)

where (·)+ = max{·, 0} and (·)− = min{·, 0} are as defined before and

m1(n, i, j, k, l) = arg min
m̄∈[0,λ]

m̄

−

V n
(i+1)jkl − V n

ijkl

h1
+ (1 + θ)Sk

V n
ijkl − V n

i(j−1)kl

h2


, (33)

n1(n, i, j, k, l) = arg min
n̄∈[0,λ]

n̄
V n

ijkl − V n
(i−1)jkl

h1
− (1 − θ)Sk

V n
i(j+1)kl − V n

ijkl

h2


. (34)

Note that in the original problem, only final/pay-off conditions are fined defined in (14)–(16). However, in computation,
we need to define some artificial boundary conditions. For a detailed discussion on artificial boundary conditions, we refer
to [29]. Using (20), (17) and (18), we define the boundary and terminal conditions for (32)–(34) as follows.

VN
ijkl =


U(βj + Sk(αi − θ |αi|) + (Sk − K)+), (i, j, k, l) ∈ Gh, xi,j,k ∈ Ω̄b,

0, (i, j, k, l) ∈ Gh, xi,j,k ∉ Ω̄b,
(35)

V n
ijk =


U(βj + Sk(αi − θ |αi|) + (Sk − K)+), (i, j, k, l) ∈ ∂Gh, xi,j,k ∈ Ω̄b,

0, (i, j, k, l) ∈ ∂Gh, xi,j,k ∉ Ω̄b,
(36)

for n = 0, 1, . . . ,N where xi,j,k = (αi, βj, Sk) and U(W ) is the utility function.
Let ∆ = (1t, h). For the discretization scheme defined in (32) we have the following theorem.

Theorem 3.2. For any ∆ > (0, 0) and given m1(n, i, j, k, l) ∈ [0, λ] and n1(n, i, j, k, l) ∈ [0, λ], the system matrix of (32) is
an M-matrix and the solution of (32) is bounded uniformly on Gh × G1t .

Proof. We first rewrite (32) in the following equivalent form:

−
V n+1
ijkl − V n

ijkl

1t
h1h2h3h4 −

1
2
S2
k+ 1

2
νl
V n
ij(k+1)l − V n

ijkl

h3
h1h2h4

−
1
2


ρϑSk+ 1

2
νl

+ V n
ijk(l+1) − V n

ijkl

h4
h1h2h4 +

1
2

ρϑSk+ 1
2
νl

−
 V n

ijkl − V n
ijk(l−1)

h4
h1h2h4

+
1
2
S2
k− 1

2
νl
V n
ijkl − V n

ij(k−1)l

h3
h1h2h4 +

1
2


ρϑSk− 1

2
νl

+ V n
ijkl − V n

ijk(l−1)

h4
h1h2h4

−
1
2

ρϑSk− 1
2
νl

−
 V n

ijk(l+1) − V n
ijkl

h4
× h1h2h4 −

1
2


ρϑSkνl+ 1

2

+ V n
ij(k+1)l − V n

ijkl

h3
h1h2h3

+
1
2

ρϑSkνl+ 1
2

−
 V n

ijkl − V n
ij(k−1)l

h3
h1h2h3 −

1
2
ϑ2
k νl+ 1

2

V n
ijk(l+1) − V n

ijkl

h4
h1h2h3

+
1
2


ρϑSkνl− 1

2

+ V n
ijkl − V n

ij(k−1)l

h3
× h1h2h3 −

1
2

ρϑSkνl− 1
2

−
 V n

ij(k+1)l − V n
ijkl

h3
h1h2h3

+
1
2
ϑ2
k νl− 1

2

V n
ijkl − V n

ijk(l−1)

h4
h1h2h3 − r(βj)

+
V n
i(j+1)kl − V n

ijkl

h2
h1h2h3h4

+ r|(βj)
−
|
V n
ijkl − V n

i(j−1)kl

h2
h1h2h3h4 +


Skνl +

1
2
ρϑSk − µSk

+ V n
ijkl − V n

ij(k−1)l

h3
h1h2h3h4

−



Skνl +

1
2
ρϑSk − µSk

−
 V n

ij(k+1)l − V n
ijkl

h3
h1h2h3h4

+


1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

+ V n
ijkl − V n

ijk(l−1)

h4
h1h2h3h4
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−



1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

−
 V n

ijk(l+1) − V n
ijkl

h4
h1h2h3h4

+ m1(n, i, j, k, l)

−

V n
(i+1)jkl − V n

ijkl

h1
+ (1 + θ)Sk

V n
ijkl − V n

i(j−1)kl

h2


h1h2h3h4

+ n1(n, i, j, k, l)
V n

ijkl − V n
(i−1)jkl

h1
− (1 − θ)Sk

V n
i(j+1)kl − V n

ijkl

h2


h1h2h3h4 = 0. (37)

Multiplying (37) by 1t
h1h2h3h4

and rearranging the resulting equation, we have the following system:

V n+1
ijkl = V n

ijkl


1 +

1
2
S2
k+ 1

2
νl

1t
h2
3

+
1
2

ρϑSk+ 1
2
νl

 1t
h3h4

+
1
2
S2
k− 1

2
νl

1t
h2
3

+
1
2

ρϑSk− 1
2
νl

 1t
h3h4

+
1
2

ρϑSkνl+ 1
2

 1t
h3h4

+
1
2
ϑ2
k νl+ 1

2

1t
h2
4

+
1
2

ρϑSkνl− 1
2

 1t
h3h4

+
1
2
ϑ2
k νl− 1

2

1t
h2
4

+ r|(βj)|
1t
h2

+

Skνl +
1
2
ρϑSk − µSk

 1t
h3

+

12ρϑνl +
1
2
ϑ2

− ξ(η − νl)

 1t
h4

+m1(n, i, j, k, l)
1t
h1

+ m1(n, i, j, k, l)(1 + θ)Sk
1t
h2

+ n1(n, i, j, k, l)
1t
h1

+ n1(n, i, j, k, l)(1 − θ)Sk
1t
h2


− V n

(i+1)jkl


m1(n, i, j, k, l)

1t
h1


− V n

(i−1)jkl


n1(n, i, j, k, l)

1t
h1


− V n

i(j+1)kl


[r(βj)

+
+ n1(n, i, j, k, l)(1 − θ)Sk]

1t
h2


− V n

i(j−1)kl


[r|(βj)

−
| + m1(n, i, j, k, l)(1 + θ)Sk]

1t
h2


− V n

ij(k+1)l


1
2
S2
k+ 1

2
νl

1t
h2
3

+
1
2


ρϑSkνl+ 1

2

+ 1t
h3h4

+
1
2

ρϑSkνl− 1
2

−
 1t
h3h4

+



Skνl +

1
2
ρϑSk − µSk

−
 1t
h3



− V n
ij(k−1)l


1
2
S2
k− 1

2
νl

1t
h2
3

+
1
2

ρϑSkνl+ 1
2

−
 1t
h3h4

+
1
2


ρϑSkνl− 1

2

+ 1t
h3h4

+


Skνl +

1
2
ρϑSk − µSk

+
1t
h3



− V n
ijk(l+1)


1
2


ρϑSk+ 1

2
νl

+ 1t
h3h4

+
1
2

ρϑSk− 1
2
νl

−
 1t
h3h4

+
1
2
ϑ2
k νl+ 1

2

1t
h2
4

+



1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

−
 1t
h4



− V n
ijk(l−1)


1
2

ρϑSk+ 1
2
νl

−
 1t
h3h4

+
1
2


ρϑSk− 1

2
νl

+ 1t
h3h4

+
1
2
ϑ2
k νl− 1

2

1t
h4

+


1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

+
1t
h4


. (38)

Noting that the right-hand side of (38) contains no more than nine non-zero terms, the coefficient matrix of the system is
septa-diagonal. Introduce an index transformation q = q(i, j, k, l) for i = 1, . . . , E−1, j = 1, . . . ,M−1, k = 1, . . . , P−1 and
l = 1, ..Z−1 such that all the interior nodes of themesh, i.e., those having indices inGh, are re-ordered consecutively in such
away that q(1, 1, 1, 1) = 1, q(2, 1, 1, 1) = 2, . . . , q(E−1,M−1, P−1, Z−1) = (E−1)×(M−1)×(P−1)×(Z−1) =: Q .
Let

wn
2(q(i, j, k, l)) = m1(n, i, j, k, l)

1t
h1

, wn
3(q(i, j, k, l)) = n1(n, i, j, k, l)

1t
h1
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wn
4(q(i, j, k, l)) = [r(βj)

+
+ n1(n, i, j, k, l)(1 − θ)Sk]

1t
h2

,

wn
5(q(i, j, k, l)) = [r|(βj)

−
| + m1(n, i, j, k, l)(1 + θ)Sk]

1t
h2

,

wn
6(q(i, j, k, l)) =

1
2
S2
k+ 1

2
νl

1t
h2
3

+
1
2


ρϑSkνl+ 1

2

+ 1t
h3h4

+
1
2

ρϑSkνl− 1
2

−
 1t
h3h4

+



Skνl +

1
2
ρϑSk − µSk

−
 1t
h3

wn
7(q(i, j, k, l)) =

1
2
S2
k− 1

2
νl

1t
h2
3

+
1
2

ρϑSkνl+ 1
2

−
 1t
h3h4

+
1
2


ρϑSkνl− 1

2

+ 1t
h3h4

+


Skνl +

1
2
ρϑSk − µSk

+
1t
h3

,

wn
8(q(i, j, k, l)) =

1
2


ρϑSk+ 1

2
νl

+ 1t
h3h4

+
1
2

ρϑSk− 1
2
νl

−
 1t
h3h4

+
1
2
ϑ2
k νl+ 1

2

1t
h2
4

+



1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

−
 1t
h4

,

wn
9(q(i, j, k, l)) =

1
2

ρϑSk+ 1
2
νl

−
 1t
h3h4

+
1
2


ρϑSk− 1

2
νl

+ 1t
h3h4

+
1
2
ϑ2
k νl− 1

2

1t
h4

+


1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

+
1t
h4

.

It is clear that

wn
l (q(i, j, k, l)) ≥ 0 l = 2, 3, . . . , 9, (39)

wn
1(q(i, j, k, l)) = 1 +

9
l=2

wn
l (q(i, j, k, l)) ≥ 1. (40)

Using the above notation, we can write (38) as the following form:

V n+1
ijkl = V n

ijklw
n
1(q(i, j, k, l)) − V n

(i+1)jklw
n
2(q(i, j, k, l)) − V n

(i−1)jklw
n
3(q(i, j, k, l))

− V n
i(j+1)klw

n
4(q(i, j, k, l)) − V n

i(j−1)k,lw
n
5(q(i, j, k, l)) − V n

ij(k+1)lw
n
6(q(i, j, k, l))

− V n
ij(k−1)lw

n
7(q(i, j, k, l)) − V n

ijk(l+1)w
n
8(q(i, j, k, l)) − V n

ijk(l−1)w
n
9(q(i, j, k, l)) (41)

for (i, j, k, l) ∈ Gh.
Casting the terms associated with Dirichlet boundary points to the LHS and swapping the LHS and RHS of the resulting

system, we see that (41) can be rewritten in the following matrix form:

AnV n
= bn + cn+1 (42)

for n = N − 1,N − 2, . . . , 0, where An
= (anpq)

Q
p,q=1 is a septa-diagonal matrix with the non-zero entries given by

anqq = wn
1(q), anq,q+1 = −wn

2(q), anq,q+(E−1) = −wn
4(q), (43)

anq,q+(E−1)×(M−1) = −wn
6(q), anq,q+(E−1)×(M−1)×(P−1) = −wn

8(q), (44)

anq,q−1 = −wn
3(q), anq,q−(E−1) = −wn

5(q), (45)

anq,q−(E−1)×(M−2) = −wn
7(q), anq,q−(E−1)×(M−1)×(P−1) = −wn

9(q). (46)

for q = 1, 2, . . . ,Q , bn and cn+1 are Q × 1 column vectors representing, respectively, the contribution from the Dirichlet
boundary conditions at the nth time step and the left-hand side of (41) involving the approximate solution at the (n + 1)th
time step, and V n denotes the unknown vector. This is a Q × Q linear system in V n. From (39) and (40), (43)–(46) it is easy
to see that An is diagonally dominant, irreducible and has positive diagonal and non-positive off-diagonal elements. Thus,
An is an M-matrix (cf., for example, [30]) and is non-singular. Therefore, we conclude that there exists a unique solution to
(42)/(32) with givenm1(n, i, j, k, l) ∈ [0, λ] and n1(n, i, j, k, l) ∈ [0, λ].
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We next show that for any ∆ > (0, 0), the solution is uniformly bounded. Our strategy is to prove that if the terminal
conditions satisfy

max
(i,j,k,l)∈Gh

|VN
ijkl| < C < +∞

for some positive constant C , then

max
(i,j,k,l)∈Gh

|V n
ijkl| < C, n = 1, 2, ..,N − 1. (47)

By (35)–(36) and (6), we have

max
(i,j,k,l)∈Gh

|VN
ijkl| < 1.

Let max(i,j,k,l)∈Gh |V n
ijkl| < 1 hold for an n ≤ N , we will show that max(i,j,k,l)∈Gh |V n−1

ijkl | < 1 by contradiction.
Suppose that max(i,j,k,l)∈Gh |V n−1

ijkl | ≥ 1. Then, there exists an index triple (i0, j0, k0, l0) ∈ Gh, such that

|V n−1
i0j0k0 l0

| ≥ 1 and |V n−1
ijkl | ≤ |V n−1

i0j0k0 l0
|, ∀(i, j, k, l) ∈ Gh.

Combining this with (41), we have

|V n
i0j0k0 l0 | ≥

V n−1
i0j0k0 l0


1 +

9
p=2

wn−1
p (q0)

− |V n−1
(i0+1)j0k0 l0

wn−1
2 (q0)| − |V n−1

(i0−1)j0k0 l0
wn−1

3 (q0)| − |V n−1
i0(j0+1)k0 l0

wn−1
4 (q0)|

− |V n−1
i0(j0−1)k0 l0

wn−1
5 (q0)| − |V n−1

i0j0(k0+1)l0
wn−1

6 (q0)| − |V n−1
i0j0(k0−1)l0

wn−1
7 (q0)|

− |V n−1
i0j0k0(l0+1)w

n−1
8 (q0)| − |V n−1

i0j0k0(l0−1)w
n−1
9 (q0)|

= |V n−1
i0j0k0 l0

| + |wn−1
2 (q0)|(|V n−1

i0j0k0 l0
| − |V n−1

(i0+1)j0k0 l0
|) + |wn−1

3 (q0)|(|V n−1
i0j0k0 l0

| − |V n−1
(i0−1)j0k0 l0

|)

+ |wn−1
4 (q0)|(|V n−1

i0j0k0 l0
| − |V n−1

i0(j0+1)k0 l0
|) + |wn−1

5 (q0)|(|V n−1
i0j0k0 l0

| − |V n−1
i0(j0−1)k0 l0

|)

+ |wn−1
6 (q0)|(|V n−1

i0j0k0 l0
| − |V n−1

i0j0(k0+1)l0
|) + |wn−1

7 (q0)|(|V n−1
i0j0k0 l0

| − |V n−1
i0j0(k0−1)l0

|)

+ |wn−1
8 (q0)|(|V n−1

i0j0k0 l0
| − |V n−1

i0j0k0(l0+1)|) + |wn−1
9 (q0)|(|V n−1

i0j0k0 l0
| − |V n−1

i0j0k0(l0−1)|)

≥ |V n−1
i0j0k0 l0

|

≥ 1,

where q0 = q(i0, j0, k0, l0). Clearly, this contradicts our assumption that max(i,j,k,l)∈Gh |V n
ijkl| < 1. Thus, we have

max(i,j,k,l)∈Gh |V n−1
ijkl | < 1. By the mathematical induction principle, (47) holds and the theorem is proved. �

To conclude this section, we comment since the system matrix of (32) is anM-matrix by Theorem 3.2 the discretization
is monotone which guarantees that the solution to (32) is non-negative since the boundary conditions (35)–(36) are non-
negative.

4. Decoupling algorithm and its convergence

In this section we present a decoupling algorithm for solving the nonlinear system (42)/(32)–(34). We first rewrite (37),
which is equivalent to (42) and (32), as the following form:

L∆
1 V

n
ijkl + min

m̄∈[0,λ]

m̄L∆
2 V

n
ijkl + min

n̄∈[0,λ]

n̄L∆
3 V

n
ijkl = 0 (48)

for n = N − 1,N − 2, . . . , 0 and (i, j, k, l) ∈ Gh, where ∆ = (1t, h) as defined previously and

L∆
1 V

n
ijkl := −

V n+1
ijkl − V n

ijkl

1t
h1h2h3h4 −

1
2
S2
k+ 1

2
νl
V n
ij(k+1)l − V n

ijkl

h3
h1h2h4

−
1
2


ρϑSk+ 1

2
νl

+ V n
ijk(l+1) − V n

ijkl

h4
× h1h2h4 +

1
2

ρϑSk+ 1
2
νl

−
 V n

ijkl − V n
ijk(l−1)

h4
h1h2h4

+
1
2
S2
k− 1

2
νl
V n
ijkl − V n

ij(k−1)l

h3
× h1h2h4 +

1
2


ρϑSk− 1

2
νl

+ V n
ijkl − V n

ijk(l−1)

h4
h1h2h4

−
1
2

ρϑSk− 1
2
νl

−
 V n

ijk(l+1) − V n
ijkl

h4
h1h2h4 −

1
2


ρϑSkνl+ 1

2

+ V n
ij(k+1)l − V n

ijkl

h3
h1h2h3
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+
1
2

ρϑSkνl+ 1
2

−
 V n

ijkl − V n
ij(k−1)l

h3
h1h2h3 −

1
2
ϑ2
k νl+ 1

2

V n
ijk(l+1) − V n

ijkl

h4
h1h2h3

+
1
2


ρϑSkνl− 1

2

+ V n
ijkl − V n

ij(k−1)l

h3
h1h2h3 −

1
2

ρϑSkνl− 1
2

−
 V n

ij(k+1)l − V n
ijkl

h3
h1h2h3

+
1
2
ϑ2
k νl− 1

2

V n
ijkl − V n

ijk(l−1)

h4
h1h2h3 − r(βj)

+
V n
i(j+1)kl − V n

ijkl

h2
h1h2h3h4

+ r|(βj)
−
|
V n
ijkl − V n

i(j−1)kl

h2
h1h2h3h4 +


Skνl +

1
2
ρϑSk − µSk

+ V n
ijkl − V n

ij(k−1)l

h3
h1h2h3h4

−



Skνl +

1
2
ρϑSk − µSk

−
 V n

ij(k+1)l − V n
ijkl

h3
h1h2h3h4

+


1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

+ V n
ijkl − V n

ijk(l−1)

h4
h1h2h3h4

−



1
2
ρϑνl +

1
2
ϑ2

− ξ(η − νl)

−
 V n

ijk(l+1) − V n
ijkl

h4
h1h2h3h4 (49)

L∆
2 V

n
ijkl :=


−

V n
(i+1)jkl − V n

ijkl

h1
+ (1 + θ)Sk

V n
ijkl − V n

i(j−1)kl

h2


h1h2h3h4 (50)

L∆
3 V

n
ijkl :=

V n
ijkl − V n

(i−1)jkl

h1
− (1 − θ)Sk

V n
i(j+1)kl − V n

ijkl

h2


h1h2h3h4. (51)

We propose the following algorithm for (42).

Algorithm D. 1. Initialize VN
ijkl for all (i, j, k, l) ∈ Ḡh using the terminal and boundary conditions (35)–(36) and let n = N−1.

2. Let V n,0
ijkl = V n+1

ijkl for all (i, j, k, l) ∈ Ḡh and evaluate

m0
1(n, i, j, k, l) = arg


min

m̄∈[0,λ]

m̄L∆
2 V

n+1
ijkl


,

n0
1(n, i, j, k, l) = arg


min

n̄∈[0,λ]

n̄L∆
3 V

n+1
ijkl


for any (i, j, k, l) ∈ Gh.

3. For a given tolerance ε > 0, set p = 0.
4. Solve, ∀(i, j, k, l) ∈ Gh, the following system along with the boundary conditions (36) for {V n,p+1

ijkl }(i,j,k,l)∈Gh :

L∆
1 V

n,p+1
ijkl + mp(n, i, j, k, l)L∆

2 V
n,p+1
ijkl + np(n, i, j, k, l)L∆

3 V
n,p+1
ijkl = 0, (52)

where, when applied to V n,p+1
ijkl , the finite difference operator is

DtV
n,p+1
ijkl =

V n+1
ijkl − V n,p+1

ijkl

1t
. (53)

5. Evaluate, for all (i, j, k, l) ∈ Gh,

mp+1
1 (n, i, j, k, l) = arg


min

m̄∈[0,λ]

m̄L∆
2 V

n,p+1
ijkl


, (54)

np+1
1 (n, i, j, k, l) = arg


min

n̄∈[0,λ]

n̄L∆
3 V

n,p+1
ijk


. (55)

6. If max(i,j,k,l)∈Gh |V n,p+1(i, j, k, l) − V n,p(i, j, k, l)| ≥ ε, set p = p + 1 and goto Step 4. Otherwise, goto Step 7.
7. Set V n

ijkl = V n,p+1
ijkl for (i, j, k, l) ∈ Ḡh and m1(n, i, j, k, l) = mp+1

1 (n, i, j, k, l), n1(n, i, j, k, l) = np+1
1 (n, i, j, k, l) for

(i, j, k, l) ∈ Gh. If n = 0, stop. Otherwise, let n = n − 1 and goto Step 2.

Clearly, in Algorithm D, the nonlinear system (32)–(34) is decoupled so that in each iteration we only solve the linear
system (52).

Using the notation used in the proof of Theorem 3.2, we let V n,p+1 denote the solution to (52). Then, the convergence of
the iterative algorithm in Algorithm D is given in the following theorem.
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Theorem 4.1. The iterative scheme (52)–(55) generates a sequence {V n,p
}
∞

p=0 that converges to the solution of (48) with the
terminal and boundary conditions (35)–(36).

Proof. Wewill use the notation in Algorithm D. To prove this theorem, we first show that the sequence {V n,p
}
∞

p=0 generated
by the iterative method is monotonically increasing, i.e., V n,p

≤ V n,p+1 for p ≥ 1.
From (52) we have

L∆
1 V

n,p
ijkl + mp−1

1 (n, i, j, k, l)L∆
2 V

n,p
ijkl + np−1

1 (n, i, j, k, l)L∆
3 V

n,p
ijkl = 0, (i, j, k, l) ∈ Gh

for p = 1, 2, . . . . This can be rewritten as

L∆
1 V

n,p
ijkl + mp

1(n, i, j, k, l)L
∆
2 V

n,p
ijkl + np

1(n, i, j, k, l)L
∆
3 V

n,p
ijkl

= [mp
1(n, i, j, k, l) − mp−1

1 (n, i, j, k, l)]L∆
2 V

n,p
ijkl

+ [np
1(n, i, j, k, l) − np−1

1 (n, i, j, k, l)]L∆
3 V

n,p
ijkl ≤ 0, ∀(i, j, k, l) ∈ Gh, (56)

since, by (54) and (55),

mp
1(n, i, j, k, l) = arg


min

m̄∈[0,λ]

m̄L∆
2 V

n,p
ijkl


, np

1(n, i, j, k, l) = arg


min
n̄∈[0,λ]

n̄L∆
3 V

n,p
ijkl


.

Note that both (52) and (56) have the same boundary conditions, i.e., V n,p
ijkl = V n,p+1

ijkl for any (i, j, k, l) ∈ ∂Gh. Thus, using the
notation in the proof of Theorem 3.2, we may write (52) and (56) as the following respective matrix forms similar to (42):

An,pV n,p+1
= bn + cn+1 and An,pV n,p

≤ bn + cn+1,

where An,p, bn and cn+1 are as defined in (42) with An,p anM-matrix. Therefore, we have

An,p(V n,p+1
− V n,p) ≥ 0.

Since An,p is an M-matrix, we have

V n,p+1
− V n,p

≥ 0.

Therefore, the monotonicity of iteration process is proved.
From Theorem 3.2 we have that V n,p is bounded for any p = 0, 1, 2, . . . . Combining the monotonicity and boundedness

of V n,p we see that V n,p is convergent. Finally, from the construction of (52) and (55) it is obvious that V n,p
ijkl , m

p
1(n, i, j, k, l)

and np
1(n, i, j, k, l) solve (48) when p → ∞. Thus, we have proved the theorem. �

5. Numerical results

In this section, we use the scheme (32)–(36) to calculate the value functions V i(i = 0, b, w) and present the computed
reservation purchase andwrite prices of a European call option by using the utility function in (6). Note that using this utility
function can eliminate the bond account variable, β , in (12) by a transformation. However, in this paper, we will implement
our schemes without eliminating β to demonstrate our algorithm can also be used for other types of utility functions.

We now illustrate the performance and usefulness of the scheme using the following test example:
Test Example: Reservation purchase and write prices of a European call option with expiry date T = 0.6, the initial price of
the underlying stock S0 = 1.6, the initial value of volatility ν0 = 1.6, the risk aversion parameter γ = 1 with various values
of α0, β0 and strike price K . Other parameters are: r = 0.05, µ = 0.1, θ = 0.005, ξ = 5, η = 0.16, ρ = 0.1 and ϑ = 0.9

To solve the problem, we choose Lα = Lβ = 1, Lα = 3, Lβ = 5 and LS = Lν = 3 in (24). Themesh and penalty parameters
are chosen to be E = 20,M = 30, P = Z = 15,N = 15 and λ = 1000. Other parameters are 1t = 0.04, h = 0.2. Using the
numerical solution on this mesh, we examine the changes of reservation purchase and write prices with respect to different
variables.

We first examine the influence ofβ0 on reservation prices. Forα0 = 2 and K = 1.6, we compute the reservation purchase
and write prices with various values of β0 and the computed results are plotted in Fig. 1. It is clear from Fig. 1 that the initial
holding in the bond does not affect both the reservation purchase and write prices. This coincides with the results in [19].
As mentioned before, using an exponential utility function can eliminate the bond account variable β by a transformation.
Thus, the resulting option prices are independent of β0.

To examine the influence of α0 on the reservation prices, we compute the purchase and write prices for α0 = 1.6, 2, 2.4
using our numerical method. Since the results are independent of β0, we only plot the computed purchase and write prices
Pb and Pw against α0 in Fig. 2. From Fig. 2 we have the following observations:

1. The write prices first decrease as α0 increase and then tend to be stable, and
2. the reservation write price is always higher than the purchase price.
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Fig. 1. Computed reservation prices for α0 = 2, K = 1.6 and ρ = 0.1.

Fig. 2. Computed reservation prices for α0 = 1.6, 2 and 2.4.

These observations are financially correct because of the following reasons. It is known that the utility based option pricing
approach values an option from both buyers’ and sellers’ perspectives, which leads to two prices, i.e., reservation write
and purchase prices. The reservation write and purchase prices are respectively the prices at which the investor is willing
to sell and the investor is willing to purchase the option. Clearly, the write price is greater than the purchase price as the
price that the seller wants to receive is always higher than that the buyer wants to pay. Also, according to the theory of
supply and demand, the more stock a writer (respectively purchaser) holds, the more (respectively less) he/she wants to
sell (respectively purchase) the stock and therefore he/she will reduce the option price. However, when the price reaches a
certain level, it will not be reduced further.

Finally, we consider the influence of the strike price K on the reservation prices. To achieve this, we assume that α0 = 2
and compute the purchase and write prices for K = 1, 1.6 and 2.4. Again, since the computed prices are independent of β0,
we plot them against K in Fig. 3 fromwhich it is easily seen that both the purchase and write prices decrease as K increases.
The explanation for this phenomenon is as follows. If ST > K , the option holder (buyer) will exercise the option at the expiry
date T . Thus, the buyer will earn ST − K and the writer will lost the same amount. Since the gain/loss ST − K is a decreasing
functions of K , when K increases, both buyer and writer will reduce the option price.

We remark that the original problem is defined on an infinite domain and does not have any Dirichlet boundary
conditions. In the paper, we define an artificial (homogeneous) Dirichlet boundary condition on each of the boundary
segments as the exact one is unknown. The computational errors caused by the above artificial boundary condition are
essentially located in the boundary layer, as shown in [29]. Thus, in the numerical results presented above, we only plot the
computed values at the mesh points which are some distance away from the boundary segments.
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Fig. 3. Computed reservation prices for K = 1, 1.6 and 2.4.

6. Conclusion

In this paper we propose a penalty method combined with a finite volume scheme to solve the HJB equation in 4 spatial
dimensions governing the reservation purchase and write prices of a European call option with proportional transaction
costs and stochastic volatility. This scheme has the merits that it is easy to implement and the resulting system matrix is
anM-matrix. The latter guarantees that numerical solutions from discretization method are always non-negative when the
boundary and payoff conditions are non-negative. The numerical results showed that the method is able to solve problems
of practical significance.
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