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1. Summary

This final technical report covers the two-year duration of this project, from April 16, 2015
through April 15, 2017.

As Air Force warfighting missions incorporate increased distributed autonomy, emergent
global behavior may arise from interactions between individual autonomous agents. Example Air
Force systems that may in the coming years incorporate increased autonomy resulting in little-to-
no direct human monitoring and intervention include drone (UAV) swarms [1] and satellite
constellations [2]. Novel methods are needed to ensure such distributed cyber-physical systems
(DCPS) have trusted assurance to meet their mission requirements and only their mission
requirements in spite of potential emergent distributed behavior, attacks, and failures.
Understanding distributed emergence and being able to respond to it through trusted and assured
responses will allow warfighters to continue fighting and adapting through engagements, enabling
strategic agility in Air Force missions. Ultimately, developing theoretical and practical tools for
understanding and responding to the fundamental phenomena of emergence will enable the Air
Force goal to fly, fight, and win ... in air, space, and cyberspace.

This project suggested and developed the use of scalable formal methods in mission (1)
specification and verification, (2) runtime monitoring, and (3) trusted and assured control, all
conducted in conjunction with (4) a rigorous evaluation on DCPS with prototypical features of
modern Air Force systems such as UAV swarms and satellite constellations. The primary research
objectives undertaken were to:

e Objective 1: Develop scalable automated formal verification methods for specifying and
verifying trusted global DCPS mission behaviors along with distributed emergent
behavior, alleviating state-space explosion by exploiting symmetries.

e Objective 2: Develop scalable runtime verification and monitoring methods relying on
both formal tools and heuristic systems to detect emergent behaviors and violations of
global mission specifications during mission operation.

e Objective 3: Develop runtime assurance (RTA)-like trusted control methods for these
distributed systems building upon the foundational theory of self-stabilization of
distributed systems [3-6] and the Simplex architecture [7] to ensure mission specifications
are maintained in spite of emergent distributed behaviors at execution time.

e Objective 4: Evaluate the formal specification and verification, runtime monitoring, and
control methods developed in the other objectives on challenging DCPS case studies with
Air Force relevance, particularly swarm robot systems.

2. Introduction

2.1. Motivation

Physical systems are becoming increasingly dependent upon computers and software, such
as in emerging embedded and cyber-physical systems (CPS), where networked software interacts
with physical processes. For instance, typical modern cars utilize dozens-to-hundreds of
microprocessors, many communications buses, and a complex interconnection between sensors,
actuators, and processors [8-10]. In the design and development process for most engineered
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systems today (including CPS), the vast majority of resources are devoted to ensuring systems
meet their specifications [11, 12]. In spite of significant technical advances for design verification
and validation—such as model checking, hardware-in-the-loop testing, automatic test case
generation for software, and sophisticated simulators—there are frequent safety recalls across CPS
industries due to problems between cyber and physical subcomponents. For example, the
Consumer Product Safety Commission (CPSC) has recalled between 2010-2012 fire alarm and
control systems from Bosch, Tyco-Grinnel, and Honeywell for failure to sound alarms and/or
notify fire departments [13-15], the Food and Drug Administration (FDA) has reported the leading
cause of recent medical device recalls are cyber-related (tied with manufacturing defects) [16, 17],
and the National Highway Traffic Safety Administration (NHTSA) has recalled hundreds of
thousands of 2004-2005 and 2010-2014 Toyota Priuses due to drivetrain software problems
causing unexpected stalls [18, 19] and millions of 2005-2010 Hondas due to electronic control
model software causing transmission damage [20]. Given that such recalls are due to increased
risk of physical safety (and not yet, e.g., for privacy issues), all such problems are inherently cyber-
physical. As future networked systems like robot swarms, the smart grid, satellite constellations,
and the intelligent transportation system increasingly couple distributed agents together, emergent
behavior will be seen to spontaneously arise. Demonstrated areas of distributed emergence through
local interaction in natural and engineered systems include fish schools [21], herds [22], highways
[23, 24], swarm robotics [25-27], and distributed computing [4, 28, 29].

2.2. Air Force and Department of Defense Relevance

Air Force Relevance for Strategic Agility: In the July 2014 report, “America’s Air Force: A Call
to the Future,” Secretary of the Air Force Deborah Lee James outlines a three decades long
strategic plan for the Air Force, centered around the theme of strategic agility. In this strategy, two
technical areas of relevance to this project are highlighted, namely autonomous systems and
unmanned systems. From a technical standpoint for unmanned systems, strategic agility will
enable systems with little human supervision to “swarm, suppress, deceive, or destroy.” For
autonomous systems, strategic agility will enable moving from today’s systems that are “able to
execute a set of pre-programmed functions” to tomorrow’s systems that “will be better able to
react to their environment and perform more situational-dependent tasks as well as synchronized
and integrated with other autonomous systems.” The work completed through this project brings
a formal perspective to what it means for systems to have emergent behavior, such as what may
arise in the challenging environments of the battlefield.

Department of Defense Relevance: In the January 2013 report “Resilient Military Systems and
the Advanced Cyber Threat” from the Defense Science Board, a number of broad cyber challenges
and opportunities are outlined in current and future defense systems. Specific recommendations of
the task force report include “use of emerging technology developments for system resilience, such
as trust anchors, minimal functionality components, simplified operating systems, developing a
means to verify compromise of fielded systems contributing to critical missions, creating trust in
systems built with un-trusted components, and restoring to a known state.”

Many Air Force and DoD projects are currently underway related to these areas. For
example, the High-Assurance Cyber Military Systems (HACMS) projects aims in part to develop
verified components, the BEDROCK project, high-assurance microprocessors are in development,
techniques for determining computer component intrusion and counterfeiting, etc. Verified
operating systems like seL4 and verified optimizing compilers like CompCert are new seminal
results toward this goal. However, the work completed in this project is uniquely differentiated
from all existing work in several ways. First, this work focuses on emergent behaviors and
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properties that may arise in distributed systems, while most if not all of these other projects and
existing approaches focus on non-distributed systems. We are not yet to the state where distributed
systems may be fully verified (e.g., at every layer of the OSI network model), although progress
is being made as outlined above (and in e.g., verification of cryptographic protocols, key
exchanges, etc.). Second, the work of this project is not a clean-slate approach like HACMS and
BEDROCK. The results of this project may operate within the constraints defined by existing
development environments practices, and the reality that for a variety of reasons (e.g., budgetary),
there is additional use of commercial off-the shelf components (COTS) in military systems. To
operate within these constraints, we investigated both fully formal approaches and semi-formal
approaches augmented with heuristic approaches.

2.3. High-Level Technical Summary

The underlying formal, mathematical framework used in this project is that of hybrid
automata [30], which are finite-state machines augmented with real-valued variables that evolve
continuously over intervals of real time. Asynchronous networks composed of hybrid automata
[31] are useful for modeling distributed systems that interact with the physical world, such as robot
swarms [5, 6], air traffic control systems [32, 33], autonomous satellites and constellations [2], and
distributed electrical microgrids [34]. Desired emergent behaviors include phenomena like
flocking, while undesired emergent behavior may lead to catastrophic mission failure.
Objective 1: Scaling Formal Specification and Verification for Emergence in DCPS

Objective 1 developed design-time formal specification and verification methods for
emergence in DCPS modeled as networks of hybrid automata with linear and nonlinear dynamics.
For specifying emergence, new specification languages for CPS using hyperproperties were
developed allowing specification of frequency-domain behavior and real-time, real-valued
behaviors through hyperproperties for signal temporal logic (HyperSTL) [35-37]. The Passel
verification tool [31, 38], in conjunction with a small model theorem [39], an invariant synthesis
procedure [32], and a symmetry-reduction reachability method [40], enabled the first fully
automatic verification of safety (aircraft separation) for the Small Aircraft Transportation System
(SATS) landing protocol (a part of the NASA/FAA NextGen program [41-48]). Through this
objective, we built upon these approaches for addressing the state-space explosion problem to scale
verification methods to larger DCPS than previously possible, as well as developed a new
verification tool, HyST [49].
Objective 2: Detecting Emergence at Runtime: Specification-Based Runtime Monitoring

Obijective 2 developed formal and heuristic runtime monitoring verification methods for
emergence in DCPS, using both model-based and model-free approaches. Model-based methods
rely on formal methods tools and inherently are subject to scalability problems, while model-free
approaches are heuristic, as they are both unsound and incomplete, but scale better. Together, the
methods rely on monitoring asynchronous distributed and hybrid systems at runtime and in real-
time, and build upon both model-free and model-based approaches developed by our group [1, 7,
50]. For DCPS, we extended an invariant inference tool called Hynger (HYbrid iNvariant
GEneratoR) [50] that instruments arbitrary MathWorks Simulink/Stateflow (SLSF) models to
generate candidate invariants over input and output variables [51].
Objective 3: Assured Control in Spite of Emergence with Real-Time Reachability and Self-
Stabilization for Distributed Simplex

Objective 3 developed control methods to ensure desirable or avoid undesirable emergent
distributed behavior at runtime, by leveraging the Simplex-based RTA framework using real-time
reachability of networks of hybrid automata in conjunction with self-stabilization [3-6, 52, 53] of

Approved for Public Release; Distribution Unlimited.
3



the distributed system. Monitoring predicates over ™ Agent ) Agent
physical variables and their continuous evolution over
time was performed with real-time hybrid systems |{_“omPuter®) Ji g s (s
reachability and runtime monitoring of emergent | =

behavior specified and detected in Objectives 1 and 2. || Actuator(s)

Sensor(s)
Actuator(s)

|

Objective 4: Evaluating Analysis, Monitoring, and Channel
Control of Emergence in DCPS Agent Agent
Objective 4 is evaluating the novel methods for

msgs msgs ,

distributed emergence developed in the previous |LSomPer®
objectives. We performed analytical analysis, Sensor(s)
simulations, laboratory experiments, and || Actuator(s)
dem_onstratlons using a swarm of autonomous agents, Figure 1. High-level overview of the DCPS
part!cularly commeruall_y available _quadrotor drc_)n'es. modeling framework, where each agent
Typical safety properties that arise are collision (participant) in the distributed system is modeled
avoidance and convergence to some desired asahybrid automaton, and a network is composed
configuration and/or location [52], and emergent of these automata that may communicate through
properties may be consensus, flocking, or unwanted @ Potentially lossy and adversarial channel.
oscillatory movements due to failures, attacks, communication delays, etc. Our results in similar
studies include verification of autonomous satellite maneuvers [2], flocking in swarm robotics in
spite of failures [5, 6], and planar robotics [52].

(@

3. Methods, Assumptions, and Procedures

3.1. Overview
The objectives summarized in the previous section were undertaken through the following
technical procedures and methods.

3.2. Technical Procedures
3.2.1. Scaling Formal Specification and Verification for Emergence in DCPS

We first developed design-time formal specification and verification methods for
emergence in DCPS modeled as networks of hybrid automata with linear and nonlinear dynamics.
We developed a verification framework for modeling DCPS as networks of hybrid automata that
interact through discrete transitions [31, 32, 39, 40]. The Passel verification tool [31, 38], in
conjunction with a small model theorem [39] and an invariant synthesis procedure [32], enabled
the first fully automatic verification of safety (aircraft separation) for the Small Aircraft
Transportation System (SATS) landing protocol (a part of the NASA/FAA NextGen program [41-
48]). Extending Passel and its theoretical framework to emergence properties for swarm robotics
first requires developing formal definitions and specifications of emergence properties in DCPS.

3.2.1.1. Formally Defining and Specifying Emergent Behavior in DCPS

The approach is to specify emergence as sets of invariant properties over the local states of
individual automata, to describe the global behavior of the entire distributed systems. For example,
invariants allow specifying either creation or absence of emergence of consensus or flocking
behavior. DCPS are naturally parameterized by a number of interacting agents, for instance, the
number of robots in a swarm. We define absence and presence of emergence properties using
invariants, integrate the formal specification of emergence into an extension of the Passel
verification tool [31, 38] with a new software tool HyST [49], and evaluate synthesizing
implementations in a correct-by-construction manner [54].
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Figure 2: Example of emergent flocking behavior in three dimensions with a system of N = 64 agents. The left frame
is at an initial condition and the right frame illustrates the flocking formation after 36 seconds of runtime. The agent
positions are denoted by green circles, their velocities by green vectors, and a red vector indicates their desired
heading. Blue lines between agents are drawn if their distances are approximately spaced by some desired flocking
spacing 7¢.

Figure 2 shows emergent flocking behavior in a simulation of the Olfati-Saber algorithms
[25-27] that rely only on local communication between the agents. Flocking is not specified
anywhere in the system description, instead, it emerges dynamically as a property of the system
over its execution. One definition of flocking is that all agents are spaced equally from all their
neighbors, which may be specified mathematically as:

Vi € [N],V] € Ci: ||xi —x]” =Ty, (1)

where i,j come from a set of agent identifiers [N] £ {1, ..., N}, x;, x; are real vectors of an
appropriate dimensionality (e.g., 3 for the example of Figure 2), || - || is an appropriate norm (e.g.,
say the 2-norm), C; is a set of communication neighbors of i (e.g., C; 2 {j € [N]: ||xl- - xj|| <r}
for some communication radius r.), and rr > 0 is some desired flocking spacing [1, 5, 6]. Note
that non-ideal spacing may easily be incorporated, e.g., to define a flock as states where agents are
approximately spaced by 7y, such as ry & €7 for some small €;. Control algorithms to enable such
emergent behavior do not a prior specify anything about the behavior, rather it arises
spontaneously. Other emergent properties of interest for such systems include collision avoidance,
which may be specified in a similar format, such as:

Vi,j € [N]:||x; — ]| = 7, )

where all quantities are as before and r; < 77 is a desired spacing amount. Note that these emergent

behaviors are potentially in conflict with one another: flocking mandates agents come sufficiently
close together, while safety mandates agents do not come too close together.

From a specification standpoint of these two different forms of emergent behavior
described in (1) and (2), there are several similarities. First, the class of formulas these
specifications come from is quite similar. These are both specified using universal quantification
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Figure 4: Alternative specifications of flocking emergence exist like bird vees. This is a planar scenario created by
adjoining two one-dimensional flocks (platoons) about an appropriate angle. The middle figure shows a phase space
plot of the trajectories of all agents, and the right figure shows the planar coordinates of all agents as they evolve over
time while moving and rotating in the plane. By composing formally verified primitives (the exponentially stable one-
dimensional flocking algorithm), sophisticated and verified planar formation control is achieved. High-level mission
specifications and flock formation parameters (such as the angles, where to move, etc.) may be specified in a temporal
logic like linear temporal logic (LTL).

X0 followed by a quantifier-
, s20 free formula over reals.
00 Both of these
" specifications of
0 460 emergent behavior
I 440 almost fall into the
°f 20 restricted class of first-
400 order logic (FOL)
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Figure 3: The left image shows divergent emergent behavior when trying to use verification of safety
distributed flocking control algorithms with realistic system constraints, particularly properties in networks of
(1) actuator saturation, (2) asynchrony, and (3) communication delays, and the right . .
image shows partial emergence of flocking for these factors. hybrid automata, V\{Ith
automated reasoning

methods implemented in the Passel software tool [31, 32, 39]. To highlight one subtlety, note that
an alternative way to represent the set of communication neighbors of an agent is using a set-
valued variable, i.e., an array.

However, extensions are needed to support planar and three-dimensional specifications of
flocking, extensions to the restricted class of FOL supported by the small model theorem [39]
exploited by Passel. Specifically, the specification of the two-norm is a polynomial expression
over the reals, while Passel has only been used so far on linear
expressions. Thus, a first objective is to extend Passel to support 4 )i
polynomial expressions. Next, realistic systems have continuous % ~ *.s f”ﬂ
dynamics specified by linear or nonlinear ordinary differential _* N

equations (ODEs), while the modeling language supported by Passel 12 Al

does not currently allow this. Additionally, an extension of the small -« 4 e
model theorem for these scenarios is required, as it also only allows = I

linear expressions, while the solutions of ODEs may generally o 4 g0 00

|nvolve_ speual_functlons and transcendenta_ls. This exter_1$|9n to the Figure 5: Emergent flocking
theoretical basis of Passel was made and integrated within HyST  with four groups of agents using
platooning algorithms.
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/ [49]. This extension is feasible,
under the assumption that the
continuous dynamics of an agent i
do not directly depend upon those
of an another agent j. That is to
say, their continuous interactions
are decoupled. They may however
e interact discretely, through for
Figure 6: Emergent planar flocking behavior under ideal conditions Instance — communication  or
required by existing distributed control algorithms without attacks, computer-sampled sensing. This
failures, control/actuation saturation, asynchrony, or communication together leads to the next
failures. approach, of extending the
modeling language and theoretical basis of Passel to support both decoupled linear and nonlinear
ODEs.

3.2.1.2. Formal Verification using State-Space Reductions in Hybrid Automata Networks

Previous limitations of verification methods for DCPS required each automaton in the
network to have rectangular dynamics (x € [a, b] for real constants a < b). While many systems’
dynamics may be reasonably over-approximated as rectangular differential inclusions, it is critical
to extend the framework and results to support linear and nonlinear differential equations. The
Passel verification tool and its theoretical basis was extended within HyST to support DCPS with
linear and nonlinear continuous dynamics, enabling it to realistically specify and verify swarm
robotics case studies with emergence by exploiting symmetry-reduction methods for reachability
[31, 40, 55-63] and small model theorems [39] for proving inductive invariants to establish. Since
these methods are sound and consider all system behaviors and permutations, they have the
capability to establish the presence or absence of emergence over the evolution of these DCPS.

The main technical challenge in utilizing such methods (for any formal model) is the state-
space explosion problem (referred to as the “curse of dimensionality” in other fields) [31, 55-57,
64-68], which is that the size of the state-space grows exponentially in the number of components
(see Figure 7). For example, small model theorems [31, 39, 67, 69-75] allow for formally verifying
safety and liveness properties of arbitrarily large parameterized networks of communicating
automata using finite (and typically small) equivalent systems. The “small model” here refers to
the size of models in the formal logic sense that are necessary to consider in deductive proofs. That
is, @ model is a satisfying assignment to a sentence, and the size refers to the largest size of
satisfying assignments that need be considered, and not to the size of the system model itself,
although there is clearly a relationship between the two.

State-space explosion is a challenging problem in verification, and in [39] we developed a
small model method for verifying safety properties of arbitrarily large networks of hybrid automata
by verifying finite networks. For example, in an air traffic control system, each aircraft may be
modeled as a hybrid automaton and a safety specification is that no two aircraft ever come too
close to one another to establish that aircraft never collide. A major focus of this research
community is to develop mathematical and software tools to verify that CPS design models meet
their requirements. Of course, automation is challenging for a variety of reasons, such as the state-
space explosion problem and the combinations of discrete and continuous dynamics. Significant
effort was spent developing a software tool called Passel—a collective noun meaning a large group
of indeterminate number—for automatic verification of parameterized CPS, and all methods in
this project were implemented algorithms in publicly available tools (HyST, Hynger, StarL,
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rtreach, specified in the deliverables). Systems are 140

modeled in Passel as hybrid automata, and the ;-0

tool generates the CPS semantics in a restricted 8100

subclass of first-order logic (FOL) over reals, ¢

bitvectors, and integers. Passel leverages recent 80

advances in satisfiability modulo theories (SMT) % 60 Small Model Theorem
solvers. Passel exploits the small model theorem @ 40 Bound (N = 6

we developed to reduce verification for networks g 20

composed of arbitrarily many (countably infinite) 0
hybrid automata to checking a network with a
(small) finite number [39]. Abstraction results
like this enable scalable verification, and allow
Passel to automatically prove inductive invariants
by checking validity of appropriate FOL
formulas. Passel has been applied to verify CPS
examples like the Small Aircraft Transportation
System (SATS) landing protocol in NASA/FAA NextGen program [41-48].
Reductions in Formal Verification: Symmetry-reduction methods [31, 40, 55-63] similarly allow
for formally verifying systems with large spaces by only exploring small equivalences classes of
the large state space. For example, in preliminary results [31, 40] shown in Figure 8 allow for
verification of significantly larger networks of hybrid automata than existing methods (e.g., in
PHAVer [76] or SpaceEx [77]). In preliminary results [31, 40] consider systems that have on the
order of 2139 discrete states (growing at N(4N)", see Figure 7) as well as on the order of N =
20 to hundreds of continuous variables, where N is the number of automata in the network (the
x-axis in Figure 7 and Figure 8). No other tool can support such large state spaces with a
combination of both complex discrete and continuous behaviors (e.g., [76-79]) and the closest
comparable tool is Uppaal [80] (but that does not support as general dynamics). Leveraging these
results, we developed the first formal verification of emergent properties like flocking in DCPS.
3.2.2. Detecting Emergence at
Runtime: Specification-
Based Runtime Monitoring
Objective 2 was the

development  of  runtime
monitoring verification
methods for emergence in
DCPS, using both model-based
and model-free approaches.
Model-based methods rely on
formal methods tools and
inherently are subject to

. . i 6 11 1& 21 26 31
scalability problems, while o oo N
model-free  approaches are w0

1 3 5 7 91113151719

Automata, N
Figure 7: lllustration of the state-space explosion
problem for the Small Aircraft Transportation System
(SATS) case study modeled as networks of hybrid
automata [31, 39, 33], and using a small model theorem
to address the problem.
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heuristic, as they are both
unsound and incomplete, but
scale better. Together, the
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Figure 8: Symmetry-reduced reachability of hybrid automata networks
implemented in the Passel verification tool [31, 40, 38], which addresses the
state-space explosion problem and allows significantly larger problem size
than existing state-of-the-art methodology (in PHAVer).
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both model-free and model- | (simulink) T (Daikon)
based approaches developed el [ocd
by our group [1, 7, 50]. While _?UII‘:T By: Project § &: Actual
the  model-based  design Initial onto Physical Invariants
. Conditions Variables for RTA
frar_n_ewo_rk and typical formal on (Hynger)
verification problem assumes 19,3,
a system model A with Cyber-Physical
. . . Specifications
formal semantics is available, for RMV

this is rarely the case in the
current state of engineering Figure 9: Hynger-based formal and heuristic-based invariant inference for
practice. We developed an emer.gent behaV|or|r_1 DCI?S. Sets of candidate invariants are generated t(_) either
- . . monitor the sets of invariants themselves and how they change over time, as
Invariant synthes'ls tQOI Ca!IEd well as prove that these candidates are actual invariants for RTA.

Hynger (HYbrid iNvariant

GEneratoR) [50] that instruments arbitrary Simulink/Stateflow (SLSF) block diagrams for input to
the Daikon invariant finder [81, 82] to generate candidate invariants over the input and output
variables of every block in a diagram. The internals of the SLSF blocks may be unknown, be
compiled machine code, actual systems, etc. Such heuristic methods scale better than formal
methods alone. However, if the internals are known and formal models are available, the
candidates may then be checked to be actual invariants using tools like Passel [31], HyCreate [83],
SpaceEx [77], etc., so these heuristic methods enable scalable usage of formal tools for monitoring
invariants.

3.2.2.1. Model-Free and Model-Based Invariant Inference and Synthesis for Emergence in DCPS

We first extend the invariant inference methodology to distributed CPS from individual
systems currently supported. Combined with emergence specified as invariants, this allows for
identifying the presence or absence of emergent behavior in DCPS at runtime. While not all
interesting specifications of emergent behavior may be found as invariants, many examples can,
such as those for flocking and collision avoidance in (1) and (2).

The overall methodology is depicted in Figure 9. A CPS model or implementation is
provided as a SLSF diagram A. The SLSF diagram is instrumented, then the SLSF diagram is
executed to generate a set of sampled, finite-precision traces T for each initial condition 8 in a set
of initial conditions @, which effectively corresponds to a test suite. The traces are analyzed using
dynamic analysis methods, such as Daikon, to generate a set of candidate invariants ®, each
element ¢ of which may be checked as actual invariants if A corresponds to a formal model (e.g.,
a hybrid automaton), then a model checker may be employed to see if it is an actual invariant ¢,
and the set of actual invariants @ is collected. Next, each candidate invariant ¢ € ® is projected
(restricted) onto the subset of physical variables to yield a candidate physical invariant ¢p and
corresponding set ®p. Now, @, corresponds to the candidate, inferred physical invariants from
the perspective of the DCPS. The candidate sets of invariants and proved invariants are used for
runtime monitoring and verification (RMV) and runtime assurance (RTA).

To formalize the problem, an extension of hybrid input/output automata (HIOA) was
developed [53, 84-86], called cyber-physical input/output automata (CPIOA) [35]. In addition to
partitioning variables into local, input, and output sets, each of these sets of variables are further
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partitioned into cyber and physical variables. Then, when states
(or formulas used to symbolically represent states) are restricted
to the set of cyber (respectively, physical) variables, the
specifications then correspond to the cyber (respectively,  —7 -~
physical) specification. In practical software implementations Simulation
using e.g., C and SLSF models, the physical variables can be Code generation
specified using a subtyping of the usual types for approximation Figure 10: Correct-by-construction
of reals (e.g., a physical variable is a subtype of double floating- 'fmplememat'ons of DCPS, starting
. . . . A . > from a formal model (e.g., as a
point or fixed-point types). Techniques building on taint analysis  gpaceEx hybrid automaton network)
of programs are used to identify the effects of all physical using a sound translation to
variables in CPS [87]. implementations as  Simulink

We utilize both dynamic and static analyses of CPS models.
models to infer the cyber-physical specifications of emergence. When models with formal
semantics (e.g., CPIOA) are available, static analysis in the form of reachability analysis may be
employed to determine invariant specifications. If no such formal models (or potentially no models
and even only black-box implementations are available), one may employ dynamic analysis by
executing (or simulating) the systems under consideration to generate sets of executions (or
sampled approximate traces, due to inherent inaccuracies of simulation on finite-precision digital
computers). We developed a methodology within Hynger for instrumenting arbitrary SLSF
diagrams (that may potentially have known or unknown models or system implementations) to
generate output traces in the format compatible with the Daikon dynamic invariant inference tool
[81, 82]. The SLSF blocks may be unknown models or even system implementations since from
the point of view of SLSF, the only information required for blocks are variable values at block
inputs and outputs and when that information is updated. For instance, SLSF may be integrated
with hardware/software-in-the-loop simulation, and for these purposes, some blocks represent
models to be simulated and have information necessary to perform simulation, while other blocks
actually correspond to implementations that have been interfaced to provide necessary data to
SLSF. Since physical variables evolve according to ODEs, their invariants may involve nonlinear
and transcendental functions. Nonlinear (polynomial) invariants [88], disjunctive/max-plus
invariants [89, 90], and simulation-based verification (which effectively define invariants from
dynamic analysis) [91] may be used to greatly expand the classes of invariants that may be found.
If formal models are available, one may check if the inferred invariants are actual invariants using
hybrid systems model checkers such as SpaceEx [77], HyCreate [83], and Passel [31, 38]. Physical
dynamics and specifications thereof are formalized in a mechanized manner, similar to the
numerical simulations formalized in ACSL [92] for Frama-C [93].

Using the formalized distributed emergence inference methods, offline algorithms to
identify emergence were developed. As detailed in Figure 9, this results in SMT validity and
satisfiability checks over formulas symbolically representing the candidate invariants. We
implemented specification inference methods in software tools. A software tool is developed
implementing the algorithms developed in the other objectives to solve the emergence inference
problem at design time. The software tool is called Hynger (for Hybrid iNvariant GEneratoR) and
integrates with typical CPS development environments (Mathworks Matlab/Simulink) as well as
formal analysis tools for hybrid systems, such as Passel [31, 38] and SpaceEx [77]. This leverages
extensive experience using SMT solvers [94, 95] such as Z3 [96] used by the Passel tool [31, 38,
40] for the satisfiability/validity checks. Case study models (and the testbed described in Objective
4) are developed to evaluate the inference methods.

- Model analysis
SpacebEx model
Verilication
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We investigated richer specification languages, such as temporal logics (e.g., linear
temporal logic [LTL] or computation-tree logic [CTL], etc.), as well as real-time temporal logics
(e.g., metric temporal logic [MTL], metric interval temporal logic [MITL], signal temporal logic
[STL] [97], etc. [98]). With richer specification languages like LTL, richer techniques are be
necessary, and ideas such as Angluin’s learning algorithm [99, 100] or counterexample-guided
synthesis [97, 101] to infer specifications (i.e., finite-state automata for LTL and parameters for
STL) from executions were investigated. The detection of emergence becomes more complex, as
instead of satisfiability checks between invariants to determine inclusions, language inclusions
must be checked. To work with C code, Daikon must utilize appropriately instrumented binaries
using Valgrind via its Kvasir/Fjalar frontends [82]. This makes it difficult to use on non-x86/x86-
64 platforms, which is a serious limitation, as most embedded platforms utilize other architectures
(e.g., ARM, AVR, PIC, 8051, MSP430, etc.). Due in part to these limitations, the methodology
instruments architecture-independent SLSF diagrams to generate traces in the input format
compatible with dynamic analysis tools like Daikon. The Hynger tool takes an arbitrary SLSF
model, instrument it, then analyze the resulting traces with dynamic analysis to identify broad
classes of emergent behavior.

3.2.2.2. Runtime Assurance and Runtime Verification for Emergence in DCPS

Next, the candidate invariants detected using the Hynger and Daikon tools may be
monitored at runtime to enable a runtime assurance framework like the ClearView system for
distributed (purely software) systems [102, 103]. While technically unsound and incomplete,
practically, given a sufficiently large test database, the candidate invariants correspond well to the
expected behaviors of the system, and serve as abstractions of all internal behavior. At runtime
when analyzing traces over finite times, if the candidate invariants inferred are not implied by
known candidates then a suspicious scenario is flagged (such as an attack [102, 103], emergent
behavior, etc.). We investigated and use distributed global predicate and state detection algorithms
that rely on minimal communication, building upon seminal results of Chandy, Misra, and
Lamport [104-106]. Self-stabilization [4] is used as a tool to formalize the emergence specifications
and their evolution over time in the distributed systems (as invariants, i.e., predicates of state
space).
3.2.3. Assured Control in Spite of Emergence with Real-Time Reachability and Self-
Stabilization for Distributed Simplex

Obijective 3 is the development of control methods to ensure desirable or avoid undesirable
emergent distributed behavior at runtime, by leveraging the Simplex-based RTA framework using
real-time reachability of networks of hybrid automata in conjunction with self-stabilization [3-6,
52, 53] of the distributed system. Monitoring predicates over physical variables and their
continuous evolution over time is performed with real-time hybrid systems reachability. We
developed a methodology for runtime assurance in Simplex-architecture RTA systems using real-
time reachability for a single hybrid automaton [7]. These results are restricted to a single hybrid
automaton, and require extensions to DCPS. Since modern DCPS are complex, it may be infeasible
to determine all specifications and possible emergence between all subcomponents at design time.
We developed online runtime monitoring and verification methods for the inferred candidate
specifications of emergence, and combine these monitoring methods with real-time algorithms for
detecting emergence at runtime. When emergence is identified at runtime, a runtime assurance
framework building on supervisory control ensures safe DCPS runtime operation in spite of
emergence.
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For some of the analysis, we assume formal hybrid .
. . Decision
automata models are available, which may not be the Module

case for practical CPS that are designed using more Complex
typical industrial tools such as Mathworks Controller w
Simulink/Stateflow (SLSF). To alleviate this issue, we Commands Plant

Sensor
Data

investigated a new design paradigm, where the plant, Safety |
controller, and their interfaces are designed formally as r Controller
.hyb“d au_tomata’ then . are transla_\ted to Figure 11: Overview of the Simplex architecture
implementations as SLSF diagrams (see Figure 10) \here an unverified, complex controller with
[54]. This paradigm of designing with formal models, verified switching logic (decision module)
then instantiating implementations is attractive, as both switches to a verified safety controller in time to
simulation and verification may be conducted with the Prevent mishaps. We extended the architecture to
formal model, then an implementation may be derived ?ﬁgﬁn”k;ﬁf?itféfﬂg'.ﬁz g?;trﬁ)ife% li\slgfngsllng tools
that is guaranteed to have the same behaviors. The

sound translation framework from formal hybrid automata models to SLSF diagrams (in particular,
continuous-time Stateflow diagrams, which have behaviors similar to hybrid automata) has
numerous theoretical and practical challenges. For instance, typical hybrid automata models do
not support urgency (although hybrid automata with urgency have been investigated recently
[107]), while transitions in SLSF are urgent (i.e., transitions are taken as soon as they are enabled,
which is further complicated in SLSF due to actually happening at zero-crossing event points in
the simulation loop). SLSF diagrams do not support invariants, while hybrid automata do. SLSF
diagrams (without stochastic models) are typically deterministic (in both discrete transitions and
continuous trajectories), while hybrid automata are nondeterministic (in both discrete transitions
being nondeterministic similar to in nondeterministic finite-state automata [NFAs], and continuous
trajectories being described using differential inclusions, which allow for nondeterministic
families of solutions). Time-dependent switching is used to abstract more general state-dependent
switching. Addressing these issues to ensure a notion of behavior preservation when translating
from hybrid automata to SLSF (using an appropriate assumption on the behavior of the SLSF
simulation loop and its inherently sampled-time and finite-precision limitations) to enable formal
guarantees in implementations.

Next, algorithms were developed for an online, runtime implementation of the overall
distributed emergence detection as candidate invariants architecture depicted in Figure 9. For the
dynamic analysis, the specification inference methodology is implemented online, to infer
specifications at runtime. Such methods have been used for identifying security attacks in
ClearView [102], but CPS have a different set of challenges (real-time, real value approximations,
etc.) [51]. For the static analysis, we built upon preliminary results (Figure 13) for real-time
reachability of a single hybrid automaton [7].

The Simplex Architecture (see Figure 11) ensures the safe use of an unverifiable complex
controller by using a verified safety controller and verified switching logic [108-113]. This
architecture enables the safe use of high-performance, untrusted, and complex control algorithms
without requiring them to be formally verified. Simplex incorporates a supervisory controller and
safety controller that may take over control if the unverified logic misbehaves. The supervisory
controller should guarantee the system never enters an unsafe state (safety), but also use the
complex controller as much as possible (minimize conservatism). In preliminary results [7], we
establish a combined online/offline approach that uses a real-time reachability computation
enables a proof of safety, but with significantly less conservatism, so the upgraded controller is
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used more frequently as in Figure 13. In this objective, a
runtime assurance framework is developed, where the
safety controller is used if distributed emergent behavior
is detected online.

Hynger has been extended for runtime assurance
tasks like detecting and thwarting security violations and
attacks, similar to the ClearView tool that also relies on
dynamic analysis to detect changes in candidate
specifications [51, 102]. Finding and monitoring sets of
candidate invariants (even if not verified as actual
invariants) may be useful for runtime assurance and
resiliency methods for embedded systems. If candidate
invariants are checked at runtime using a real-time
reachability method [7], formal and dynamic runtime
assurance may be feasible. Rather than purely sensing
feedback in the Simplex decision, using changes in sets of
inferred candidate invariants may determine mode
changes to enable runtime assurance in DCPS.

3.2.3.1. Real-Time Reachability for Networks of Hybrid
Automata
The next research objective is to extend real-time

Figure 12: Illustration of self-stabilization.
The DCPS starts from a set of initial states Q,
and if it evolves over an arbitrary execution
without failures (attacks, emergent behavior,
etc.) a,, is guaranteed to self-stabilize to a
set of desirable states S where mission
progress is ensured and remain there. As the

DCPS operates, if failures occur and
executions a, are followed outside the set S,
they are guaranteed to remain in a set T that
at least maintains safety. Once failures stop,
the DCPS again self-stabilizes to S and may
make mission progress.

reachability to DCPS modeled as networks of hybrid automata, which is the first step in developing
an RTA framework for DCPS. Existing methods have only been developed for a single hybrid
automaton, so the focus is on developing a distributed runtime verification method building on the
real-time reachability of networks of hybrid automata. This is enabled by extending the symmetry-
reducing reachability framework for networks of hybrid automata [40] to those with linear and
nonlinear dynamics and specifications, developed in Objective 1.

3.2.3.2. RTA for Emergence in DCPS with Distributed Simplex and Self-Stabilization

Leveraging both the real-time reachability for

Velocity, v (m/s)

-1 -0.5 0
Position, p (m)

Figure 13: Verifiably safe regions of state-space
when using complex controller for an inverted

0.5 1

pendulum  example, illustrating real-time
reachability’s advantages to offline verification
methods (unverified simulation or LMI-based
methods that yield ellipsoidal safe sets) in results
of a Simplex RTA framework.

hybrid automata networks and the Hynger-based
emergence monitoring methods from Objective 2, the
next objective is to apply these monitoring methods in
RTA control of emergence, which is specified as
maintaining system state within a given region of the
state-space (i.e., property invariance). We build on the
theory and tools of self-stabilizing distributed systems
(see Figure 12), which ensures eventually returning to
desirable sets of states in spite of failures, attacks, etc.
Together with the Simplex RTA methods, thus yields
the development of a Distributed Simplex RTA
architecture for DCPS. This combines global and local
state estimation and invariant monitoring. For
example, each agent may deploy its own Simplex
architecture, but what emergent behaviors occur if say
all agents start to use fallback controllers? What is a
fallback controller for the entire distributed system?
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These questions have been addressed in our resulting publications. We leverage preliminary results
[5-7, 52, 53, 114] in this direction to develop a Simplex architecture for emergence in DCPS.
3.2.4. Evaluating Analysis, Monitoring, and Control of Emergence in DCPS Testbeds

To evaluate the methods from the previous objectives, we performed simulations,
laboratory experiments, and demonstrations using a swarm of autonomous agents, particularly
commercially available quadrotor drones. Typical safety properties that arise are collision
avoidance [5, 6, 31-33, 39, 52] and convergence to some desired configuration and/or location [52],
and emergent properties may be consensus, flocking, or unwanted oscillatory movements due to
failures, attacks, communication delays, etc. Our results in similar studies include verification of
autonomous satellite maneuvers [2], flocking in swarm robotics in spite of failures [5, 6], and planar
robotics [52].

3.2.4.1. Evaluation of Emergence Methods through Simulation Studies

We evaluated the specification, verification, monitoring, and control methods analytically,
using software tools, and in simulation. We extended the StarL framework that provides simulation
capability of DCPS. Additionally, StarL was used to deploy to actual swarm robot systems, so
altogether this enables evaluation of a correct-by-construction framework for establishing or
avoiding emergence in DCPS. The StarL [114, 115] platform and its offline simulator allows the
DCPS to have similar levels of concurrency, asynchrony, and other realistic effects as
implementations. We used the hybrid automaton translation framework (Figure 10) to convert
from formal models to StarL programs and SLSF diagrams for simulation.

3.2.4.1: Experimental Evaluation of Emergence Methods through Lab Demonstrations

We experimentally analyzed the specification, verification, monitoring, and control
methods for emergent behavior in DCPS using an indoor swarm robotics system of quadrotors.
This includes scenarios with emergent behavior such as flocking, flocking in spite of failures of
physical, cyber, and communication components, and emergent behavior like collision avoidance
that should be invariant. This serves to validate the analytical, verification, and simulation results,
and leverages the implementation of StarL programs [114, 115] on hardware.

4. Results and Discussion

4.1. Key Results and Findings

The key results and findings of this project for each objective are as follows.
Objective 1: Specification and Verification

The first is in specifying behaviors for DCPS, and this resulted in the creation of a novel
formal specification language called hyperproperties for signal temporal logic (HyperSTL), which
arguably is the most complete specification language for formally describing behaviors of DCPS
[36]. Also for specification of behavior, the perspective of considering cyber, physical, and cyber-
physical specifications in DCPS is a key insight [35]. The second is in addressing the state-space
explosion problem for DCPS, particularly through the use of order-reduction [116].
Objective 2: Monitoring

For monitoring DCPS behavior, the runtime monitoring framework built using Hynger to
check if behaviors observed at runtime is the key result. By monitoring whether specifications may
be violated at runtime gives an indication that emergent behavior, or some other anomalous
behavior, may be occurring [51].
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Objective 3: Control

The perspective of runtime assurance using the Simplex architecture seems particularly
powerful for mitigating emergent behavior, if it is undesirable [117]. This approach may be
impactful and useful when artificial intelligence (Al) and machine learning (ML) components are
incorporated in DCPS, and this direction of research was a key outcome.
Objective 4: Evaluation

The methods above were evaluated in several case studies, particularly within the
distributed robotics framework of StarL. Videos of scenarios are included with the deliverables.
Numerous benchmark case studies were published [118-122].

4.2. Related Work

Model-based verification typically develops a model of a system and properties
(specifications) are (manually, semi-automatically, or automatically) checked for that model.
However, most safety issues induced by software bugs are not a result of design errors, but are the
result of implementation, reuse, upgrade, and maintenance errors. While a A, P l
priori model-based design (MBD) and clean-slate approaches like
DARPA’s HACMS, selL4, Bedrock, and CompCert [123-127] are of
critical important and especially useful for subcomponent verification,
most systems being designed today utilize a development process where
engineers write software and systems are integrated from numerous rigure 14: General formal
components. Additionally, while there are many standards to help verification problem.
improve CPS safety in various domains (like ISO 26262 functional safety
standard for road vehicles [128] and MISRA C [129]), as CPS have exponential gains in software
embedded in them, these reliability problems will only become exacerbated [8, 9]. Rare cyber-
physical failure scenarios and distributed emergence motivate runtime contingencies to assure
safe, if degraded, operation.
Dynamic Specification Inference: There are many benefits of dynamic analysis such as using
implementations instead of models [81, 82, 130] to find dynamic program specifications [130]. The
limitation is results are unsound without additional reasoning. Finding specifications of systems is
a maturing field within software engineering [81, 82, 130-133], and recent simulation-based
approaches in hybrid systems and CPS like those used in S-TaLiRo, Breach, and C2E2 can be
viewed as dynamic analysis [91, 97, 134-139]. Invariants are properties of a system that always
hold, while conditional invariants may hold at certain program points, for example, at the
beginning or end of a function call (pre/post conditions). Daikon has found candidate invariants of
hybrid models of biological system [140] and distributed systems [141, 142], and this illustrates a
proof-of-concept to use it for hybrid systems. Alternative approaches analyze simulation traces
from complex Matlab/Simulink models [97, 114, 138, 139], but require a priori specifications or
require templates from restricted classes of logic.
Verification of Hybrid Systems: Formal verification aims to solve the problem posed in Figure
14: does a given formal system model (often an automaton) <A satisfy a given specification
(property) P? Automated formal verification (as instantiated, for example, in model checkers),
aims to develop an algorithm to solve the formal verification problem, instead of using semi-
automated methods such as interactive theorem provers. A hybrid automaton [30, 31, 84, 143, 144]
is a formal model, and is essentially a finite-state machines with additional continuous variables
that may evolve according to ordinary differential equations (ODES) or inclusions that may differ
in each state. Hybrid automata provide a formal mathematical semantics for formal verification of
properties specified in some formal language using many techniques [31, 76-78, 144]. While
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automated formal verification is undecidable for many interesting classes of systems (such as
general software or general hybrid automata), numerous advances have been made in the past few
decades. Explicit-state and symbolic model checking [68, 145-149] is common place in numerous
industrial semiconductor development processes, aided in part by automata-theoretic advances and
developments like efficient representations like BDDs [150], DDDs [151], SAT-encodings [152,
153], and recently, SMT-encodings [94, 95, 154-157] and quantified encodings [158]. Embedded
and hybrid systems have likewise benefited from advances such as those implemented in HyTech
[78], KRONOS [159], Charon [160], Checkmate [161], the ellipsoidal toolbox [162], PHAVer [76],
KeYmaera [163, 164], SpaceEx [77, 165], and simulation-based verification [134-136, 139, 166-168].
SMT-based techniques have been used for reachability analysis of hybrid systems in SAT-modulo-
ODEs [79, 169-171], and for automatically discharging deductive proofs of safety by inductive
invariance in Passel [31, 32, 38-40].
Translating Hybrid Automata to Implementations: Efforts have recently been investigated for
translating timed automata to Mathworks Simulink/Stateflow (SLSF) diagrams, such as UPP2SF
that converts UPPAAL’s timed automata to SLSF diagrams while maintaining certain properties
of executions (i.e., a form of soundness) [172-175]. A vast amount of existing work exists in the
opposite direction, of translating from SLSF to formal models like hybrid automata, extended finite
state machines (EFSMs), etc. and between hybrid systems formalisms [176-187]. However, tools
translating from SLSF are impractically difficult to build, in part since SLSF does not have a
formal semantics (although efforts have tried to define some [188, 189]), and commercially
available tools such as Ansys/Esterel’s SCADE Lustre [190] converter tool (that translates SLSF
to Lustre with precise semantics) are not only impracticably large to build in an academic setting
(e.q., Esterel’s converter has millions of lines of code), but are theoretically unsound, albeit very
useful. Additionally, all commercially viable converters only support discrete SLSF diagrams (or
discretizations thereof), and may not include continuous-time blocks like continuous-time
Stateflow diagrams [183, 185, 191]. Academic efforts exist to translate from SLSF to hybrid
models (such as HyLink [192-194] and others [176, 184]), but the vast effort in creating viable
translators make it impractical.
4.3. Deliverables

Table 1 describes the deliverables produced through this project, which includes quarterly
status reports, final technical reports, software deliverables including source code and prototypes,
and APIs including documentation.

Objective Deliverables

Objective 1: | HyST/Passel software tool, with extensions to linear and nonlinear local
Modeling and | dynamics allowing modeling of the swarm robotics DCPS case study and
Analysis emergent properties in general DCPS. Software deliverables with source code
and prototypes, and APIs including documentation.

Online: https://github.com/verivital/hyst

Objective 2: | Hynger invariant inference software tool for distributed emergence
Monitoring monitoring. Software deliverables with source code and prototypes, and APIs
including documentation.

Online: https://bitbucket.org/verivital/hynger
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Objective 3: | Real-time reachability tool and RTA framework for emergence in DCPS
Control relying on self-stabilization. Software deliverables with source code and
prototypes, and APIs including documentation.

Online: https://bitbucket.org/verivital/rtreach

Obijective 4: | Models of the swarm robot case studies; source code for the control software;
Evaluation source code and design files for the overall swarm robot evaluation system.
Software deliverables with source code and prototypes, and APIs including
documentation.

Online: https://github.com/verivital/starl
Videos: https://www.youtube.com/channel/UC1-RPjoacWVNLQKjuxrbn9A
Table 1: Deliverables for analysis, monitoring, and control of emergence in DCPS.

5. Conclusion

This project studied emergent behavior in DCPS by developing formal specification
languages, formal verification methods within the HyST software tool, heuristic-based runtime
monitoring within the Hynger software tool, and Simplex-based runtime assurance. Together, the
project demonstrates the capability to detect, monitor, and control emergent behavior in DCPS.
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Abstract—Cyber-physical systems (CPS) consist of physical
entities that obey dynamical laws and interact with software
components. A typical CPS implementation includes a discrete
controller, where software periodically samples physical state and
produces actuation commands according to a real-time schedule.
Such a hybrid system can be modeled formally as a hybrid
automaton. However, reachability tools to verify specifications
for hybrid automata do not perform well on such periodically-
scheduled models. This is due to a combination of the large
number of discrete jumps and the nondeterminism of the
exact controller start time. In this paper, we demonstrate this
problem and propose a solution, which is a validated abstraction
mechanism where every behavior of the original sampled system
is contained in the behaviors of a purely continuous system with
an additive nondeterministic input. Reachability tools for hybrid
automata can better handle such systems. We further improve
the analysis by considering local analysis domains. We automate
the proposed technique in the Hyst model transformation tool,
and demonstrate its effectiveness in a case study analyzing the
design of a yaw-damper for a jet aircraft.

I. INTRODUCTION

Periodic real-time scheduling is a widespread method used
to control a physical plant as part of a cyber-physical system
(CPS). Typical schedulers, such as rate-monotonic (RM) or
earliest deadline first (EDF) [1], give a guarantee of peri-
odic execution. In each period, sensors are read, the control
algorithm is run, and actuator outputs are set. The physical
world, on the other hand, evolves continuously. Models of the
physical world may be given using differential equations that
are obeyed at all times.

In this work, we analyze the periodically-scheduled con-
troller subsystems of CPS using hybrid automata [2] and
associated analysis tools. A hybrid automaton can directly
model both the continuous behaviors and discrete aspects
that arise when real-time scheduling and sampled control is
combined with a continuously-evolving physical plant. The
set of reachable states of a hybrid automaton, if it can be
computed or overapproximated, can be used to formally prove
control-theoretic properties about the system’s transient and
steady-state behavior. The controller subsystem models, after
being proven correct, could then be integrated with hybrid
automaton models of other parts of the system using modeling
methods like hybrid input/output automata (HIOA) [3]. Rea-
soning about properties of the combined system could then be
performed using assume-guarantee reasoning [4]. With such
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hybrid systems analysis, properties can be formally proven
about sets of initial states as well as behaviors under bounded
sensor error, actuator error, and other uncertainties. This has
the potential to detect errors not found during simulation
and testing, which deal with single initial states and specific
execution traces.

Directly analyzing the controller subsystems of CPS using
hybrid automaton reachability tools, unfortunately, does not
usually work. One issue is that a large number of controller
updates need to be considered in the analysis. The control code
may need to be run tens or hundreds of times a second, and
the physical system may need to evolve for tens of seconds
to show the properties of interest. The number of discrete
transitions that occur thus becomes extremely large. Real-time
schedulers may also have variability in the exact scheduling
time of the controller. Hybrid automaton reachability analysis
tools perform poorly in such cases, with error bounds growing
unacceptably large in the presence of many discrete transitions
and timing uncertainty [5], [6].

In order to overcome these challenges, we apply a variant of
the continuization technique [7], where a fast-switching hybrid
system is abstracted by a continuous system with an additive
nondeterministic input. We provide theoretical methods to
compute bounds on the nondeterminism input needed for the
continuization of periodically-scheduled controllers, which is
essential for abstraction soundness. The developed approach is
then automated using the Hyst [8] model transformation tool.
In this way, we provide both a theoretical method that enables
controller analysis with hybrid automaton reachability tools,
and a practical way to use it.

The main contributions of this paper are:

« the modeling of periodically-controlled CPS using hybrid
automata, with several models proposed based on possi-
ble implementation variations,

« the validated use of continuization to enable the analysis
of these models, and a theoretical method to compute the
bound on the nondeterminism globally as well as within
local analysis domains,

« the implementation of the proposed technique in the Hyst
model transformation tool, which allows rapid application
to new hybrid automaton models, and

e a demonstration of the effectiveness of the proposed
analysis approach on the design of a yaw damper system
for a 747 jet aircraft.
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In the next section, we present a brief background on mod-
eling hybrid systems, give direct approaches for modeling real-
time-scheduled controllers with hybrid automata, and provide
reachability results showing scalability issues with these direct
models. Next, Sec. III describes continuization and methods
for computing the nondeterministic bounds it uses, which are
essential for method accuracy. Then Sec. IV briefly describes
the Hyst model transformation tool and the illustrates the
continuization pass that implements the technique developed in
this paper. Sec. V provides a case study showing the advantage
of the analysis on a yaw damper control system for a 747
aircraft. A brief discussion of related techniques, especially a
comparison versus classical control theoretic methods is given
in Sec. VI, followed by a conclusion.

II. HYBRID SYSTEMS MODELING

The controller subsystem of a cyber-physical system (CPS)
consists of a physical system interacting with a software
controller, running periodically on a system using a real-time
scheduler. A specific implementation can be formalized using
a hybrid automaton model, and then its behavior, as well as
the behavior of a composition of these subsystem models,
can be analyzed using hybrid automata reachability tools. In
this section, we elaborate on modeling controller subsystems
using the hybrid automaton formalism. We first review hybrid
automata (Sec. II-A), then propose three models that capture
different possible implementations of a controller subsystem
of a CPS (Sec. II-B). Finally, we attempt to directly perform
reachability analysis of these systems using reachability anal-
ysis tools (Sec. II-C), which is shown to be challenging.

A. Preliminaries

A hybrid automaton is a formal model that captures both
discrete behaviors as well as continuous dynamics present in
a hybrid system. Roughly, it is a finite state machine with
ordinary differential equations defined in each mode for a set
of real-valued continuous variables.

Definition 1 (Hybrid Automaton). A Hybrid Automaton is a
tuple
H = (Loc, Var, Init, Flow, Trans, Inv) that defines:
e a finite set of locations Loc,
e a set of n real-valued continuous variables Var =
{z1,..., 2.},
e an initial condition Init C R™ for each ¢ € Loc,
o for each location ¢, a relation Flow({) relating variables
and their derivatives,
o a set of discrete transitions Trans, where each element is
a tuple (£, g,r, ") with source location {, guard g given
as constraint on R", reset r given as a function from
R"to R™, and destination location ¢,
e an invariant Inv(f) C R™ for each location ¢.

A state of a hybrid system is a tuple (¢,X), where the
discrete state is ¢ € Loc and the continuous state X is a
valuation—a mapping from a variable name to a point in the
reals—of the continuous variables in Var.

Definition 2 (Trajectory). A trajectory of a hybrid system is
an alternating sequence of continuous evolutions and discrete
transitions, starting from a state in Init. Trajectories are
subject to the following restrictions:

o the first state of the trajectory is an element of Init,

o during each continuous evolution, the continuous state
evolves over an interval of real-valued time in accordance
with the differential equations defined by Flow,

o during each continuous evolution, the continuous states
always satisfy the location’s invariant', and

o during each discrete transition, the prestate is contained
in transition’s guard, and the change in state corresponds
to applying the reset function to the continuous prestate
and updating the location to (.

Definition 3 (Reachable Set). The set of all states that exist in
any trajectory is called the reachable set. For a given hybrid
automaton H, we use REACH(H) to denote the reachable set
of H. Given a subset of the variables Y C Var of hybrid
automaton H, the reach set projected onto those variables is
written as REACH(H) | Y. Typically we will be concerned
with time-bounded reachable sets, where the amount of time
that has elapsed during the continuous evolution portions of
each trajectory is less than or equal to some given bound.

B. CPS Modeling

We now describe three different ways that a CPS con-
troller subsystem can be modeled using the hybrid automaton
formalism, which correspond to different possible system
implementations. First, we introduce the notion of a Sampled
CPS, which has a continuous portion governed by differential
equations, and a controller_update function that updates the
discretely-controlled variables.

Definition 4 (Sampled CPS). A Sampled CPS is a system
with n continuous variables divided into two groups. The
first np < n variables are the physical variables, and the
remaining nc = n — np variables are the cyber variables.
The set of variables Var = {x1,xs,...,2,} is partitioned
into physical variables X, = {p1,p2,...,Pnp} and cyber
variables X. = {c1,ca, ..., Cnc}, Where each variable z; € R.
Each physical variable has an associated differential equa-
tion, p1 = fi1, P2 = fo, ..., Pnp = [fnp, where each
pi = fi is a function R® — R. To ensure existence and
uniqueness of the solutions, the differential equations are
assumed to be Lipschitz continuous in the domain of interest.
The dynamics for the physical variables are provided, so
Fp, = (f1, f2, ..., fnp) is given. The remaining nc variables
are set periodically in control software, and remain constant
between updates (zero-order hold). Their differential equa-
tions are given as ¢ = 0, ¢ = 0, ..., ¢en = 0. The
control software is defined by a function controller_update :
R™ — R", which updates the cyber variables based on the

1If at some point the invariant were to become false, a discrete transition
must be taken immediately. If no transition’s guards are enabled, the model
is said to deadlock as time cannot advance.
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Fig. 1: Various hybrid automaton models formalize different implementations of a periodically-sampled CPS.

system state. The controller_update function can be decom-
posed into nc functions where each one updates a single
cyber variable, ¢, := controller_update,(X,, X.), ..., Cne =
controller_update,, .(X,, X.). In this work, we will restrict the
controller_update functions to ones that are differentiable and
locally Lipschitz continuous in the input arguments, in the
domain of interest (for example, discrete approximations of
continuous controllers).

Model 1: The simplest model is for a strict periodic
controller, where the control software runs with a given period,
T. This could correspond to a system using a time-division
multiple-access (TDMA) or other time-triggered scheduler,
where the control task is nonpreemptive and the worst-case
execution time (WCET) fairly short. In the model, a single
location exists where time can elapse. An extra clock variable,
¢, is added to the hybrid automaton that ticks at rate one
(¢ = 1). When the clock reaches the period, a transition is
forced by an invariant in the single location that ¢ < T,
which prevents continuous evolutions from continuing. The
transition executes the controller logic when the clock reaches
the period, then resets the clock to 0, and subsequently repeats
periodically. A hybrid automaton visualization of this model
is shown in Fig. 1(a). The strict periodic controller, however,
does not exactly capture the behavior of a system using a
real-time scheduler. A scheduler like rate-monotonic (RM) or
earliest deadline first (EDF), provides a guarantee of execution
at some point within the period.

Model 2: An alternative implementation, which uses a real-
time scheduler such as RM or EDF would sample the system
at the start of the period, and write the actuation values at
the end of the period. This can be modeled using a hybrid
automaton by starting with the strictly periodic system (Model
1) and adding np additional cyber variables, which we call X,
with derivatives equal to zero that model the sampled state.
On the actuator assignment (controller_update) at the end of
each period, the controller logic will then compute on the state
sampled from the start of the period. After updating the cyber
variables, the physical state would then be sampled again and
stored into X, for use at the end of the next period. The
hybrid automaton model of this system is given in Fig. 1(b).
The downside of such a controller is there is a one period

delay introduced into the system, which may affect control
performance, as well as np additional variables in the model,
which may affect analysis scalability.

Model 3: An alternative implementation may consider
directly sampling and actuating at some point during each
period, where the sampling point is nondeterministic. This
would be a reasonable model if the control task’s execution
is short and the task is non-preemptive. This model is similar
to the strictly periodic Model 1 (Fig. 1(a)), except that: (1)
a second mode is added to indicate if the controller has
run yet during the period, (2) the first transition (the call
to controller_update) happens nondeterministically up to the
period T' owing to the invariant ¢ < 7, and (3) the second
transition (the end of the control period) happens when the
clock reaches T time. The modified automaton is shown
in Fig. 1(c). This model uses nondeterminism in discrete
transitions to capture the type of guarantee provided by a real-
time scheduler: that the control logic will execute and finish
at some point within each period.

More complicated models could also be considered. For ex-
ample, if the execution time was non-negligible or the task was
preemptive, the state could be sampled nondeterministically
at some point during the period minus the WCET, and then
actuation could be performed nondeterministically up to the
end of the period.

C. Preliminary Reachability Analysis

Although hybrid automata can model real-time scheduled
controllers and plants as shown above, an important factor
is tractability of analysis. Since analysis of even moderately-
complicated hybrid automata is undecidable [9], tools often
compute an overapproximation of the reachable states, which
is sufficient for safety analysis (making sure unsafe states are
not reachable). If the set of reachable states may be computed
for unbounded time (if the reachability algorithm reaches a
fixed-point) and the resulting set of states is bounded, then
conclusions can also be drawn about system stability. In the
presence of a large number of discrete switches, reachability
analysis tools may significantly overapproximate the reachable
set of states, due to the need to perform intersections of
reachable sets with surfaces representing guard conditions [6].
These intersections are typically done geometrically, and result
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Fig. 2: The response for the periodically-controlled double-integrator system from Example 1 converges in
simulation, but appears to diverge during reachability analysis.

in an overapproximation of the actual intersection, introducing
some error at every discrete transition. Due to this concern, we
empirically evaluate the performance of two modern reacha-
bility tools, SpaceEx [5] and Flow* [10], [11], on a simple
control system using the approach from Model 1 (Fig. 1(a)).

Example 1 (Double-Integrator System). A double-integrator
system, such as point moving along a 1-d line controlled
through its acceleration, has two physical variables: x, its
position, v, its velocity, and a single cyber variables a, its
acceleration. The dynamics are © = v, v = a, and the
acceleration a is set periodically by the control logic. There is
a fixed setpoint the system tries to move towards at x = 1. The
acceleration is set using a PD controller with gains P = 10
and D 3. The controller_update function periodically
assigns a := P x (1 —x) + D x —v. The period of the control
task is T = 0.005 seconds (200 Hz). The initial states are
x €10,0.1] and v = 0.

Using the system in Example 1, we construct the corre-
sponding hybrid automaton (shown in the Appendix in Fig. 8)
and examine the controller’s response. A control Lyapunov
function may be derived to show stabilization of the purely
continuous system to the setpoint of x = 1 and v = 0. In
Matlab simulations of the periodically-sampled system from
the boundary of the initial states (from both z 0 and
x = 0.1), the system easily converges to the setpoint. When
performing reachability, however, both SpaceEx and Flow*
produce divergent reachable sets, due to overapproximation
error introduced at each of the discrete transitions. The simu-
lations and reachability visualization are shown in Fig. 2.

Although effort was taken to optimize various tool parame-
ters, they could likely be further adjusted to get a slightly better
response. For this particular system, if the tools had built-in
support for time-triggered transitions and could infer that the
clock acts as a time-trigger for the discrete transition, the error
in the computation could likely be reduced (although we could
not find time-triggered support in either tool’s documentation).
However, this would not work for the nondeterministic switch
in Model 3 (Fig. 1(c)), since that discrete transition (invocation
of controller_update) can occur at any time within the period,
based on the guarantees provided by schedulers like RM and

EDF. The problem of accumulated error in reachability from
many discrete transitions, in general, cannot be eliminated.

III. CONTINUIZATION FOR IMPROVED ANALYSIS

The occurrence of many discrete transitions leads to accu-
mulated error during reachability analysis because of a need
to repeatedly take intersections of sets of states with the
transition guards. One idea to get better accuracy, therefore,
is to eliminate the discrete transitions altogether. Intuitively,
this process relies on the observation that the behavior of the
periodically-sampled system is contained in the behavior of the
continuously-controlled system with some additional bounded
nondeterministic input.

This process of validated abstraction of the sampled hybrid
automaton by a continuous one is called continuization [12],
and is briefly reviewed in the next subsection (Sec. III-A).
Here, we apply the continuization idea in order to analyze
periodic control systems, which has not been done before. This
process relies on having a bound on the speed of changes of the
cyber variables, and computing this bound is then described
(Sec. III-B).

A. Continuization

Continuization is the process of abstracting a system with
many discrete switches by a continuous one with an extra
nondeterministic input. Previously, it was used to analyze
rapidly-switching electric circuits [12], specifically locking
time and stability properties for charge-pump phase-locked
loops. The key challenge when performing continuization
is determining the amount of nondeterministic input that is
necessary in order to guarantee that all behaviors of the
sampled system are captured by the continuous one, but not
too much that analysis accuracy suffers.

In the earlier circuit work, this was done by solving for
the change of state in one cycle with a known switching time.
Since there was no closed-form solution for the switching time,
interval analysis was performed using the ranges of possible
switching times, and then this was used to derive conservative
bounds on the change in state.

We want to apply continuization in order to analyze
periodically-controlled CPS. We formalize this process by
using sampling deviation functions.
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Definition 5 (Sampling Deviation). A sampling deviation w;
is a function R — R x R, which, given a time, produces an
upper and lower bound on the difference of a cyber variable
c; € X, between its value in a sampled CPS and the update
function controller_update(X,, X.).

Given a sampling deviation function w; for each cyber vari-
able, we can construct an overapproximation of the sampled
CPS. First, we construct a continuous approximation of the
sampled CPS.

Definition 6 (Continuous Approximation). A continuous ap-
proximation of a sampled CPS is a hybrid automaton where
the controller logic is run continuously. That is, the discrete
update for each cyber variables in c¢; € X, is removed from
the system, and each cyber variable’s differential equation is
set to ¢; = %controller_updatei(Xp,XC). The variable c;’s
initial value is set to the value when the controller is run at
the original initial state, controller_update;(X,(0), X.(0)).

The continuous approximation differs from the original
sampled CPS. A continuized abstraction accounts for this
difference by adding nondeterminism to every occurrence of
each cyber variable within the continuous approximation.

Definition 7 (Continuized Abstraction, Continuization). A
continuized abstraction H. of a sampled CPS ‘H is constructed
starting from H’s continuous approximation. Each occurrence
of a cyber-variable c; in the continuous approximation gets an
extra term added equal to the sampling deviation w;. If any
of the w; change over time, an additional time variable t is
added to the system that starts at 0 and ticks at rate 1 forever.

The model constructed using the above continuization ap-
proach will have trajectories of the physical variables that
contain all the behaviors in the original sampled CPS.

Theorem 1 (Soundness of Continuization). Given a sampled
CPS H as well as its continuized abstraction H., REACH(H) |
X, € REACH(H,.) | X,

Proof. Consider any cyber variable ¢; € X.. Let Valgamplea(¢;)
be the value of the variable in the sampled CPS, and
Valypgract(c;) be the value of the variable in the continuized
abstraction. At any time ¢ in a trajectory, we first show that
Valsampled(ci) S Valabstract(ci) + w; (t)

By the definition of the sampling deviation function, the dif-
ference between Valgmplea(c;) and controller_update;(X,, X.)
at time ¢ must be contained in the interval w;(t). Therefore,
Valgamplea(c;) is contained in controller_update;(X,, X.) +
w;(t). The continuous approximation at time ¢ is equal to
controller_update;(X,, X.), and by the construction of the
continuized abstraction from the continuous approximation,
the inclusion Valgmpiea(¢i) € Valabgiract(¢i) + wi(t) holds.

In the construction of the continuous abstraction, each
cyber variable ¢; in the continuous approximation was re-
placed by ¢; + w;(t). Since, as shown above, Valgmpiea(¢i) €
Valpsiact(¢;) + wi(t), the derivatives for every variable in

the sampled CPS will be contained in the derivatives of
continuized abstraction. In particular, the physical variable
values in the continuized abstraction also contain the sampled
CPS physical variable values. The discrete transitions between
the two systems are identical, except for the removal of the
periodic cyber-variable updates in the continuized abstraction.
Thus, any discrete transition (other than controller updates,
which only update cyber variables and for which we already
showed containment) taken by the sampled CPS can also
be taken by the continuized version. Since a trajectory is
an alternating sequence of continuous evolutions and discrete
transitions, and the initial states are the same, by induction on
the length of a trajectory, the values of the physical variables
in the sampled CPS are always contained in the values of the
physical variables in the continuized abstraction. Therefore,
REACH(H) | X, € REACH(H.) | X,. O

B. Producing Sampling Deviation Functions

The key to continuization is to construct sampling deviation
functions that provide an upper and lower bound on the
difference of each cyber variable between the sampled CPS
and the controller_update function. One way to compute such
a function is by looking at the maximum rate of change
(bounded by a Lipschitz constant) of the derivative of each
cyber variable in the continuous approximation. This process
makes use of standard interval arithmetic multiplication, [a, b]*
[c,d] = [min(axc,ax*xd,bxc,bxd), max(axc,a*xd, bxc,bxd)].

Lemma 1 (Sampling Deviation using Lipschitz Constant).
Given interval bounds, K = [K™™ K™, on the rate of
change of the derivative of c; in the continuous approximation,
and the period of the associated strictly-periodic (Model 1
from Fig. 1) controller, T, a sampling deviation function is

w; = [-T,0] x K.

Proof. The sampling deviation function needs to bound the
difference of the value of the variable ¢; in a sampled
CPS and controller_update;(X). The difference between
controller_update; at the last sample time (which is the
current value of the cyber variable in the sampled CPS), and
controller_update; at the current time (which is its value in
the continuous approximation) is at most a product of the
maximum rate of change K, and the time since the last sample.
The difference between the last controller update and the
current time must be in the interval [T, 0], since it is a strictly
periodic controller with period 7. Assuming the first sample
occurs at time 0, by induction on the number of samples, this
property will hold for every sampling period and therefore
over all time. O

In this case, we had considered a strictly periodic controller,
such as the one given by Model 1 in Sec. I1I-B. To compute
the function for a nondeterministic controller such as Model
3, all that would need to be adjusted is the time of the last
controller update. In the worst case, a sample will occur at the
start of one period, and at the end of the next period. In that
case, the maximum time between updates is 2 * 7', so using
an interval of [—2 % T, 0] in Lemma 1 would be adequate.
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Fig. 3: The main idea behind the proposed continuization
approach is that a nondeterministic continuous system contains
the behaviors of a periodically sampled system.

To provide some intuition on the construction of sampling
deviation functions, we provide an simple illustrative example.

Example 2 (Sine Wave). Consider a system with a single
cyber variable c1 where the controller_update function is given
by sin(t), and t is a clock (physical variable with t = 1) ticking
from 0 to w. The period of the cyber-variable is T = (0.2.

The rate of change of controller_update (the derivative) is
equal to cos(t), and the bound on cos in [0, 7] is K = [—1,1].
Given this bound and the period of T' = 0.2, each occurrence
of c¢; in the continuous approximation is replaced by c¢; +
[—0.2,0.2] in the continuized abstraction. A visual depiction
of this is given in Fig. 3.

One nice property of the sampling deviation function con-
structed by Lemma 1 is that no matter how large the bounds
are on the rate of change of the controller_update function, the
sampling deviation function can be made arbitrarily small by
choosing a small enough controller period 7. This is because
of the multiplication in the sampling deviation function by
the interval [T, 0]. Intuitively, this makes sense, since the
continuous system is more closely approximated as we sample
and actuate at a higher frequency. This is in contrast, however,
to reachability analysis done directly on the sampled CPS
models, where smaller periods lead to more discrete transi-
tions, which lead to more error.

The width of the interval given by deviation function does
affect the amount of overapproximation in the constructed
model, and therefore it is desirable to have this function be as
tight as possible. One way to improve the bound on the rate of
change of the cyber variable is by considering smaller domains
(time intervals). For example, we could take advantage of the
time dependence of each sampling deviation function w;, and
define corresponding sampling deviation functions within local
analysis domains.

Lemma 2 (Sampling Deviation in Local Analysis Domains).
For a cyber variable c; with period T, given a sequence of
interval bounds on the rate of change of the controller_update
function, K1, Ko, ..., K,,, and an associated sequence of

Piecewise Continuization of a Sine Wave
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Fig. 4: The continuization approach as applied to four local
analysis domains has an overlap of one period length between
domains.

increasing and pointwise-intersecting time intervals (which we
call local analysis domains) where the bounds are valid, [ty =
0,t1], [t1,t2], - - s [Em—1, tm], a sampling deviation function up
to time t,, can be computed as:

w;(t) = [T, 0] * [min({K"™ | t € [t;_1,t; + T1}),
max({KJ"** | t € [t;—1,t; + T]})].

Proof. Notice the time intervals have the controller period
T added to the upper time bound. This is because when a
new time interval is entered in a trajectory, the sampled CPS
could have taken the most-recent sample in either the current
time interval, or in the previous one. The sampling deviation
function, therefore, must account for both possibilities until 7"
time has elapsed in the new interval. Other than this caveat,
the proof follows that of Lemma 1, except that the analysis is
done at each time interval. O

In the sine wave system from Example 2, we can ap-
ply this approach in four analysis domains (time inter-
vals), [0, X1, [%, 2], [%, 37, [2F, 1]. Solving for the cos(t) (the
derivative of sin(¢)) in these domains, we can come up with
the associated interval bounds on ¢; in the continuous approx-
imation, K, = [¥2,1], Ky = [0, 2], K3 = [-¥2,0], K4 =
[fl,fg]. Using the period 7" = 0.2, we then obtain the
piecewise continuization of the system, shown in Fig. 4.

In Fig. 4, when the derivative bounds are positive, the
difference between the sampled CPS and the continuous
approximation is negative, which is why an interval of [—T', 0]
was used to bound the difference. Also, without the presence
of the overlap between time domains, the continuized abstrac-
tion would be wrong immediately after time 7. In this case,
the new domain has a strictly negative derivative, but because
the sample occurred before 7, the bound from the previous
domain must be used.

There are two considerations when applying continuization
with local analysis domains. First, the result is only valid until
the maximum time of the last analysis domain. If this time
is finite, this means only bounded-time reachability can be
computed. Second, there is a trade off between the accuracy
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of the computation and the number of domains considered.
Continuization was originally used to eliminate large numbers
of discrete transitions in a sampled CPS. Using local analysis
domains, however, brings back discrete transitions, although
now the number of transitions can be controlled by adjusting
the number of domains. Using too many domains may lead to
similar problems with tool performance as when we directly
considered a sampled CPS model for reachability analysis.
We could solve this problem by having sampling deviation
functions that vary as continuous functions of time, although
the way to create these is less clear, and left as possible future
work.

IV. AUTOMATION IN HYST

Hyst [8] is a model transformation and translation tool
for hybrid automaton models. Hyst performs both model
translation, which converts between formats of different reach-
ability tools, as well as model transformations, which serve to
improve reachability computation results. The continuization
approach described in the previous section has been imple-
mented as a model transformation pass in Hyst, which permits
easy application of the developed technique.

A. Transformation Pass

The implemented model transformation pass performs con-
tinuization starting given a continuous approximation of the
system. The user provides (1) a target model file describing
the hybrid automaton, (2) the controller period, 7', (3) the
name of the cyber variable of interest, c;, (4) a sequence of
m increasing times used to construct local analysis domains,
(5) a corresponding sequence of m bloating terms, which will
be described shortly, and (6) the name of the time variable
(optional; only used if multiple local analysis domains are
used to create transitions between them).

Given these inputs, the pass first simulates the continuous
abstraction from the center of the initial states, in order to
approximate the interval bounds on the rate of change of
the derivative of c¢;. For each time interval, the bound during
that time is then expanded by the corresponding user-provided
bloating term. We call the new intervals candidate Lipschitz
bounds for the cyber variable’s derivative. The candidate
Lipschitz bounds are used as described in Lemma 2, along
with the time domains, in order to produce the sampling
deviation function wj ().

The sampling deviation function consists of piecewise con-
stant intervals. For each piece, a mode is created in the output
hybrid automaton, with dynamics equal to the continuous
approximation, except with every occurrence of c; replaced
by ¢; + w;(t). Transitions are then added between the modes
when the appropriate amount of time has elapsed.

The bound given by w; is only valid, however, if the candi-
date Lipschitz bounds are actually upper and lower bounds on
the derivative of the cyber variable. This can happen because
the bounds are constructed from a single simulation using the
continuous approximation, whereas the reachable set of states
considers all initial points as well as the expanded set of values

for the cyber-variable in the dynamics, ¢; + w;(t) instead of
just ¢;. To check if the bounds are respected, invariants and
guards are added to the output hybrid automaton to check if
the derivative exceeds the candidate Lipschitz bounds. If a
violation occurs, a transition to an error state is taken, which
is added as a forbidden location in the model. In this way,
performing reachability computation will not only give the set
of states reachable by the continuized abstraction, but will also
check that the candidate Lipschitz bounds are actual bounds
on the derivative of the cyber variable. If they are not, the
transition to the error state will be detected when performing
a reachability computation, and the transformation pass can
be re-run with larger bloating terms, which will increase the
size of the candidate Lipschitz bounds.

B. Example

We apply the continuization approach in Hyst to the double-
integrator system given in Example 1. The controller_update
function in this case is P * (1 — z) + D * —v, with P = 10
and D = 3. The time derivative is —10 * © — 3 * ¥. After
substituting in the derivatives (¢ = v, v = a), the derivative
of a in the continuous abstraction is: —10 * v — 3 % a. The
initial value of a is the value assigned when controller_update
is evaluated at the initial states, a := 10% (1 —xz)+3%—v. The
hybrid automaton of the continuous approximation shown in
the appendix, in Fig. 9.

The pass implemented in Hyst performs a simulation of the
system starting from the center of the initial set of states, in
this case, at x+ = 0.05, v = 0, a = 9.5. The value of a in
the simulation is observed to be in the interval [—28.64,5.27].
This interval is then bloated by the provided bloating term,
for which we consider +1, 42 and +4.

When running reachability with a bloating term of 1, Flow*
immediately (at time 0) detects that the constructed error
states are reachable, which means that the candidate Lipschitz
bounds do not contain all the encountered values of a. Com-
putationally, we can show this to be the case. Initially, z =
[0, 0.1], which means the initial value of a is [9, 10]. The initial
value of @ is —10*v —3%a = [—30, —27]. The interval values
of @ in the simulation were [—28.64, 5.27], which bloated by 1
give candidate Lipschitz bounds of [—29.64, 6.27]. The lower
bound of the derivative of the cyber variable (—30) is initially
outside of the candidate bounds, which was detected by the
transition to the error state.

Using a bloating term of 2, the candidate Lipschitz bounds
are [—30.64, 7.27], which contain the above-computed initial
values of a. When performing reachability, however, at time
0.04 an error state is reached again. At this time, the reachable
set contains a state where a = 8.79 and v = 0.382. In this
case, the derivative @ = —10%xv —3%a+w; = —10%0.382 —
3% 8.79 + [—0.45,0.11] has a lower value of —30.66, which
is below the candidate Lipschitz bound of —30.64.

When the larger bloating term of 4 is used, the candidate
Lipschitz bound is respected by the reachable set, and Flow*
does not reach the out-of-bounds error states. Thus, the reach
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Fig. 5: The response for the continuized periodically-
controlled double-integrator system from Example 1 is sig-
nificantly tighter than direct analysis (Fig. 2).

set of the continuized abstraction is a validated overapproxi-
mation of the reach set of the sampled CPS.

Recall, however, that directly computing the reach set of
the sampled CPS, as shown in Fig. 2, resulted in a large
exponential blow up in the size of the reachable set due to
accumulation of overapproximation error. Even with a single
analysis domain, the reachable set is significantly smaller,
as shown in Fig. 5(a). Using multiple analysis domains, the
reachable set can be further reduced. The hybrid automaton of
the continuized system with two local analysis domains [0, 1.5]
and [1.5, 5] is shown in the appendix in Fig. 10. The reach set
of the response for this system is shown in Fig. 5(b). Thus, the
continuization method developed in this paper enables a more
precise formal analysis of this system using hybrid automaton
reachability tools.

In terms of overhead, the runtime of the pass itself is small,
taking about 100 ms. The reachability computation takes 0.9
seconds for the single-domain case, and about 1.3 seconds for
the two-domain system, which is significantly faster than the
12 minutes needed for SpaceEx to produce Fig. 2(b).

V. CASE STUDY

In this section, we apply the technique developed from
Sec. III in order to perform reachability analysis of a hybrid
system model of a yaw-damper for a 747 aircraft.

A. System and Controller Model

The model and controller we analyze in this case study
are taken from the Control Systems Toolbox case studies in
Matlab [13]. In brief, the system is a multiple-input multiple-
output (MIMO) system that uses the aileron and rudder in
order to reduce oscillations in the yaw and roll angle.

The analysis of the yaw damper is done on the sys-
tem’s aileron-to-bank angle impulse response. Three different
systems are considered: (1) the original, undamped system,
which experiences oscillations upon an impulse input, (2)
the system with proportional compensator, which eliminates
the oscillations but also over-stabilizes the spiral mode (a
desired characteristic for the control), and (3) the system with
a washout filter, which eliminates the oscillations but keeps
the spiral mode.

We use this case study to evaluate the developed con-
tinuization technique so as to evaluate properties about the
response of the final (washout filter) system. There are four

Response

—Original System
------ With Washout Filter

0 1‘0 2IO 30 40

Time
Fig. 6: The impulse response for the washout filter design of
a yaw damper demonstrates the spiral mode in simulation.

physical variables in this system, sideslip angle (x1), yaw rate
(x2), roll rate (x3), and bank angle (x4), represented by the
column vector x. The two inputs u, are the rudder (uq) and
aileron (ug). The outputs are the yaw rate and bank angle.
The dynamics for the physical system are the standard linear
time-invariant dynamics, © = Ax + Bu (the A and B matrices
are provided in the in Sec. B of the appendix).

This physical system is put into a feedback loop with a
washout filter. The washout filter has a single variable, w,
with dynamics w = x2 — 0.2 * w. The washout filter variable
is combined with the yaw to produce an effect on the rudder
input. That is, the washout filter adds to u; the value 2.34 x
(x2 — 0.2 % w).

A simulation of the aileron-to-bank angle impulse response
from this system, with and without the washout filter, is given
in Fig. 6. In particular, the two control properties of interest
are a lack of oscillations (quick settling time), and the presence
of the spiral mode. The spiral mode is a desirable flight
characteristic demonstrated by the apparent” steady-state offset
in the rudder-to-bank angle impulse response.

A property to check is that the aileron to bank angle impulse
response remains around the simulated value of 0.08, between
20 and 40 seconds, and thus maintains the spiral mode without
significant oscillation. We consider a controller running at 20
Hz (I' = 0.05), using the implementation that samples and
actuates when the real-time scheduled controller runs (Model
3 from Sec. II-B).

B. Reachability Analysis

Neither SpaceEx nor Flow* can effectively compute reach-
ability on the periodically-actuated system model (Fig. 11 in
the appendix). The reachable set of states explodes almost
immediately, and neither tool can compute accurate time-
bounded reachability for the required 40 seconds.

We apply the continuization approach developed in this
paper by using the Hyst transformation pass on the continuous
approximation of the model. First, we apply the technique over
the whole time range. Initially, we try a small bloating term,
and increase it until error states are no longer reachable during
analysis. For the period parameter given to the pass, we use
twice the control period, as this is needed to account for the

2The steady state is actually zero, but the convergence is very slow over
hundreds of seconds.
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Fig. 7: Flow* can successfully compute reachability on the
continuized model. When a smaller period and local analysis
domain is used, the result is tighter.

maximum delay in sampling in Model 3, as discussed earlier
in Sec. II-B. Flow* successfully computes reachability for the
model, and confirms that the final bloating term (0.0007) was
sufficiently large. The output plot is shown in Fig. 7(a).

Although the computation completes, which is an improve-
ment over the direct computation, the set of states appears to
be diverging slowly. The reachability result can be improved
by using local analysis domains, or by reducing the controller
period. To demonstrate this, we halve the controller period, and
use two analysis domains. For time [0, 8] we use a bloating
term of 0.0004, and for time [8,40] we use 0.0003. Hyst
creates the associated model file for Flow*, which we then use
to compute reachability. Flow*, in about 5 seconds, confirms
that the candidate domains are sufficient, and the resultant
reachability plot is tighter than the previous one, as shown in
Fig. 7(b). Furthermore, the spiral mode can be observed from
the reachable set plot, along with the absence of oscillations
in the time range [20, 40].

VI. RELATED WORK

In this paper, we have focused on controller analysis using
hybrid automata reachability tools, although there are existing
methods in control theory to design and analyze controllers.
The design of a controller for a continuous-time system often
occurs in continuous-time, and the controller is subsequently
discretized® to be implemented in a software controller that
operates periodically.

Continuous-Time Controller Design: There are many
methods for control design in continuous-time. For example, a
common strategy for linear time-invariant (LTI) systems is to
design a stabilizing linear state-feedback controller of the form
u = Kz for a vector K [16]. Assuming the system is both
controllable and observable, the strategy yields a new closed-
loop system: & = Az 4+ Bu for v = K. After substituting
this gives & = Az 4+ B(Kx) and then & = (A + BK)x. This
strategy is also known as pole placement [16]. Finding the
vector K such that (A + BK) is exponentially stable can be
formulated in a variety of ways, such as by solving a linear ma-
trix inequality (LMI) [17]. Linear quadratic regulator (LQR)

3In this paper, we only focus on the conversion from continuous-time to
discrete-time, and do not consider full digitization [14], [15], for example,
the conversion from continuous-time and continuous-state to discrete-time and
discrete-state through quantization.

design is another linear system design technique that also
incorporates a cost function to yield an optimal controller [18].
LQR is used within the Linear Quadratic Gaussian (LQG)
problem that robustly tolerates Gaussian additive noise inputs
from disturbances. Other control design methods for linear
systems are performed in the frequency domain, where pole
and zero placement may also be performed to ensure stability
and analyze performance criteria such as gain margins, phase
margins, and use graphical tools like Nyquist diagrams and
Bode plots. Design of controllers for nonlinear systems is
challenging, but many approaches exist, such as linearizing
and using gain-scheduled linear controllers, backstepping,
feedback linearization, and many others [19].

Discretization of Continuous Controllers: Discretization
typically consists of several steps. First, a sampling period
must be selected at which measurements of the physical
system are taken and made available to the software controller.
Second, a control period must be selected to specify the rate
at which control decisions are produced by the software con-
troller and sent to actuators to influence the plant. Typically,
these periods are selected in accordance with the speeds of the
dynamics, and a common rule of thumb is to use the Nyquist
frequency of the physical process to determine the minimum
sampling period. The Nyquist frequency is twice the highest
waveform frequency.

Given these periods, a discrete-time version of the plant
can be constructed (using the sampling period) and a discrete-
time version of the controller can be constructed (using the
control period). Both discretizations are needed, as from
the perspective of the controller, it will only receive state
measurements of the plant at the points in time specified by
the sampling period.

Discrete Controllers with Continuous Plants: While from
the perspective of the software controller, the changes to the
plant occur discretely, in reality, the plant evolves continuously
according to differential equations. Controller performance
with such constraints has been extensively investigated, and
tools like JitterBug and TrueTime can characterize controller
performance with real-time constraints and delays [20]. More
recent works aid in synthesizing embedded software from
hybrid systems models [21]. Giotto aids in this process of
moving from control models to embedded real-time code [22].

Reachability: The elimination of large numbers of dis-
crete transitions in hybrid automata was previously accom-
plished by continuization [7]. The earlier work was used to an-
alyze properties about fast-switching electronic circuits. This
work, in contrast, applied continuization to enable the analysis
of fast-switching hybrid automata resulting from the periodic
interactions with the real-time scheduler. We also considered
using local analysis domains to construct the nondeterministic
term, which was shown to increase the accuracy of the model.

Periodically Controller Hybrid Automata (PCHA) is one
formalism for periodically-controlled embedded systems [23].
Automated analysis of PCHAs is possible only if the vector
fields are polynomial, whereas, using the developed Hyst
pass, continuization can be automatically applied to a broader
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class of systems. Combinations of reachability tools and SMT
solvers have been used to model both physical-world dynamics
and software behavior [24]. A limitation of this approach is
that cyber-variables are represented with intervals, and that
only strictly-periodic systems can be analyzed (Model 1 from
Sec. II-B).

VII. CONCLUSION

Analysis of large CPS using formal hybrid systems anal-
ysis techniques remains difficult. A challenge problem was
recently proposed to the research community by Toyota on
the verification of a powertrain control system [25]. Although
initial progress has been made on simplified versions of the
system [26], the full benchmark model presents four main
challenges for verification tools: (1) controllers that periodi-
cally actuate the plant, (2) lookup tables to describe the system
dynamics, (3) the presence of time delays in the model, and
(4) large system scale.

In this paper, we addressed the first of these issues, by using
continuization in order to soundly abstract the periodically-
controlled dynamics. This permits initial analysis of these
systems using reachability tools for hybrid automata. Without
our approach, existing tools produce exponentially divergent
reach sets on these models, and often fail before reaching the
desired time bound. Since the accuracy of analysis depends on
the tightness of the difference between the discrete system and
continuized abstraction, a possible future improvement would
be to compute these bounds in local domains based on the
system state, in addition to time as proposed in this paper.

ACKNOWLEDGMENTS

This material is based on research sponsored by the Air Force
Research Laboratory under agreement number FA8750-15-1-0105, the Air
Force Office of Scientific Research (AFOSR), in part through the Summer
Faculty Fellowship Program (SFFP) and contract FA9550-15-1-0258. This
material is based upon work supported by the National Science Foundation
(NSF) under Grant Nos. 1464311 and 1527398. The U.S. government is
authorized to reproduce and distribute reprints for Governmental purposes
notwithstanding any copyright notation thereon. Any opinions, findings, and
conclusions or recommendations expressed in this publication are those of the
authors and do not necessarily reflect the views of AFOSR, AFRL, or NSE.

REFERENCES

[1] C.Liu and J. Layland, “Scheduling algorithms for multiprogramming in
a hard-real-time environment,” Journal of the Association for Computing
Machinery, vol. 20, no. 1, 1973.

[2] R. Alur, C. Courcoubetis, N. Halbwachs, T. A. Henzinger, P.-H. Ho,
X. Nicollin, A. Olivero, J. Sifakis, and S. Yovine, “The algorithmic
analysis of hybrid systems,” Theoretical Computer Science, vol. 138,
pp. 3-34, 1995.

[3] N. Lynch, R. Segala, and F. Vaandrager, “Hybrid i/o automata,” Inf.
Comput., vol. 185, no. 1, pp. 105-157, Aug. 2003.

[4] S. Bogomolov, G. Frehse, M. Greitschus, R. Grosu, C. S. Pasareanu,
A. Podelski, and T. Strump, “Assume-guarantee abstraction refinement
meets hybrid systems,” in Hardware and Software: Verification and
Testing - 10th International Haifa Verification Conference, HVC 2014,
Haifa, Israel, November 18-20, 2014. Proceedings, 2014, pp. 116-131.

[51 G. Frehse, C. Le Guernic, A. Donzé, S. Cotton, R. Ray, O. Lebeltel,
R. Ripado, A. Girard, T. Dang, and O. Maler, “Spaceex: Scalable
verification of hybrid systems,” in Proc. 23rd International Conference
on Computer Aided Verification (CAV), ser. LNCS. Springer, 2011.

[6] M. Althoff and B. H. Krogh, “Avoiding geometric intersection operations
in reachability analysis of hybrid systems,” in Proceedings of the 15th
ACM International Conference on Hybrid Systems: Computation and
Control, ser. HSCC 12. New York, NY, USA: ACM, 2012, pp. 45—
54.

[71 M. Althoff, S. Yaldiz, A. Rajhans, X. Li, B. Krogh, and L. Pileggi, “For-
mal verification of phase-locked loops using reachability analysis and
continuization,” in Computer-Aided Design (ICCAD), 2011 IEEE/ACM
International Conference on, Nov 2011, pp. 659-666.

[8] S. Bak, S. Bogomolov, and T. T. Johnson, “HyST: A source trans-
formation and translation tool for hybrid automaton models,” in /8th
International Conference on Hybrid Systems: Computation and Control
(HSCC 2015). Seattle, Washington: ACM, Apr. 2015.

[9] T. A. Henzinger, P. W. Kopke, A. Puri, and P. Varaiya, “What’s decidable
about hybrid automata?” in Journal of Computer and System Sciences.
ACM Press, 1995, pp. 373-382.

[10] X. Chen, E. Abraham, and S. Sankaranarayanan, “Taylor model flowpipe
construction for non-linear hybrid systems,” IEEE Real-Time Systems
Symposium, vol. 0, pp. 183-192, 2012.

[11] ——, “Flow*: An analyzer for non-linear hybrid systems,” in Interna-
tional Conference on Computer Aided Verification (CAV), 2013.

[12] M. Althoff, A. Rajhans, B. H. Krogh, S. Yaldiz, X. Li, and L. Pileggi,
“Formal verification of phase-locked loops using reachability analysis
and continuization,” Commun. ACM, vol. 56, no. 10, pp. 97-104, Oct.
2013.

[13] T. Mathworks, “Yaw damper design for a 747
jet aircraft,” Control  System  Toolbox  Examples, 2015.
[Online].  Available:  http://http://www.mathworks.com/help/control/
examples/yaw-damper-design-for-a-747-jet-aircraft.html

[14] R. Brockett and D. Liberzon, “Quantized feedback stabilization of linear
systems,” Automatic Control, IEEE Transactions on, vol. 45, no. 7, pp.
1279-1289, Jul. 2000.

[15] T. T. Johnson, S. Mitra, and C. Langbort, “Stability of digitally inter-
connected linear systems,” in Proceedings of the 50th IEEE Conference
on Decision and Control and European Control Conference (CDC ECC
2011), Orlando, Florida, USA, Dec. 2011, pp. 2687-2692.

[16] C. Chen, Linear System Theory and Design, 3rd ed. New York, NY:
Oxford University Press, 1999.

[17] J. Lofberg, “Yalmip : A toolbox for modeling and optimization in
MATLAB,” in Proceedings of the CACSD Conference, Taipei, Taiwan,
2004. [Online]. Available: http://users.isy.liu.se/johanl/yalmip

[18] F. L. Lewis, D. Vrabie, and V. L. Syrmos, Optimal control. John Wiley
& Sons, 2012.

[19] H. K. Khalil, Nonlinear Systems, 3rd ed.
Prentice Hall, 2002.

[20] A. Cervin, D. Henriksson, B. Lincoln, J. Eker, and K. Arzen, “How does
control timing affect performance? analysis and simulation of timing
using jitterbug and truetime,” Control Systems, IEEE, vol. 23, no. 3, pp.
16-30, June 2003.

[21] M. Anand, S. Fischmeister, Y. Hur, J. Kim, and I. Lee, “Generating reli-
able code from hybrid-systems models,” Computers, IEEE Transactions
on, vol. 59, no. 9, pp. 1281-1294, Sep. 2010.

[22] T. Henzinger, C. Kirsch, M. Sanvido, and W. Pree, “From control models
to real-time code using giotto,” Control Systems, IEEE, vol. 23, no. 1,
pp. 50-64, 2003.

[23] T. Wongpiromsarn, S. Mitra, A. Lamperski, and R. M. Murray, “Ver-
ification of periodically controlled hybrid systems: Application to an
autonomous vehicle,” ACM Trans. Embed. Comput. Syst., vol. 11, no. S2,
pp. 53:1-53:24, Aug. 2012.

[24] G. Simko and E. K. Jackson, “A bounded model checking tool for
periodic sample-hold systems,” in Proceedings of the 17th International
Conference on Hybrid Systems: Computation and Control, ser. HSCC
’14. New York, NY, USA: ACM, 2014, pp. 157-162.

[25] X. Jin, J. V. Deshmukh, J. Kapinski, K. Ueda, and K. Butts, “Powertrain
control verification benchmark,” in Proceedings of the 17th International
Conference on Hybrid Systems: Computation and Control, ser. HSCC
’14. New York, NY, USA: ACM, 2014, pp. 253-262.

[26] C. Fan, P. S. Duggirala, S. Mitra, and M. Viswanathan, “Progress on
powertrain verification challenge with C2E2,” in ARCH ’'15: Proc. of
the 2nd Workshop on Applied Verification for Continuous and Hybrid
Systems, April 2015.

Upper Saddle River, NI:

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED

41


http://http://www.mathworks.com/help/control/examples/yaw-damper-design-for-a-747-jet-aircraft.html
http://http://www.mathworks.com/help/control/examples/yaw-damper-design-for-a-747-jet-aircraft.html
http://users.isy.liu.se/johanl/yalmip

Guard: ¢ = 0.057
a:=10% (1 —z) + 3% (—v)
c:=0

-

B=9
U =a
a=20
c=1
Inv: ¢ < 0.05

Fig. 8: Hybrid automaton model for sampled CPS of the
double-integrator system in Example 1.

T =v
v=a
a=—-10%xv—3%a

Fig. 9: Hybrid automaton model for continuous approximation
of the double-integrator system in Example 1.

Guard: t > 1.5
T=v

0 =a+ [—0.036,0.025]

a=—-10%xv —3*xa+
[=0.075,0.109]
i=1

B=Y
0 =a+ [—0.046,0.163]
a=-10%v—3*a+
[—0.490, 0.139]
t=1

Inv: ¢ < 1.505

Fig. 10: Hybrid automaton model for continuized abstraction
with two analysis domains (with error modes and transitions
omitted) of the double-integrator system in Example 1.

APPENDIX
A. Double-Integrator Example

The hybrid automata for the double-integrator system (Ex-
ample 1) are shown in Figs. 8, 9, and 10. In the continuous
approximation and the continuized abstraction, the initial value
of a is taken to be the value when controller_update is
evaluated at the initial states, a := 10 % (1 — z) + 3 * —v.

The continuized abstraction shown in Fig. 10 is constructed
from two time domains, [0, 1.5] and [1.5, 5], using a bloating
term of 4 for each of the domains. The ranges of @ in simula-
tion for the two domains are [—28.65,5.27] and [—0.97, 3.24],
which give interval bounds of K; = [—32.65,9.27], and
Ky = [—4.97,7.24]. With a period of T = 0.005, this gives in-
terval values for w of [—0.046, 0.163] and [—0.036, 0.025]. The
derivative @ uses a value of —3 multiplied by these intervals
due to the substitution of a by a+ w (since a is multiplied by
—3 in the derivative). The derivative could have equivalently
been written as @ = —10* v — 3 % (a + [-0.036,0.025]).

00 05 1.0 15 20

(b) Flow*

(a) SpaceEx

Fig. 11: Neither SpaceEx (left) nor Flow* (right) can directly
compute reachability accurately on the yaw-damper model.

7

Fig. 12: The continuous approximation of the yaw-damper
system demonstrates the spiral mode.

In Fig. 10, the error modes and transitions were not drawn.
The guard conditions to enter an error mode in the first domain
are —10xv—3xa+0.139 > 9.27 or —10%xv—3*xa+—0.490 <
—32.65. In the second domain, the guard conditions are 10 *
v—3%a+0.109 > 7.24 or —10*xv—3*xa+—0.075 < —4.97.

B. Yaw-Damper Example

The dynamics of the yaw-damper system from Sec. V are
standard linear time-invariant dynamics, @ = Az + Bu, with:

—0.0558 —.9968 0.0802 0.0415

A 0.598  —0.115 -0.0318 0
—3.05 0.388  —0.4650 0
0 0.0805 1 0

0.00729 0

B —0.475 0.00775
0.153 0.143
0 0

Neither SpaceEx nor Flow* can compute reachability on the
periodically-actuated system. The reachability plots produced
by the reachability tools on the real-time actuated model
(Model 3) are given in Fig. 11.

The continuous approximation of the system demonstrates
the spiral mode and is close to the reach set for the
periodically-actuated washout filter system. The plot for the
continuous approximation is shown in Fig. 12. This is the
system that is used as input to the Hyst continuization pass.
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ABSTRACT

Hybridization methods enable the analysis of hybrid au-
tomata with complex, nonlinear dynamics through a sound
abstraction process. Complex dynamics are converted to
simpler ones with added noise, and then analysis is done us-
ing a reachability method for the simpler dynamics. Several
such recent approaches advocate that only “dynamic” hy-
bridization techniques—i.e., those where the dynamics are
abstracted on-the-fly during a reachability computation—
are effective. In this paper, we demonstrate this is not the
case, and create static hybridization methods that are more
scalable than earlier approaches.

The main insight in our approach is that quick, numeric
simulations can be used to guide the process, eliminating
the need for an exponential number of hybridization do-
mains. Transitions between domains are generally time-
triggered, avoiding accumulated error from geometric inter-
sections. We enhance our static technique by combining
time-triggered transitions with occasional space-triggered
transitions, and demonstrate the benefits of the combined
approach in what we call mixed-triggered hybridization. Fi-
nally, error modes are inserted to confirm that the reachable
states stay within the hybridized regions.

The developed techniques can scale to higher dimensions
than previous static approaches, while enabling the paral-
lelization of the main performance bottleneck for many dy-
namic hybridization approaches: the nonlinear optimization
required for sound dynamics abstraction. We implement our
method as a model transformation pass in the HYST tool,
and perform reachability analysis and evaluation using an
unmodified version of SpaceEx on nonlinear models with up
to six dimensions.
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1. INTRODUCTION

A hybrid automaton [7] is an expressive mathematical
model useful for describing complex dynamic processes in-
volving both continuous and discrete states and their evolu-
tion. Efficient algorithms and analysis tools for linear and
affine systems have recently emerged [24]. However, the be-
haviour of many real-world systems can only be modeled
with nonlinear differential equations.

Hybridization methods attempt to address this issue, en-
abling the application of existing algorithms for simpler dy-
namics (such as constant or affine dynamics) on the analy-
sis of hybrid automata with nonlinear differential equations.
Alternative recent approaches for analyzing nonlinear sys-
tems include simulation-based verification [22] or using effi-
cient representations such as Taylor models [17]. Most hy-
bridization methods work by dividing the state space into a
set of domains. In each domain, the nonlinear dynamics are
then converted to simpler ones with added noise to account
for the abstraction error within the domain. Hybridization
is also known as conservative approximation [8], which il-
lustrates that it is a sound (or conservative) abstraction.
Hybridization has been used to verify properties for several
types of systems, from analog/mixed-signal circuits [19] to
autonomous satellite maneuvers in space [14, 31].

We classify existing hybridization approaches along two
axes as shown in Table 1: static versus dynamic, and space-
triggered versus time-triggered. Static hybridization ap-
proaches use a fixed partitioning, and can make use unmod-
ified, off-the-shelf analysis tools. In contrast, dynamic meth-
ods exploit runtime information to perform hybridization,
and therefore must be tightly integrated within an analysis
tool. On the other axis, space-triggered techniques perform
geometric intersections along hybridization domain bound-
aries. Time-triggered hybridization, on the other hand,
avoids this operation by creating a series of overlapping
domains, and switches between them at specific points in
time.

Based on this classification, a gap exists in existing re-
search: no methods exist that perform static, time-triggered
hybridization. The main contribution of this paper is the
investigation of this category, and demonstrating that such
methods can overcome some of the drawbacks of existing
hybridization methods. Notably, the new hybridization
methods are more scalable than existing space-triggered
approaches. Furthermore, the expensive dynamics abstrac-
tion step, which is generally a global optimization problem,
is easily parallelizable, which is not the case in dynamic
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Space- Time- Mixed-
Triggered Triggered Triggered
Static [8,10,29,31] this paper this paper
Dynamic [8,9] [1-3,5,20,28] none

Table 1: Breakdown of hybridization approaches into static
versus dynamic, and space-triggered versus time-triggered,
as well as combinations thereof (mixed-triggered).

approaches. We further enhance our static technique by
combining time-triggered transitions with occasional space-
triggered transitions, and demonstrate the benefits of the
combined approach in what we call mized-triggered hy-
bridization.

The static mixed-triggered hybridization approach works
by hybridizing only a part of the state space. We use quick
numeric simulations to guide the partitioning process. In
this way, we mitigate the problem of exponential growth in
the number of partitions. In addition, we generally use time-
triggered guards in the transitions between partitions. This
prevents costly geometric intersection computations which
typically add overapproximation error to the result. We en-
sure the soundness of the constructed abstraction by adding
error modes to guarantee that the computed reachable states
remain within the hybridized region (which is constructed
from simulations that may be imprecise).

We implement the hybridization method described in this
paper as a model transformation pass in the HyST source-to-
source translation tool. Since it is a static approach, we can
use unmodified reachability tools on the hybridized models.
We create affine abstractions of nonlinear dynamics, and use
to perform reachability analysis.

Contributions and Paper Organization. The main con-
tribution of this paper is the development of the first static
time-triggered and mixed-triggered hybridization methods.
Of critical importance in the proposed approaches is the
choice of hybridization parameters, and a second contribu-
tion is an algorithm which uses simulations to generate these
values. This algorithm is implemented in the HYsST [12]
model transformation tool, which allows it to quickly be
applied to new systems and with new simulation param-
eters. Finally, we validate our claims that the method is
more scalable than existing static approaches by evaluat-
ing it on nonlinear models, including a six-dimensional wa-
ter tank model, and then using an unmodified version of
SpaceEx [13, 15, 24], which does not natively support non-
linear dynamics, to compute the set of reachable states.

This paper first reviews and classifies existing hybridiza-
tion methods in Section 2. Section 3 then presents math-
ematical background and formalisms, which are used in
Section 4 to give formal descriptions and correctness ar-
guments for several hybrid automaton transformations. A
simulation-based algorithm to create the hybridization pa-
rameters used by the transformations is described next in
Section 5. Section 6 discusses the implementation in HysT
and experimental reachability results in SpaceEx, followed
by a conclusion in Section 7.

2. HYBRIDIZATION METHODS

In this section, we discuss and classify previous research
on hybridization. Hybridiziation is the process of using sim-
ple dynamics with noise to create an abstraction of a system
with more complicated, usually nonlinear, dynamics. This is

done to enable the analysis of systems with the more compli-
cated dynamics by methods which work exclusively on the
simpler ones.

This process is typically targeted for flow-pipe construc-
tion methods, where the set of reachable states is iteratively
computed or overapproximated at monotonically increasing
instances in time, starting from an initial set of states. Com-
putational approaches maintain some representation of the
set of states at each time instances, which we informally
refer to as the currently-tracked set of states.

Static Space-Triggered Hybridization. Early hybridiza-
tion methods were both static and space-triggered [29]. In
these approaches, the state space is partitioned using a
(typically uniform) grid or mesh, and transitions are added
along the partition boundaries, resulting in state-dependent
switching. The advantage of this approach is that exist-
ing termination checking techniques can be used, which is
particularly useful in the case of periodic systems where
linearizing a bounded subset of the state-space is reason-
able [31].

There are, however, three main drawbacks. First, static
mesh construction is traditionally done without knowledge
of the reachable states. Therefore, it requires computing the
mesh over the entire state space (or bounded subset thereof),
which scales exponentially with the number of continuous
dimensions in the system. Second, the geometric intersec-
tions required by space-triggered approaches may introduce
error during reachability computation [4,17]. This is be-
cause such intersections can require tools to convert from
precise internal representations such as zonotopes [25], sup-
port functions [27], or Taylor models [17], to simpler repre-
sentations where intersection operations can be computed,
such as polytopes [6]. After intersection, the simpler rep-
resentation is then converted back to the internal represen-
tation for subsequent computation [26]. These conversions
can result in overapproximations of the original currently-
tracked set of states, adding error each time they are per-
formed. Since hybridization can be done more accurately
when domains are small, many intersection operations may
be necessary and this can quickly lead to error explosion,
as well as an explosion in the number of modes of the hy-
brid automaton. Third, the currently-tracked set of reach-
able states may leave a hybridization domain along multiple
facets, requiring splitting and, later, possibly remerging the
set of reachable states, which can be both computationally
expensive and inaccurate [20].

Dynamic Space-Triggered Hybridization. In order to
help increase scalability, methods were developed that per-
form hybridization during reachability analysis [8]. This
results in dynamic methods where the domain construction
and the abstraction process is performed on-the-fly and only
on states that are reachable [9]. Although dynamic space-
triggered methods scale better into higher dimensions, they
still suffer from the other two problems mentioned above:
error accumulation due to many geometric intersections,
and the splitting of the currently-tracked set of states along
multiple facets.

Dynamic Time-Triggered Hybridization. To address the
other two drawbacks, dynamic time-triggered approaches
were developed [5, 20, 28]. These methods avoid geometric
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intersections by choosing hybridization domains around the
currently-tracked set of states. As time is advanced, the hy-
bridization domains are updated to be near the new position
of the currently-tracked set of states, without requiring an
intersection operation. This can be done at each step [28],
or whenever the currently-tracked set of states leaves the hy-
bridization domain [20]. This can be viewed as the mode of
the abstract hybrid automaton changing at specific instances
in time to a mode with new dynamics, which corresponds
to a time-triggered transition.

Although dynamic time-triggered methods perform well,
they also suffer from certain drawbacks. The most impor-
tant drawback is that, in the earlier static approaches, per-
forming the dynamics abstraction step was an embarrass-
ingly parallel problem, so parallelism could be leveraged
to reduce total runtime (or equivalently, increase precision
for a fixed runtime). In dynamic methods, the bounds of
each new abstraction domain depend on the set of reachable
states in the previous domain, forcing this expensive step to
be performed serially. For example, abstracting nonlinear
dynamics using polynomial differential inclusions can yield
an accurate hybridization, but it requires bounding the La-
grange remainder of the dynamics’ Taylor expansion [1]. In
previous work, this step was reported to take 1121 out of
1180 seconds on a nine-dimensional biological aging model
(about 95% of the runtime), and 1155 out of 1296 seconds
on hybrid variant of the same model (about 89%), although
it was mentioned that some implementation optimizations
were possible [1]. Some parallelization of reachability com-
putation was considered to enable online reachability of car
manoeuvres [2,3]. However, the crucial step of dynamics ab-
straction (computing the linearization errors) was still per-
formed serially because the overapproximation of the La-
grange remainders of the Taylor expansions of the dynamics
at each step was based on the Lagrange remainders at the
previous step. This serial step dominated the reported run-
time of the technique.

A second drawback of time-triggered approaches is that, if
the currently-tracked set of states becomes large (which can
be a property of the system regardless of the method used),
the domains over which dynamics abstraction is performed
also become large. This, in turn, increases the dynamics
approximation error that must be added to the simpler dy-
namics to result in a sound abstraction, increasing error in
the overapproximation of the set of reachable states. This
can be overcome by splitting the set of reachable states [21],
although this may yield an exponential number of sets that
need to be tracked, and possibly redundant computation.
This problem can be partially mitigated through extra track-
ing to perform cancellation of redundant sets of reachable
states, which requires (expensive and error-introducing) in-
tersection operations on the internal representations [5].
Space-triggered approaches do not suffer from this prob-
lem. In fact, introducing occasional artificial space-triggered
transitions can serve to reduce the size and complexity of
the currently-tracked set of reachable states [11].

Novel Hybridization Approaches. A classification of ex-
isting hybridization research is shown in Table 1. A research
gap is noticeable in the static time-triggered category. This
paper attempts to fill this gap by developing, to the best
of the authors’ knowledge, the first static time-triggered hy-
bridization method. The approach is static, and therefore

can perform the bottleneck step of dynamics abstraction in
a parallel fashion. Since the approach is time-triggered, it
can scale to larger numbers of dimensions while avoiding
the accumulation of intersection error. Additionally, as the
method is static and modifies the model directly, it can work
with unmodified reachability tools, yielding immediate ben-
efit of its application using the latest reachability methods.

There are also no fundamental reasons why a method
could not use both time-triggered and space-triggered tran-
sitions during analysis. We develop such a mized-triggered
hybridization approach, which generally uses time-triggered
transitions, but occasionally performs a state-triggered tran-
sition to attempt to reduce the size and complexity of the
currently-tracked set of states. In our review of existing
research, no such approaches currently exist.

Other Hybridization Factors. Research in hybridization
also explores other aspects that are important, but less criti-
cal to the methods developed in this paper. One choice when
performing hybridization is the shape of space-triggered do-
mains. Rectangular domains are simple to reason about,
although manual region selection [29], simplexes [9, 21, 31],
and nonuniform meshes [8,10,31] have been considered. The
sound and tight abstraction of dynamics within each domain
is critical to control error when performing hybridization.
The main reason to consider alternative domains is in or-
der to reduce this error. For general nonlinear dynamics,
this often requires solving constrained nonlinear optimiza-
tion problems, which can be impossible in theory and ex-
pensive in practice. For rectangular domains, interval anal-
ysis [30] can be used to provide guaranteed bounds for this
problem. For other types of domains, the success of the
method depends on the system being analyzed. For exam-
ple, to perform the nonlinear optimization step for simplicial
domains, one can use knowledge of the system’s Lipschitz
constant (which will be sound but inaccurate), or compute
bounds on the second partial derivatives (the elements of
the Hessian matrix) [8,9,21]. In general, this is a nonlin-
ear optimization problem with linear constraints, but for
specific cases it can be efficiently solved. For example, for
quadratic dynamics [20,21], the Hessian matrix is constant.
The choice of domains is not critical to the methods be-
ing developed in this paper, so for simplicity, we considered
rectangular domains.

A second choice when performing hybridization is the
type of ‘simpler’ dynamics. Choices range from constant
bounds [16, 29, 31, 32], linear and affine bounds [9, 21, 31],
to polynomial bounds [1,18]. In this paper, we target an
unmodified implementation of the SpaceEx tool [24], and
therefore simplify from nonlinear dynamics to affine dynam-
ics.

3. PRELIMINARIES

In order to define and justify the soundness of the model
transformation steps used in our approach, we need to
first precisely define the syntax and semantics of hybrid
automata.

Definition 1. A hybrid automaton H is defined by a tuple
H 2 (Modes, Var, Init, Flow, Trans, Inv), where: (a) Modes
is a finite set of modes. (b) Var = {z1,...,zn} is a set of
real-valued variables. (c) Init(m) C R™ is the set of initial
values for z1,...,x, for each mode m € Modes. (d) For
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each m € Modes, the flow relation Flow(m) is a relation
over the variables in x and their derivatives @ = fi,(z),
where #(t) € R and f : R* — 2% i.e., differential inclu-
sions are allowed. (e) Trans is a set of discrete transitions
t = (m,g,v,m'), where m and m’ are the source and the
target modes, g is the guard of ¢, and v is the update of t.
(f) Inv(m) C R™ is an invariant for each mode m € Modes.

For a time interval T, we define a trajectory of H from
state s = (m,x) to state s’ = (m/,x’) as a tuple (L, X). In
this tuple, the function L : T — Modes and X : T' — R" are
functions that define for each time point in 7' the mode and
values of the continuous variables, respectively.

A state s’ is reachable from a state s if there exists a
trajectory starting with s and ending with s’. A state s’
is reachable if s’ is reachable from a state s where s is an
initial state. We denote the set of states reachable from
the set X in mode m by Reachy (m, X). Reach(H) of H is
defined as the set of states that are reachable from the set
of initial states. We use Reach$,(m, X) and Reach®(H) to
denote the versions of the these operators that return only
the continuous part of the computed state space. We refer
to Reach®(H) as the continuous reachable state space of H.
We denote the projection of the set R C R" over variables
Var to the subset Var’ C Var by R |y,~. Throughout the
paper, we always refer to time-bounded reachability, i.e., we
consider trajectories which evolve up to the time horizon
Tmaz. In order to simplify notations, we implicitly take this
assumption for granted in our reasoning. Finally, given a
mode m of the automaton H, we refer to the set of outgoing
transitions as Transy (m).

4. TRANSFORMATIONS

We are interested in methods to compute an overapprox-
imation of the time-bounded set of reachable states, which
produce tight overapproximations, yet are feasible from the
computational point of view. The proposed approaches rely
on several hybrid automaton transformations. A source-to-
source transformation takes as input a hybrid automaton H,
a mode m € Modes,' possibly some additional parameters,
and returns as output another hybrid automaton 6(#). The
four described transformations are (1) time-triggered split-
ting, (2) space-triggered splitting, (3) domain contraction,
and (4) dynamics abstraction. In time-triggered splitting, a
given mode of H is split into possibly multiple modes via
a time-triggered splitting of the modes. Similarly, in space-
triggered splitting, a mode is split by augmenting the mode
invariant with a constraint induced by a space trigger func-
tion. Domain contraction adds auxiliary invariants called
contraction domains to a mode by intersecting them with
the existing invariants of the mode. Dynamics abstraction
overapproximates the dynamics in a mode of the automaton,
which in this paper, abstracts nonlinear differential equa-
tions by linear differential inclusions, in particular a linear
differential equation with an additive set-valued (interval
vector) input.

As hybridization of the continuous dynamics of hybrid
automata is the most challenging part of the hybridization

'For simplicity of presentation, each transformation is de-
fined for a given mode of the hybrid automaton #, and their
application to multiple modes of H is straightforward by it-
erating over each element of Modes.

process, we focus on the continuous dynamics of hybrid sys-
tems in the rest of the paper and assume that an input
hybrid automaton has only one mode. Our approach over-
approzimates the behavior of the original system by a hy-
brid automata consisting of multiple modes. Therefore, only
reachable continuous states are relevant for the soundness
of the transformations. This fact allows us to to conclude
that the inclusion of the original continuous reachable state
space into the transformed one is enough to show sound-
ness of our transformations. Note, however, that although
the input hybrid automaton for the whole hybridization ap-
proach is assumed to be a singleton, our transformations are
defined in terms of general hybrid automata.

In this section, each of these four transformations is pre-
cisely defined. After, these will be combined in order to per-
form static time-triggered and mixed-triggered hybridiza-
tion.

4.1 Time-Triggered Splitting

The time-triggered splitting transformation, informally,
separates the handling of system behavior in the first 7 time
units, and the rest of the trajectory up to the time hori-
zon. In order to achieve this goal, the transformation splits
a given mode of a hybrid automaton into two and imposes
constraints that guarantee that the system dwells in the first
mode for 7 time units and proceeds to the second one once
the time threshold has been reached.

Definition 2. A time-triggered splitting is a transforma-
tion 64 of a hybrid automaton #H, that takes as input an
automaton H, a mode m € Modes that has no outgoing
transitions?, and a real positive time 7, a time-trigger thresh-

old. The hybrid automaton Hy = 0u(H) is defined as:
(a) Modesy,, 2 Modesy U {my}, where my is a fresh (i.e.,
unique) mode name, (b) Vary, = Vary U {t}, where t is
known as the time-trigger variable and is fresh, i.e., assume
without loss of generality that ¢ is a unique variable name,*
(c) the initial states are copied; in addition, if Inity (m) is
not the empty set (i.e., m is an initial mode), then Inity, (m)
£ Inity(m) A t = 7, and otherwise Inity,,(m) = Inity (m);
Inity,, (mu) = 0, (d) the flows are copied, and Flows,, (m)

2 Flowy (m), so mode my copies the original dynamics of

m, and in m, { = —1, and in all modes other than m, £ = 0,

(e) the transitions are copied; in addition, Transs,, (ms) =

Transy (m), with an additional transition created from m to
my with the guard ¢ = 0; moreover, every incoming tran-
sition to m has the reset ¢ := 7 added, (f) the invariants
are copied; in addition ¢ > 0 is added to Invy,(m) and
Invy,, (M) 2 Invy (m) (my copied the original invariant of
m).

Figure 1 illustrates the time-triggered splitting for a single
mode. A time-triggered transition corresponds to any tran-
sition with guard ¢ = 0 taken when the time-trigger variable

’In order to make the presentation of our transformation
clearer, we consider a mode with no outgoing transitions.
Our construction can be easily generalized to also accom-
modate this feature.

3 If the time-triggered splitting transformation 6y is applied
to an automaton multiple times, the time-trigger variable
may be reused in each splitting, as it needs only to be fresh
on the first application of the transformation. This opti-
mization is done in our implementation.
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Mode: m

&= fm()

Inv: z € Inv(m)

Mode: m

Mode: my
. Guard:
&= fm(z) )
i—_1 t =07 &= (])”m(y;)
> i—=

Inv: z € Inv(m)

t>0 Inv: z € Inv(m)

Figure 1: The time-triggered splitting transformation applied to the original automaton (left, blue) produces the output
automaton (right, yellow). An additional time-trigger variable ¢ is added that counts down to zero from an initial time 7.

t = 0. In contrast to general guards, the reachability along
time-triggered transitions can be computed computationally
efficient as many reachability algorithms automatically cap-
ture time dependencies as part of their workflow. For ex-
ample, the STC scenario [23] of the hybrid model checker
SpaceEx computes time-dependent piecewise-linear approx-
imations of the support functions evolution.

The following lemma connects the time-triggered splitting
transformation with the original hybrid automaton.

LEMMA 4.1. Let H be a hybrid automaton with a set of
continuous variables Var, m € Modes be a mode without
outgoing transitions, and T € Rsq be a time-trigger thresh-
old. Then it holds that Reach®(#H) C Reach®(0¢(#H)) |var-

Here, we note that we need to project away the auxiliary
variable t in order to ensure that the sets of reachable states
of H and 04 (H) can be compared.

4.2 Space-Triggered Splitting

Space-triggered splitting, similar to time-triggered split-
ting, breaks a given mode into several modes. However,
in contrast to the time-triggered transformation, it uses a
space-trigger function to define criteria for mode splitting.

Definition 3. A space-triggered splitting is a transforma-
tion #s of a hybrid automaton H, that takes as input an
automaton H, a mode m € Modes that has no outgoing
transitions, and a function 7 : R® — R called the space-
trigger function. The function m must satisfy the condition
that upon entering mode m, w(x) > 0, where z is the cur-
rent state. This means that if m is an initial mode, for all

states « € Init(m), m(x) > 0. The hybrid automaton H; =
0.(H) defined as: (a) Modesy,, = Modesy U {my}, where
mg is a fresh (i.e., unique) mode name, (b) Vars,, 2 Vary,
(c) the initial states are copied; Inity,, (m«) = 0, (d) the
flows are copied; in addition, Flows,, (mst) = Flowy (m),
(e) the transitions are copied; in addition, Transw,,(ms:)
£ Transy(m); moreover, an additional transition created
from m to ms with the guard w(z) = 0, and (f) the in-
variants are copied, with m(z) > 0 added to Invy,,(m) and
Invy, (M) = Invy (m) (ms: copied the original invariant
of m).

The space-triggered splitting transformation adapts the
idea of pseudo-invariants [11] to the hybridization setting.
In our setting, a space-trigger function 7« basically plays a
role of a pseudo-invariant.

The resulting automaton overapproximates the continu-
ous reachable state space of the original one which is for-
mally stated in the following lemma.

LEMMA 4.2. Let ‘H be a hybrid automaton, m € Modes
be a mode without outgoing transitions, and 7 : R™ — R be
a function satisfying the assumptions in Definition 3. Then

Reach®(H) C Reach®(0s(H)).

4.3 Domain Contraction

Domain contraction adds auxiliary invariants known as
contraction domains that should contain the set of reachable
states. Given a set D and a mode m of a hybrid automaton
‘H where & = f,(x), if Reachy (m, X) C D for X C Inv(m),
i.e. the set of reachable states from mode m starting from a
subset X C Inv(m) is contained in D, then D may safely be
added as an invariant of m. Of course, the set of reachable
states is not available and is what is being computed or
approximated, so error modes known as domain contraction
error modes (DCEMs) are used to maintain soundness if
the system leaves the states represented by these auxiliary
invariants.

Definition 4. A domain contraction is a transformation
O4c of a hybrid automaton #, that takes as input an au-
tomaton H, a mode m € Modes, and a set D C R" called
the contraction domain auxiliary invariant.

The transformed hybrid automaton H 4. 2 Oac(H) is de-

fined as: (a) Modesy,, £ Modesy U {err}, the modes are the
copied, with a new domain contraction error mode (DCEM)

err added, (b) Vary,, Vary, (c) the initial states are
copied; additionally, if m is an initial mode, and Init(m) is
not entirely contained in D, then add the err DCEM to the
initial states; in this way, we capture a degenerate case if
the initial set has states outside of the contraction domain.
(d) the flows are copied; additionally, Flows, (err) of the
form & = 0 are added, (e) the transitions are copied, with
additional transformations of the following form: given an
incoming transition d = (n,g,v,m) to mode m in H, (1)
augment the guard of the transition d with z € D, and (2)
add an additional transition d' = (n,g A x € cl(D),err)
with an extra condition 2 € cl(D) on the guard and leading
to the DCEM err, where D denotes the complement of D
and cl(-) stands for topological closure and (3) add an addi-

tional transition d” = (m,z € cl(D),err), (f) the invariants

are copied, except for the invariant Invy, (m) = Invy (m)
NzeD.

A visualization of the domain contraction transformation
is given in Figure 2.

The conditions to enter a DCEM together ensure that
regardless of the choice of the contraction domain, if the
DCEM err is not reached, then the overapproximation of the
reachable states is sound. Additionally, the condition that
the dynamics are zero in the DCEM err ensures that during

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED

47



Mode: m

&= fm(2)

Inv: z € Inv(

m)

... x€c(D)?

Q
Mode: m Mode: err
Guard:
&= fm(z) x € cl(D)?
_— t=0

Inv: = € Inv(m)

nD

Figure 2: The domain contraction transformation applied to the original automaton (left, blue) produces the output automa-
tion (right, yellow). The contraction domain D is added to the invariant, with DCEM err inserted to detect if the reachable

set of states leaves D.

a reachability computation, the exploration of the err will
terminate and be a dead-end in the exploration of the state-
space. Note that the notion of topological closure is required
to ensure that the intersection of guard and invariant is non-
empty.

LEMMA 4.3. Let H be a hybrid automaton, m € Modes
be a mode, and D C R™ be a contraction domain. Then, if
no DCEM is reachable, Reach®(H) C Reach®(04.(H)).

The contraction domain auxiliary invariants may be arbi-
trary and may be determined using any method, so they may
not actually contain the set of reachable states. To main-
tain soundness, the DCEMs are added such that if the con-
traction domains do not contain the set of reachable states,
transitions to the DCEMs may be taken.* If no DCEMs
are reached, then the domain contraction transformation is
sound, but otherwise, if a DCEM is reached, the resultant
set of set of reachable states may not be subset of the original
automaton’s set of reachable states. If it is known that the
set of reachable states will not leave the contraction domain
by some other analysis, then the DCEMs are not necessary
and the invariants may simply be augment