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1.0 SUMMARY 

Wideband Frequency Modulations (FM) is a popular modulation technique for satellite 
communications due to its ability to deal with trans-ionospheric distortion [2, 3]. Contemporary 
methods for the demodulation of wideband FM signals either use negative feedback [5] or frequency 
estimation [13], or multirate frequency transformations and adaptive frequency tracking [9–11]. A 
particular form of digital FM, multilevel Gaussian Frequency Shift Keying (FSK) has been proposed 
as a solution for high bandwidth satellite communications [6]. On the wireless communication front, 
Continuous Phase Modulation (CPM) belongs to a class of non-linearly modulated signals with 
constant envelope, where the information is carried in the phase of the transmitted signal [12, 13, 
14]. High spectral efficiency and suitability to nonlinear class C amplifiers used in mobile radio 
applications make CPM a popular modulation choice. A specific form of CPM namely Gaussian 
Minimum Shift Keying (GMSK) has been adopted in the Global System for Mobile 
communications (GSM) [13, 14]. The optimum receiver structure for CPM demodulation employs 
the Maximum Likelihood (ML) detector based on the Viterbi algorithm [1, 13, 14] applied to the 
unwrapped phase of the baseband version of the received signal. This receiver structure, however 
has limitations on the allowable modulation index and significant computational complexity which 
grows exponentially with increase in the number of phase states. 

In prior work [9, 10] it was shown that frequency discrimination for full response CPM 
demodulation has the same performance as that of Binary Phase Shift Keying (BPSK) detection 
in Additive White Gaussian Noise (AWGN). In recent work [9, 11], frequency tracking based 
wideband FM demodulation was extended to large wideband to narrowband conversion factors 
using multirate frequency transformations. Frequency estimation based approaches have the added 
advantage that they are immune to phase distortions introduced by the channel which would 
adversely affect the Viterbi approach [13]. 

2.0 INTRODUCTION 

2.1 Signal Model 

2.1.1 Continuous Phase Modulation 

The standard Continuous Phase Modulation (CPM) model depends on its pulse-shaping function 
p(t), with duration length of symbol periods L and modulating symbols, i.e., binary Phase 

Amplitude Modulation (PAM) symbols a[k] ∈ {−1, 1}. The instantaneous frequency (IF) signal 
takes the form [13, 14]: 

߱௜ሺݐሻ ൌ 	߱௖ ൅ ݄ߨ2 ൅	∑ ܽሾ݇ሿ݌ሺݐ െ ݇ ௕ܶሻ
ஶ
௞ୀ	ିஶ ሺ1ሻ 

 where ωc is the carrier frequency and h is the modulation index of CPM. The phase deviation 
from the carrier phase is given by: 

∅ௗ௘௩ሺݐ; ܽሻ ൌ 	݄ߨ2 ∑ ܽሾ݇ሿݍሺݐ െ ݇ ௕ܶሻ
ஶ
௞ୀ	ିஶ ሺ2ሻ	
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where ݍሺݐሻ ൌ ׬	 ሺ߬ሻ݀߬݌
௧
଴  corresponds to the phase pulse shaping function. If p(t) is a rectangular 

pulse then this form of is referred to as L-pulsewidth CPM with Raised-cosine Pulse Shaping (L-
REC) CPM, and if p(t) is a raised cosine pulse then this form of CPM is referred to as L-pulsewidth 
CPM with Rectangular Pulse Shaping (L-RAC) CPM. The CPM signal is then obtained via 
frequency modulation. 

ሻݐሺݎ ൌ ܣ cos ቆන ߱௜ሺ߬ሻ
௧

ିஶ
	݀߬ ൅	ߠ௢ቇ 		ሺ3ሻ 

Using a pulse shaping function of duration larger than a symbol period, i.e., partial response 
signaling introduces memory into the modulation scheme. 

2.1.2 Wideband AM-FM Modulation 

2.1.2.1 AM-FM Signal Model 

Mono-component Amplitude-Modulation Frequency-Modulation (AM-FM) signals are time-
varying sinusoids of the form:  

ሻݐሺݏ								 ൌ ܽሺݐሻ cosሺ׬ ߱௜ሺ߬ሻ
௧
ିஶ 	݀߬ ൅	ߠଵሻ ሺ4ሻ    

where Instantaneous Amplitude (IA) is denoted by a(t) and the Instantaneous Frequency (IF) is 
given by:  

	߱௜ሺݐሻ ൌ 	߱௖ ൅	߱௠ݍ௜ሺݐሻ 	ሺ5ሻ

Note that ωc is the carrier (or mean) frequency and qi(t) is the normalized baseband modulated 
signal. 

Specific for sinusoidal FM, where a(t) remains a constant A, and qi(t) becomes a sinusoid, the IF 
can be further expressed as: 

߱௜ሺݐሻ ൌ 	߱௖ ൅	߱௠ cosሺ߱௙ݐ ൅	ߠଶሻ ሺ6ሻ 

Sinusoidal FM signals can be expressed via Bessel functions as: 

ሻݐሺݏ ൌ ܣ ෍ ሻߚ௡ሺܬ

ஶ

௡ୀ	ିஶ

cosሺ	߱௖ݐ ൅ 	݊߱௠ݐሻ ሺ7ሻ 
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where ܬ௡  is the nth order cylindrical Bessel function of the first kind. The modulation index of
the sinusoidal FM is defined as the ratio 				ߚ ൌ 	 ఠ೘

	ఠ೑
 and the associated Carson’s bandwidth is 

given by: 
ܤ																 ൌ 2ሺߚ ൅ 1ሻ߱௙ ሺ8ሻ 

If β » 1, then it corresponds to the wideband FM according to the literature of FM 
communication systems. In addition, the Carrier-to-information-bandwidth Ratio (CR/IB) and 
the Carrier-to-frequency Deviation Ratio (CR/FD) are defined respectively as: 

ܴܥ
ܤܫ

ൌ 	
߱௖
߱௙

,
ܴܥ
ܦܨ

ൌ 	
߱௖
߱௠

	ሺ9ሻ 

2.1.2.2 Mono-component AM-FM Demodulation 

2.1.2.2.1 Hilbert Transform Demodulation 

For a one-dimensional real-valued signal s(t): R → R, we associate with it a complex-valued signal 
z(t) = s(t) + j q(t), where the imaginary part q(t) is defined via [2,3]: 

ሻݐሺݍ ൌ ሻሿݐሺݏሾܪ ൌ ሻݐሺݏ ∗ 	
1
ݐߨ

ൌ 	න
ݐሺݏ െ ሻߦ
ߦߨ

ோ

ߦ݀	 ሺ10ሻ 

Note that q(t) is the Hilbert transform of s(t), and the complex-valued signal z(t) is called the 
analytic signal.  Assume that s(t) is a real-valued AM-FM signal given as: 

ሻݐሺݏ		 ൌ ܽሺݐሻ cos൫߱௖ݐ ൅ 	߶ሺݐሻ൯ ሺ11ሻ 

where a(t) is the IA, ωc is the carrier frequency and ߶ሺݐሻ is the phase for the IF ߶ᇱሺݐሻ.	Note that 
the IF defined here does not involve the carrier frequency ωc. According to the basic property of 
the Hilbert transform and Bedrosian’s theorem, q(t) is the approximation to the product of the 
Instantaneous Amplitude (IA) and the quadrature of the FM part as: 

ሻݐሺݍ														 ൌ ሻሿݐሺݏሾܪ ൎ ܽሺݐሻ sin൫߱௖ݐ ൅ 	߶ሺݐሻ൯	 												ሺ12ሻ 

However, this approximation is valid only if the following conditions hold: 

1. a(t) is a narrowband lowpass signal that varies slowly with time,

2. carrier frequency ωc is sufficiently large such that

											߱௖ ≫ ߶ᇱሺݐሻ 						ሺ13ሻ 
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As a result, the corresponding analytic signal is of the form: 

ሻݐሺݖ ൌ ሻݐሺݏ ൅ ሻݐሺݍ	݆	 ൎ ܽሺݐሻ expൣ	݆	൫߱௖ݐ ൅ 	߶ሺݐሻ൯൧ ሺ14ሻ 
Hence, the IA a(t) and the IF  ߶ᇱሺݐሻ	are estimated respectively by: 

													ܽሺݐሻ 	ൎ ห|ݖሺݐሻ|ห ሺ15ሻ 

	߶ᇱሺݐሻ ൎ 	
߲
ݐ߲
ቆarctan

Ա൫ݖሺݐሻ൯

Ը൫ݖሺݐሻ൯
ቇ െ	߱௖		 			ሺ16ሻ 

2.1.2.2.2 Energy Separation Algorithm 

The Energy Separation Algorithm (ESA) as summarized in [7, 8], based on the Teager-Kaiser 
energy operator, is widely used for mono-component AM-FM demodulation. For a continuous-
time signal x(t), the nonlinear Teager-Kaiser energy operator in the continuous case is given by: 

Ψc[x(t)] = ẋ 2(t) − x(t) ẍ(t)       (17) 

where ẋ (t) and ẍ(t) denote the first and second derivatives of x(t) respectively. It was first introduced 
by Kaiser and was applied to track the energy of harmonic oscillation. For instance, the energy of 
the oscillatory signal x(t) = Acos(ωct + θ) can be tracked by the operator Ψc via 

Ψ௖ሾܣ cosሺ߱௖ݐ ൅ ሻሿߠ ൌ ሺ߱ܣ௖ሻଶ 			ሺ18ሻ 

The energy operator can be further used to analyze the oscillation of signals with time-varying 
amplitude and frequency.  By applying the energy operators Ψc on the AM-FM signal, the IA a(t) 
and IF ωi(t) (excluding the carrier frequency ωc) satisfy the following relation: 

Ψ௖ሾܽሺݐሻ cosሺݓ௖ݐ ൅ න ߱௜ሺ߬ሻ ൅ ሻሿߠ	 	ൎ ൣܽሺݐሻ൫߱௖ ൅	߱௜ሺݐሻ൯൧
ଶ

௧

଴
		ሺ19ሻ 

As a result, the IA a(t) and the IF ωi(t) of an AM-FM signal x(t) can be estimated via the 
Continuous Energy Separation Algorithm (CESA) summarized by: 

Ψሾݔሺݐሻሿ

√Ψሾݔ′ሺݐሻሿ
	ൎ |ܽሺݐሻ|	 	ሺ20ሻ 

	ඨ
Ψሾݔᇱሺݐሻሿ

Ψሾݔሺݐሻሿ
െ ߱௖ 	ൎ ߱௜ሺݐሻ			 	ሺ21ሻ 

where we assume that the IA a(t) and the IF ωi(t) do not vary too fast or too greatly in value 
compared to the carrier frequency ωc . 
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2.1.2.3 Carrier Frequency and Amplitude Estimation 

The carrier frequency and the amplitude of the AM–FM signal can then be estimated from the IF 
and IA estimates from either algorithm by simple averaging or weighted averaging: 

ෝ߱௖ ൌ 	
1
ܶ
න ෝ߱௜
்

଴
ሺݐሻ݀ݐ			

መܣ		 ൌ 	
1
ܶ
න ොܽ௜
்

଴
ሺݐሻ݀ݐ 								ሺ22ሻ 

This is a direct consequence of the fact that both these approaches are bandpass estimation 
approaches whereas traditional in-phase and quadrature demodulation, employed in narrowband 
communication systems, is a baseband estimation approach that requires prior knowledge of the 
carrier frequency. 

2.1.2.4 Multirate Frequency Transformations 

In the author’s recent work, frequency transformations enacted via multirate signal processing were 
used for wideband FM to narrowband FM conversion to enable a wider range of wideband FM 
signals [9, 11]. The goal of the multirate processing module is to compress the bandwidth of the 
FM signal, however, this is accompanied by a corresponding reduction in the carrier frequency of 
the FM signal. To compensate for this, a heterodyning module that translates the FM signal in 
frequency is introduced. After the multirate heterodyne combination, the FM signal has CR/IB and 
CR/FD parameters in a range where standard narrowband mono-component FM demodulation 
algorithms work optimally. Specifically, the ESA works very well in combination with the MFT 
approach and will be employed in this report [11]. 

The IF estimates of the demodulation algorithm are then post-smoothed via simple binomial 
smoothing to remove high frequency fluctuations from the IF. The smoothed IF estimates are then 
frequency shifted and decimated to yield IF estimates of the wideband FM signal. In recent work, 
by rearranging the order of the systems, and via appropriate use of the Noble identities, it was shown 
that large wideband to narrowband conversion ratios as large as R = 128 can be realized [11]. 

The Multirate Frequency Transformations (MFT) framework specifically allows for demodulation 
of a CPM signal with a large modulation depth. Since the approach is based on IF estimation the 
approach does not encounter the rational modulation depth problem seen in the Viterbi algorithm. 
The basic MFT framework is shown in Figure 1. 
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Figure 1. Block Diagram of the Basic MFT Framework 

The wideband signal is first sampled above the Nyquist rate, interpolated by a factor R and then 
heterodyned by multiplication with cos(ωdn), followed by a discrete Finite Impulse Response FIR 
bandpass filter with a passband gain to achieve the MFT. Then it goes through a demodulation block 
to generate IF estimates of the compressed heterodyned signal. To obtain the IF of the original 
signal, the compressed heterodyned IF is then shifted back by subtracting ωd, decimated by R and 
scaled back appropriately, followed by the Digital to Analog Convertor DAC module. 

2.2 CPM Demodulation and the Viterbi Algorithm 

As specified earlier, the standard approach for CPM demodulation is to first apply an in phase-
quadrature transformation to the CPM signal to transform the passband signal to baseband, followed 
by the phase estimation via the Hilbert transform and phase unwrapping. The Viterbi algorithm is 
then applied to detect the information symbols and is a maximum likelihood sequence detection 
algorithm [1] that searches for the most likely path based on the received signal. However, some 
constraints are imposed on the modulation signal due to its finite-state machine mechanics. The 
modulation index must be of the form: 

݄ ൌ 	
݉
݌

							ሺ23ሻ 
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where m and p must be relatively prime positive integers, otherwise the phase trellis cannot be 
formed correctly since the phase states would not be distinct. As for the proposed method, unlike 
the phase unwrapping involved in the Viterbi, the IF can be uniquely determined, therefore such a 
constraint is not an issue. 

Another dilemma for the Viterbi algorithm is the computation complexity that rises with the 
modulation complexity of the CPM signal. For a multilevel partial response CPM signal with pulse 
length L and symbol alphabet size M, the number of states is 

				 ௦ܰ ൌ ൜
௅ିଵܯ݌ 	 				ሺ݁݊݁ݒ	݉ሻ
,௅ିଵܯ݌2 ሺ݀݀݋	݉ሻ

    ሺ24ሻ 

As for the proposed method, the computation complexity is not dominated by the modulation 
complexity of the signal. It depends primarily on the pre-determined conversion factors used for 
the multirate frequency transformations. 

In this report, we apply the joint Multirate Frequency Transformation-Electronics Steered Array 
(MFT-ESA) approach to wideband CPM demodulation specifically to the following challenging 
environments: 

1. Large h scenarios: this corresponds to the wideband FM regime, where the MFT will
provide the maximum gain [11].

2. Large h and multilevel CPM that corresponds to larger bandwidths described in the M-
ary FSK system proposed in [6] for satellite communications.

3. Large h, multilevel CPM with memory, an environment that was not addressed in prior
work.

Simulation results will illustrate the efficacy of the proposed approach even in these challenging 
situations where the Viterbi algorithm encounters difficulties. 
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3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 
 
3.1 Performance of the MFT-ESA Approach 
 
3.1.1 Binary CPM Demodulation 
 
3.1.1.1 Binary 2-REC CPM Demodulation 
 
First, we look at a case of binary Binary CPM with Rectangular Pulse Shaping (2-REC CPM) with 
a large modulation index and with memory introduced, as illustrated by Figure 2. As we can 
observe from Figure 3(a), the IF distortion incurred by the direct Hilbert transform demodulation 
and the ESA demodulation approaches are significant, while the MFT and ESA combination 
closely tracks the IF with little distortion. To quantify the result, the Normalized Mean Square Error 
(NMSE) for direct Hilbert Transform Alone (HTDA) demodulation and ESA demodulation are 
0.3134 and 0.1264 respectively. By combining the MFT framework with ESA, the NMSE can be 
reduced to 0.0063. 
 
3.1.1.2 Carrier Frequency Estimation 
 
The IF estimate of the MFT-ESA in the specific case of CPM takes the form of: 
 
ෝ߱௜ሺݐሻ ൌ ߱௖ ൅ ∑	݄ߨ2 ܽሾ݇ሿ݄௙

ஶ
௞ୀ	ି	ஶ ሺݐ െ ݇ ௕ܶሻ ൅  ሻ                                         ሺ25ሻݐఠሺߝ

 
hf (t) corresponds to the pulse shaping function and Ew (t) corresponds to zero-mean IF noise, 
which unlike the observation noise is not white. Assuming equiprobable symbols and taking 
expectations on both sides yields: 
 

ሺ26ሻ	
ሼܧ ෝ߱௜ሺݐሻሽ ൌ ߱௖  

 
In practice, since prior knowledge of distributions is not available, we replace the expectation 
with a simple time-average: 

ሺ27ሻ	

ෝ߱௖ ൌ 	
1
ܶ
	න ෝ߱௜

்

଴
ሺ߬ሻ݀߬ 
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Figure 2. Binary 2-REC CPM with a Large Index 
 
(a) Modulating symbol waveform,  (b) Binary 2-REC  CPM waveform, (c) IF waveform of the 
binary 2-REC CPM using rectangular pulse shaping function with memory introduced with 
parameters h = 10, fc = 10 Hz, and fs = 50Hz and (d) estimated IF for Hilbert transform 
demodulation (blue), ESA demodulation (black), and the MFT-ESA combination (green). 
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Figure 3. Performance 
 
(a) Symbol error probability with binary 3-REC CPM for the mixed symbols after IF estimation 
using h = 12, fc = 12 Hz, fs = 50 Hz, and R = 64 and (b) carrier frequency estimation error 
associated with the carrier frequency estimates for the MFT-ESA approach. 
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In the discrete-time case, we simply replace the integral with a time-average sum: 

Ω෡௖ ൌ 	
ଵ

௅
∑ Ω୧ሾ݇ሿ
௅ିଵ
௞ୀ଴   (28ሻ	

Figure 3(b) depicts the carrier frequency estimation error of the MFT-ESA for the case where we 
have equiprobable symbols versus Signal-to-noise Ratio (SNR). For larger SNR values, the carrier-
frequency estimation error goes to zero indicating that the IF yields a reliable carrier frequency 
estimate. 

3.1.1.3 Effect of Pulse Shape: Binary 2-RAC CPM Demodulation 

Another case of binary 2-RAC CPM with large modulation index and memory introduced is 
illustrated by Figure 4. From Figure 4, the IF distortion incurred by direct Hilbert transform 
demodulation and ESA demodulation are significant, while the MFT and ESA combination closely 
tracks the IF with little distortion. To quantify the result, the NMSE for direct HTDA demodulation 
and ESA demodulation are 0.0867 and 0.0654 respectively. By combining the MFT framework 
with ESA, the NMSE can be reduced to 0.0031. Compared with the previous 2-REC CPM with 
memory, we can also see that the MFT-ESA demodulation method achieves better demodulation 
performance for CPM with a raised cosine pulse shaping function than that obtained using a 
rectangular pulse shaping function.  This is attributed to the inherent interpolation process in the 
MFT demodulation approach, which is more error-sensitive to discontinuous waveforms, such as 
rectangular pulses used in REC-CPM. This observation is further confirmed in Figure 4(e), where 
the symbol error probabilities for 1-REC-CPM, 1-RAC-CPM, and other pulse-shaping functions, 
are compared to illustrate the effects of the pulse shape on the performance of the MFT-ESA 
approach on CPM signals with parameters fc = 5Hz, fs = 50Hz, h= 15/12, R =  16.  Formation of 
the phase trellis in this case would not be possible using the Viterbi algorithm since the integers m 
and p are commensurate. The MFT-ESA approach does not have this restriction on the modulation 
index since the demodulation is based on the IF of the CPM signal. 

3.1.2 Multilevel CPM Demodulation 

We look at a more complex case of the multilevel CPM with memory introduced, as illustrated by 
Figure 5. Like previous cases, from Figure 5 we can observe that the IF distortion incurred by 
direct Hilbert transform demodulation and ESA demodulation are also significant, while the MFT 
and ESA combination closely tracks the IF with little distortion. To quantify the result, the NMSE 
for direct HTDA demodulation and ESA demodulation in the multilevel case are 0.0624 and 0.0247 
respectively. By combining the MFT framework with ESA, the NMSE can be reduced to 0.0052. 

The 3-REC multilevel CPM signal with symbols taking values in {−3, −1, 1, 3} with modulation 
index h = 4 is depicted in Figure 5. The resultant frequency deviation of the IF is equal to the 
carrier frequency in this extreme case. The symbol error probability associated with the mixed 
symbols for the MFT-ESA approach for 3-REC-CPM extracted from the IF estimates is  
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depicted in Figure 6. Note that 3-REC CPM signal has memory, hence the symbols determined 
here refer to the symbols mixed by the original modulation symbols because of memory. As the 
SNR increases, the MFT and ESA combination reduces the error dramatically and eventually drops 
to zero after a certain SNR threshold, while the error performances of the Hilbert transform 
(HTDA) and the ESA gradually saturate at certain levels due to carry-over effects from incomplete 
demodulation. 

Figure 4. Binary 2-RAC CPM with a Large Modulation Index h = 10 
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a) Modulating symbol waveform. b) Binary 2-RAC CPM waveform. c) IF waveform of the binary
2-RAC CPM using raised cosine pulse shaping function with memory introduced, (d) estimated
IF using Hilbert transform demodulation (blue), ESA demodulation (red), and the MFT-ESA
combination (black), (e) symbol error probability comparison between 1-REC-CPM, 1-RAC-CPM
and other pulse shaping functions for the proposed MFT-ESA approach.

Figure 5. Multilevel 2-REC CPM with Symbols Taking Values in {−3, −1, 1, 3} 

a) Modulating symbol wave- form. b) Multilevel 2-REC CPM waveform. c) IF waveform of the
multilevel 2-REC CPM using rectangular pulse shaping function with memory, using h = 4,  fc  =
12 Hz and fs = 50 Hz and (d) demodulated IF for Hilbert transform demodulation (blue), for ESA
demodulation (red), and the MFT-ESA combination (black) for R =  64.
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Figure 6. Multilevel 3-REC CPM Performance 

Symbol error probability associated with the mixed symbols after IF estimation for 3-REC 
multilevel CPM. 

Unlike the common AWGN channel, the noise imposed on the CPM signal is not directly added to 
the modulation signals (or symbols). Since the modulation signals (or symbols) are conveyed in 
the IF of the CPM signal, the effect of the noise remains indirect. Therefore, the symbol error 
performance for the CPM signal is in a different pattern than what is observed with modulation 
schemes that fit into the AWGN channel analysis. The CPM format provides robustness to noise 
when the SNR exceeds a certain threshold and if the CPM signal is sufficiently sampled. 

3.2 Memory Elimination: Recursive Prediction Error Methods 

The memory introduced by CPM depends on the duration of its pulse shaping function. For 
example, the symbol mixture incurred by L-pulsewidth CPM with Raised-cosine Pulse Shaping 
(L-REC CPM) is given by: 

݉ሺݐሻ ൌ 	෍ݏሺݐ െ ݇ሻ

௅ିଵ

௞ୀ଴

ሺ29ሻ 

Our goal is to recover the original symbol sequence s(t) from the observation sequence m(t). The 
observation sequence can be obtained by demodulating the CPM signals and making decisions on 
the demodulated IF within each symbol period. Since Equation (29) is a moving-average (MA) 
process, we can estimate the coefficients for Equation (29) by fitting in an Autoregressive Moving 
Average (ARMAX) model. 
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3.2.1 Background of Recursive Prediction Error Methods 

Figure 7. Block Diagrams of Both the ZF and MMSE Decision-feedback Equalizer 

In our case the channel output would be the estimated IF from the MFT-ESA demodulation block. 

In general, the structure of the ARMAX model is described by: 

෍ ܽ௞ݕሾݐ െ ݇ሿ
௡ೌ

௞ୀ଴
ൌ 	෍ ܾ௞ݑሾݐ െ ݇ሿ

௡್

௞ୀଵ
൅	෍ ܿ௞݁ሾݐ െ ݇ሿ

௡೎

௞ୀ଴
ሺ30ሻ 

where na, nb and nc are the number of coefficients for the Auto-regressive (AR) part, system 
input and MA part respectively. It can also be written as 

ሻݐሺݕሻݍሺܣ ൌ ሻݐሺݑሻݍሺܤ ൌ ሻݐሻ݁ሺݍሺܥ ሺ31ሻ 

where q is the backward shift operator. Specifically, 

ሻݍሺܣ ൌ 1 ൅ ܽଵିݍଵ ൅ ⋯൅ ܽ௡ೌݍଵ
ି௡ೌ ሺ32ሻ 

ሻݍሺܤ ൌ ܾଵିݍଵ ൅ ⋯൅ ܾ௡್ݍ
ି௡್ ሺ33ሻ 

ሻݍሺܥ ൌ 1 ൅ 	ܿଵିݍଵ ൅ ⋯൅ ܿ௡೎ݍ
ି௡೎ ሺ34ሻ 
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By assuming A(q) = 1 and B(q) = 0, the ARMAX model can be simplified to the MA model that 
exactly fits Equation (29), as described by 

ሺ݊ሻݕ ൌ ሻݐሻ݁ሺݍሺܥ ൌ 	෍ ܿ௞ିݍ௞
௡೎

௞ୀ଴
݁ሺݐሻ ൌ 	෍ ܿ௞݁ሾݐ െ ݇ሿ ሺ35ሻ

௡೎

௞ୀ଴
 

By satisfying certain conditions, C(q) is actually invertible, that is, e(n) can be calculated via an 
inverse operator C̃(q) via 

݁ሺ݊ሻ ൌ ሻݐሺݕሻݍሚሺܥ ൌ 			෍ ܿ̃௞ݕሺݐ െ ݇ሻ ሺ36ሻ
ஶ

௞ୀ଴
 

The coefficient estimation for the ARMAX model can be achieved via an iterative search algorithm 
that minimizes a more robust quadratic prediction error criterion. The parameter vector θ can be 
formed by grouping the coefficients of the ARMAX model as 

ߠ ൌ ሾܽଵ, . . . , ܽ௡ೌ, ܾଵ, . . . . , ܾ௡್, ܿଵ, . . . . , ܿ௡೎ሿ ሺ37ሻ 

The predictor for the ARMAX model is given by 

C(q) ŷ(t|θ) = B(q)u(t) + [C(q) − A(q)]y(tሻ ሺ38ሻ 

It can be rewritten as 

ŷ (t|θ)    = B(q)u(t) + [1 − A(q)] y(t) + [C(q) − 1] ε(t, θ) ሺ39ሻ	

where ε(t, θ) is defined as the prediction error given by 

ε(t, θ) = y(t) − ŷ(t|θ)      ሺ40ሻ	

Therefore, we can express the predictor in the form of pseudolinear regression via 

ሻߠ|ݐොሺݕ ൌ ்߮ሺݐ, ߠሻߠ 												ሺ41ሻ 

where we define the data vector ߮(t, θ) as 

߮(t, θ) = [−y(t − 1), ..., −y(t − na), u(t − 1), ..., u(t − nb), ε(t − 1, θ), ..., ε(t − nc, θ)]    ሺ42ሻ

According to Equation (39), the gradient of the predictor ψ(t, θ) w.r.t θ can be computed  via 

C(q)ψ(t, θ) = ߮(t, θ)                                                            ሺ43ሻ 
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The gradient ψ(t, θ) can be obtained by filtering the data vector ߮(t, θ) through an inverse filter of   
C(q). 

The cost function for the recursive prediction error method is defined as 

௧ܸሺߠ, ௧ሻ܇ ൌ ሻݐሺߛ
1
2
෍ ,ݐሺߚ ݇ሻ߳ଶሺ݇, ሻߠ

௧

௞ୀଵ	

ሺ44ሻ 

where β(t, k) and γ(t) satisfy the following  conditions 

,ݐሺߚ ݇ሻ ൌ 	 ෑ ,ሺ݆ሻߣ ,ݐሺߚ ሻݐ ൌ 1,

௧

௝ୀ௞ାଵ

ሺ45ሻ 

෍ߛሺݐሻߚሺݐ, ݇ሻ ൌ 1 															ሺ46ሻ

௧

௞ୀଵ	

 

Note that λ(j) is the forgetting factor, which is often set to a constant less than 1. The algorithm 
of the recursive prediction error method is then summarized via 

 ε(t) = y(t) − ŷ(tሻ,		 							ሺ47ሻ  

θ̂(t) = θ̂(t − 1) + γ(t) R−1(t) ψ(t) ε(t), ሺ48ሻ	

R(t) = R(t − 1) + γ(t) [ψ(t) ψ (t)T − R(t − 1)] ሺ49ሻ	

where ψ(t) and ŷ(t) are short for the resulting approximations of ψ(t, θ̂(t − 1)) and ŷ(t|θ(t − 1)) 
respectively. 

The experimental results for a 3-REC multilevel CPM case is illustrated by Figure 8(a). With a 
memory length L = 3, Equation (29) for the 3-REC multilevel CPM can be written as 

m[t] = s[t] + c1 s[t − 1] + c2 s[t − 2ሿ,		 ሺ50ሻ 

where c1 = c2 = 1.  As we can observe, the estimated coefficients finally converge close to the true 
value of   1 in the case of REC-CPM. They serve as useful estimates when other forms of pulse 
shaping such as in RAC-COM or SRAC-CPM are employed. 
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3.2.2 Symbol Recovery Via Equalization 

3.2.2.1 ZF-DFE Solution 

By inverting the MA process using the estimated coefficients of the MA model, the original symbol 
sequence can be recovered by applying the inverse filter Hinv (q) on the observation sequence 
m(t) and classifying the filter output according to the optimal region of each symbol. For the 
previous case of the 3-REC multilevel CPM, the expression for the inverse filter is given by 

ሻݍ௜௡௩ሺܪ															 ൌ 	
1

1 ൅ ܿଵෝିݍଵ ൅ ܿଶෝିݍଶ
ሺ51ሻ 

Note that the inverse filter Hinv (q) is an IIR All-pole filter, which can be implemented via direct 
recursion of its difference equation. It requires the input, i.e., in our case, the mixed symbols, to 
be nearly perfect, otherwise the error incurred by inaccurate input symbols can be significant. This 
in turn requires the MFT-ESA demodulation section to produce a sufficiently accurate 
demodulation result. By incorporating the slicer, i.e., the symbol by symbol detection device into 
the inverse filter recursion we can implement the decision feedback version of the zero-forcing 
equalizer (ZF-DFE) to eliminate memory induced by partial response signaling in the 3-REC CPM 
signal. 

3.2.2.2 MMSE-DFE Solution 

Instead of focusing on just removal of the channel between the IF input and the input symbols if 
we further incorporate a MMSE cost function that balances the task of eliminating memory with 
the task of reducing symbol distortion, then we obtain the linear MMSE equalizer that can provide 
further improvement in the symbol error performance at the expense of training using pilot symbols 
for channel estimation. The corresponding decision feedback version of the linear MMSE equalizer 
(MMSE-DFE) incorporates both pre-cursor and post-cursor taps as described in [1]. The 
feedforward filter coefficients of the MMSE-DFE are obtained from the Wiener solution and then 
used to solve for the feedback filter coefficients. 
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Figure 8. Multilevel CPM with Memory 

(a) MA model coefficient estimation for 3-REC multilevel CPM with symbols taking values in
{−3, −1, 1, 3}. Note that the red line indicates the convergence of the estimated coefficient ĉ1 and
the black line indicates the convergence of the estimated coefficient ĉ2 and (b) final symbol error
probability for 3-REC multilevel CPM using the recursive prediction error method for memory
elimination using the zero-forcing (ZF-DFE), i.e., the estimated coefficient values and rounded
output and the actual values of the MA model coefficients.

4.0 Results and Discussion 

The MFT-ESA demodulation module described in the prior sections is then combined with 
recursive prediction approach for memory removal to obtain estimates of the original information 
symbols. The symbol error probability for a 3-REC multilevel CPM case is illustrated by Figure 
8(b) for both the zero-forcing solution, i.e., inverse filtering using the coefficient estimates from 
the recursive predictive approach, and the zero-forcing decision feedback solution that uses the 
rounded output of inverse filtering from one instant towards the next instant. From our previous 
analysis, we know that the error associated with the mixed symbols extracted from the demodulated 
IF for low SNR is significant. The recovery of the original symbols for low SNR, is significantly 
influenced since the proposed memory elimination approach is very sensitive to its input of mixed 
symbols. However, as the SNR increases, the input of the mixed symbols becomes more accurate, 
thereby resulting in significant improvement in the ability to recover the original symbols as 
evidenced in the symbol probability. Above a SNR threshold of around 12 dB, the symbol error 
probability becomes zero, attributable to the fact that inverse filtering solution becomes perfect 
after that threshold. 

A further limitation of the Viterbi algorithm is that it requires complete information regarding the 
setup of CPM signals, for example, the modulation index h, symbol alphabet size M and memory 
length L, to determine the state trellis, while the proposed algorithm has the potential to predict the 
setup of  CPM signals if some amount of training is allowed. A 4-REC multilevel case is illustrated 
by Figure 10 to prove that the proposed method can estimate the pulse length L of the CPM signals. 
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By fitting the ARMAX model with different memory lengths, we can compare the symbol error 
performance of each setting to determine the correct memory length. From Figure 10, we can see 
that if the fitted length is smaller than the correct length, the symbol error is significant. By fitting 
the model with the correct length L = 4, the symbol error drops dramatically. Once the fitted length 
is larger than the correct memory length, the error either remains at a low level or will increase 
dramatically. Such a pattern reveals the potential of the proposed method in determining the correct 
pulse length of the CPM environment. 

Figure 9. Memory Removal via Equalization 

(a) symbol error probability of MFT-ESA approach for binary CPFSK with zero-forcing and
MMSE decision feedback equalization to remove memory induced due to partial response signaling,
and (b) symbol error probability for multilevel CPFSK with zero-forcing and MMSE decision
feedback equalization. In both cases 3-REC-CPM with parameters Tb = 1s, fb = 50Hz, fc = 12Hz
was employed. The MFT conversion factor was R = 16 and the modulation indices for the binary
and multilevel cases were h = 97/21 and h = 19/15 respectively. For equalization purposes, 50 pilot
symbols were used corresponding to 25-percent training.
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5.0 CONCLUSIONS 

In this report, we have presented an approach towards wideband CPM demodulation by extending 
the MFT-ESA approach developed by the authors. The characteristic features of the proposed 
MFT-ESA approach are: 

1. Unlike the Viterbi algorithm that requires that restricts the modulation index via gcd(m, p)
= 1, there are no restrictions on the modulation index in the proposed approach.

2. Unlike the Viterbi algorithm whose complexity increases with m and p, the complexity of
the proposed approach is independent of the modulation index.

3. The proposed approach does not require prior knowledge of the carrier frequency and this
parameter can be extracted from the IF estimates.

4. The proposed approach can handle large modulation indices and multilevel signaling
making it conducive to the large bandwidth requirements proposed in the Mary FSK system
for satellite communications [6].

Figure 10. Symbol Error Performances 

For 4-REC multilevel CPM by fitting the ARMAX model with different pulse length L. 
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The proposed MFT-ESA approach was then applied to the demodulation of CPM signals with 
partial response signaling, where memory is introduced into the estimated IF. Post the MFT-ESA 
demodulation stage, a recursive prediction approach, based on MA signal modeling of the 
estimated IF, was presented to address the problem of removal of memory introduced due to partial 
response signaling via equalization. Both the zero-forcing solution based on direct inversion of the 
memory channel, its corresponding decision feedback version and the MMSE-DFE solution to 
memory removal were investigated and shown to produce significant reduction in the symbol error 
probability over no equalization. The recursive prediction approach also provides a means to 
estimate the correct memory length that is required for the Viterbi algorithm. 
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LIST OF SYMBOLS, ABBREVIATIONS AND ACRONYMS 
 
2-REC CPM Binary CPM with rectangular pulse shaping 
AM–FM Amplitude modulation frequency modulation 
AR Auto-regressive 
ARMAX Autoregressive-moving average 
AWGN Additive white Gaussian noise 
BPSK Binary phase shift keying 
CESA Continuous energy separation algorithm 
CPM Continuous phase modulation 
CR/FD Carrier to frequency deviation ratio 
CR/IB Carrier to Information Bandwidth Ratio 
DAC Digital to analog convertor 
DFE Decision feedback equalizer 
ESA Energy separation algorithm 
FIR Finite impulse response 
FM Frequency Modulation 
FSK Frequency Shift Keying 
GMSK Gaussian minimum shift keying 
GSM Global System for Mobile communications  
HTDA Hilbert transform alone 
IA Instantaneous amplitude 
IF Instantaneous frequency 
L-RAC CPM L-pulsewidth CPM with rectangular pulse 

shaping 
L-REC CPM L-pulsewidth CPM with raised-cosine pulse 

shaping 
MA Moving-average 
MFT-ESA Multirate Frequency Transformation- 

Electronics Steered Array 
MFT Multirate frequency transformation 
ML Maximum Likelihood 
MMSE-DFE MMSE Decision Feedback Equalizer 
NMSE Normalized mean square error 
PAM Phase amplitude modulation 
SNR Signal-to-noise Ratio 
ZF-DFE Zero Forcing Decision Feedback Equalizer 
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