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1 SUMMARY 

The objective of this project was to conduct fundamental research that will lead to the 

development of cognitive communications protocols for satellite and space communications with 

possible broad applications in defense, homeland-security, and civilian as well as consumer 

telecommunications. Such cognitive communications protocols are to be implemented on 

wideband autonomous cognitive radios (WACRs) that will have the ability to sense state of the 

radio frequency (RF) spectrum and the network and self-optimize their operating modes in 

response to this sensed state. The project focused on three types of cognitive communications 

protocols: First, machine learning aided cognitive anti-jamming and interference avoidance 

communications protocols were designed. These novel cognitive anti-jamming protocols were 

then implemented in software and the performance was evaluated to demonstrate their 

effectiveness in challenging multi-agent spectrum environments. Second, cognitive cooperative 

beamforming was considered for clusters of small satellites. In contrast to many previous 

theoretical studies, this project focused on practical protocols to achieve distributed transmit 

beamforming using node cooperation and cognition. Data synchronization that is necessary for 

cooperative beamforming was formulated as an optimization problem and a novel low-complexity 

practical solution algorithm was developed. Third, the project considered cognitive multi-mode 

communications that is identified as one of the key attributes of WACRs. A machine-learning 

aided cognitive radio access technology (RAT) selection algorithm was developed in the specific 

context of emerging 5th Generation (5G) cellular networks and its performance was demonstrated 

in computer simulations. The proposed approach can also be adapted to autonomous military and 

satellite communications networks based on WACR technology. Together, the advances made in 

this project form a foundation for achieving effective spectrum coexistence, interoperability and 

improved reliability in satellite transceivers in the presence of both inadvertent Radio Frequency 

Interference (RFI) and deliberate jammers. Cognitive satellite and space communications 

strategies based on the proposed WACR technology could be the foundation for future space 

communication systems that offer significant benefits to national war‐fighting and peacekeeping 

capabilities through improved reliability and robustness in tactical and other communications 

networks. 
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2 INTRODUCTION 

The wideband autonomous cognitive radios (WACRs) that we have been focused in this 

project present a potential future technology to realize autonomous radio communications over 

non-contiguous wide spectrum bands in the presence of adverse conditions with far-reaching 

implications for the future of telecommunications [1]. These wideband cognitive radios are radios 

that are capable of autonomously achieving arbitrary performance objectives of a user by utilizing 

built-in intelligence and self-awareness. This makes these radios to have much broader relevance 

and public purpose in that they have the potential to transform today’s wireless 

telecommunications. In fact, already there are various cognitive algorithms that have been 

proposed to be incorporated in to the emerging 5G wireless cellular systems. As cognitive radio 

technology matures, we may expect it to play a significant role in 5G systems. 

In military and satellite communications, the adverse conditions encountered may be both 

deliberate as well as inadvertent. Moreover, encroachment on previously-allocated spectrum 

resources by commercial and unlicensed/unauthorized users can only be expected to grow in the 

coming years. Combination of these traditional as well as evolving spectrum demands requires 

future telecommunications technologies to be intelligent, self-aware and spectrally agile. 

Wideband autonomous cognitive radios, first proposed by this project group in [1-6], and pursued 

in this project are radios with these defining characteristics that can lead to autonomous radio 

communications over non-contiguous wide spectrum bands in the presence of such adverse 

conditions. 

In our previous work, we developed spectrum knowledge acquisition techniques that are 

suitable for wideband cognitive radios [4-6,7]. This project was focused on utilizing such acquired 

spectrum knowledge to help a WACR self-optimize its mode of operation in response to the state 

of the RF environment. Such communications approaches are termed cognitive communications 

protocols. During this project, we focused on developing cognitive communications protocols for 

three specific communications problems that are common to both military and civilian 

communications, but can be critically important for future space, satellite and tactical 

communications networks:  

1. Cognitive anti-jamming and interference avoidance communications: Machine

learning aided cognitive anti-jamming and interference avoidance protocols were
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designed to achieve reliable communications in challenging multi-agent spectrum 

environments. 

2. Cognitive cooperative communications: Novel, low-complexity algorithms for data

synchronization among distributed mobile nodes were developed to facilitate

cooperative beamforming in clusters of nodes formed by, for instance, small

satellites.

3. Cognitive multi-mode communications: Machine-learning aided cognitive RAT

selection algorithms were developed to help enable multi-mode communications in

WACR-based communications networks.

One of the most important situations in which WACRs can be a great asset is against 

jamming attacks. When several radios attempt to operate in the presence of one or more malicious 

jamming signal transmissions aimed at disrupting the reliable communications, each radio will 

attempt to avoid the jammers as well as each other’s transmissions, leading to a distributed 

decision-making problem in a challenging multi-agent environment. In this project, we have 

leveraged the cognitive and learning abilities of WACRs to develop effective and efficient 

machine-learning aided cognitive anti-jamming and interference-avoidance communications 

protocols. The first class of our cognitive anti-jamming algorithms are concerned with 

intelligently-switching the transmission frequency once the current transmission band is either 

jammed or interfered with [8-10]. However, such protocols can be vulnerable against smart 

jammers that may attempt to learn the cognitive radios own behavior. In response, our second class 

of proposed algorithms allows the radios to switch the operating frequency just before getting 

jammed or interfered with. These novel and first-in-its-kind algorithms [11, 12] can be extremely 

robust against smart jammers and a great asset in tactical communications networks. 

Cognitive capabilities of WACRs can also facilitate implementation of advanced 

cooperative communications strategies in future wireless networks. With networks formed by 

clusters of small satellites such as cubesats in mind, we explored the cognitive cooperative 

beamforming to gain the advantages of distributed transmit beamforming [13,14]. In contrast to 

previous literature on theoretical treatment of the subject, during this project we proposed practical 

cognitive cooperative beamforming approaches. The proposed framework is made of two steps: 

data sharing among cooperative nodes and distributed transmit beamforming. During this project, 

a specific, low-complexity practical algorithm was developed to achieve to solve the first stage 



Approved for public release; distribution is unlimited. 
4 

problem of data synchronization among nodes and its effectiveness was demonstrated through 

examples. 

One of the key attributes of the WACRs proposed by our team [1] is that they must support 

interoperability among systems through multi-mode communications over wide spectrum ranges. 

In recent years, multi-mode operation has also been found great interest in emerging 5G 

communications systems in general. As a result, we also considered the problem of multi-mode 

communications in the general setting of 5G networks and proposed a cognitive radio access 

technology selection algorithm that can also be adapted to future satellite and other military 

communications based on WACR technology in future. 

The conventional mechanism for user association in cellular networks is based on the 

(Signal-to-Interference-plus-Noise-Ratio) max-SINR rule. While theoretically this choice should 

provide the highest channel capacity option to the user, in practice it has proven to be insufficient 

in the context of HetNets (Heterogeneous Networks) [15,16]. As a result, multi-parametric 

optimization solutions have been proposed in the literature to overcome the limitations of the max-

SINR RAT selection approach by combining it with other criteria (e.g., cell load). However, these 

approaches suffer from their high computational complexity [16]. Moreover, the associated 

problem of efficient and practical multi-parametric modeling (representation of the network state) 

has not yet been completely solved [17,18]. On the other hand, the need for integrating multiple 

parameters in the optimization of network functionalities seems to be a design requirement for 

future networks. There is increasing agreement to look at these parameters under the umbrella of 

context-awareness [15,18-20]. 

Thus, during this project we proposed and developed a distributed cognitive framework for 

RAT selection in the specific context of 5G HetNets. Our proposed solution implements machine 

learning algorithms in order to satisfy the desired user association perspectives while providing a 

meaningful approach for context-aware multi-parametric modeling that echoes the principles of 

[21]. Our proposal was shown to be able to learn simple state representations out of the terminal 

experience and user behavior, reducing the complexity of the core network design requirements. 

Moreover, it allows multi-objective optimization of the association decisions while incurring 

minimal network overhead. Network simulation results shows that the proposed machine-learning 
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based approach can indeed be the basis for highly adaptable multi-mode cognitive communications 

protocols suitable for autonomous satellite and military communications networks 

The long-term objective of this project is to develop WACR technology for future space 

and satellite radio systems that can be autonomous, self-aware and intelligent. The above outcomes 

from this project has advanced this objective and the project team expect to continue this work in 

the coming years to develop prototype WACRs. 

3 METHODS, ASSUMPTIONS AND PROCEDURES 

3.1 Cognitive anti-jamming and interference avoidance communications 

3.1.1    Protocols to switch operating sub-band after getting jammed/interfered 

 First assume that a single WACR attempts to avoid a dynamic jammer as shown in figure 

1. The wideband spectrum of interest can be considered as made of ௕ܰ sub-bands. Each sub-band

may include a different number of communication channels. Following [8], we define the state of

a sub-band based on the availability of bandwidth satisfying a minimum required bandwidth for

transmission. Let β denotes the minimum required bandwidth for transmission. At any given time,

if the available bandwidth in the sub-band is greater or equal to β then the sub-band is considered

available (state 1) otherwise it’s considered not-available (state 0). Thus, let us denote the state of

the ݅-th sub-band at time ݊ by 	ݒ௜ሾ݊ሿ ∈ ሼ0,1ሽ. We may assume that this state of a sub-band evolves

according to a two-state first order Markov chain.

Figure 1. A single WACR challenged by a dynamic jammer. 
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We assume that the state of a sub-band is determined based on Neyman-Pearson (NP) 

criterion as discussed in [8]. This forms the spectral activity detection step that is an essential 

functionality of all WACRs [1]. The output of the NP detector is used to compute the maximum 

available contiguous bandwidth in a sub-band. The state of the sub-band is determined by 

comparing this to the minimum required bandwidth β for transmission. As an example, let us 

consider a sub-band made of 8 channels with equal bandwidth (5 MHz) as shown in figure 2. Only 

the last four channels are idle in this situation. If we assume that the minimum required bandwidth   

β=20 MHz, then this sub-band will be considered in state 1 (available). 

Figure 2. An example of a sub-band made of 8 channels in which last 4 channels are idle. 

A WACR will select a new operating sub-band when the state of the current sub-band 

changes to not-available state (available bandwidth is less than β). For efficient operation with 

effective anti-jamming, the selected new sub-band should have low interference with high 

probability for the longest time.  

Finding an optimal policy for the sub-band selection in an anti-jamming model can be 

difficult for many reasons. First, this may require high computational complexity. Second, a policy 

needs to be computed in real-time. Moreover, the model parameters may vary with time due to the 

dynamic nature of the wireless environment. All these make any attempt to directly compute an 

optimal policy almost impractical. An alternative is to let a WACR to learn an optimal policy 

through machine-learning instead of computing one. A special machine learning approach, called 

reinforcement learning (RL), could especially be suited when underlying state dynamics are 

Markov [1,22].  



Approved for public release; distribution is unlimited. 
7 

One of the most widely used reinforcement learning approaches is the Q-learning whose 

basic idea is to maintain a ܳ-table that contains what is called ܳ-values representing a measure of 

goodness resulting from taking an action ܽ when in state [1,23] ݏ. The number of possible states 

and possible actions determines the number of rows and columns of the ܳ-table, respectively. In 

our system model, the state ݏ represents the index of the current operating sub-band. On the other 

hand, the action ܽ refers to the index of the newly selected sub-band, with ܽ	߳	ሼ1,2,⋯ , ௕ܰሽ.  

For every iteration, the WACR identify whether the current operating sub-band ݏ is 

available or not. If the sub-band is available, no further action is required. If the sub-band is not-

available, the WACR updates the ܳ -table, based on a certain observed reward ݎሺݏ, ܽሻ  that depends 

on the amount of time it takes for the jammer to interfere with the WACR transmission once it has 

switched to the ܽ-th sub-band.: 

ܳሺݏሾ݊ െ 1ሿ, ܽሾ݊ െ 1ሿሻ ← ܳሺݏሾ݊ െ 1ሿ, ܽሾ݊ െ 1ሿሻ 

								൅ߙ ቂݎሺݏሾ݊ െ 1ሿ, ܽሾ݊ െ 1ሿሻ ൅ max	ߛ
௔

Qሺݏሾnሿ, aሻ െ ܳሺݏሾ݊ െ 1ሿ, ܽሾ݊ െ 1ሿሻቃ								ሺ1ሻ 

where α ∈(0,1) is the learning rate and γ ∈[0,1) is a discount factor. In ܳ-learning based 

policies, the actions are selected such that ܳ-value is maximized [1]: 

ܽ∗ ൌ argmax
௔∈஺

Qሺݏ, aሻ ሺ2ሻ 

An efficient frequency-switching can be achieved if the WACR can learn the pattern of the 

jammer’s behavior. Indeed, following the above proposed cognitive approach, a single WACR 

may be able learn an optimal policy that enables it to switch the operating sub-band each time it 

gets jammed to a new one that is free of jamming signals for the longest possible time. 

In practice, however, there could be multiple WACRs simultaneously operating over the 

same spectrum band of interest, producing a complicated multi-agent environment as shown in 

figure 3. In this case, each WACR needs to avoid both the malicious jammer as well as the 

transmissions of other radios. This can be modeled as a stochastic game, an extension of Markov 

Decision Processes (MDPs), in which interactions among different agents is considered [10]. 
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Figure 3. An Example of M WACRs operating in the same frequency range challenged by a 
dynamic jammer. 

The stochastic game formulation includes a set of states and a collection of action sets 

denoted by ࣭ and ࣛଵ,ࣛଶ,… ,ࣛெ, respectively. The players of this game are the WACRs. The 

game moves from its current state to a new random state with transition probability determined by 

the current state and one action from each player ܶ : ࣭ ൈ ࣛଵ ൈ⋯ൈࣛெ →  ,ሺ࣭ሻ. In this scenarioܦܲ

each WACR will use ܳ-learning algorithm to learn an optimal, or a near-optimal, policy for anti-

jamming and interference-avoidance. 

The state of ݉-th WACR at time ݊ is defined as the index of the current operating sub-

band denoted as ݏ௠ሾ݊ሿ 	∈ 	࣭. The space of game states is then given by ࣭ ൌ ሼ1,2,⋯ , ௕ܰሽ. The 

action taken by ݉-th WACR at time ݊, denoted by ܽ௠ሾ݊ሿ 	∈ 	ࣛ௠, represents the new operating 

sub-band selected by the ݉-th WACR at time ݊. At any time instant, if the current operating sub-

band was declared to be not-available (the amount of available bandwidth is less than β) the WACR 

will choose a new operating sub-band according to (2) that will be most likely not facing any 

interference or jamming for the longest time. The ݉-th WACR’s immediate reward for selecting 

action ܽ௠ሾ݊ሿwhile in state ݏ௠ሾ݊ሿ	is denoted by ݎ௠ሺݏ௠ሾ݊ሿ, ܽ௠ሾ݊ሿሻ. 

3.1.2 Protocols to switch operating sub-band just before getting jammed/interfered 

The cognitive anti-jamming protocols of the previous section, as with most of the existing 

literature, allows a WACR to switch its operating frequency only after getting jammed. As 

mentioned above, such protocols can be vulnerable against smart jammers. In addition, a smooth 

transition to a new frequency band may not be achievable. To address these concerns, we introduce 

a new cognitive anti-jamming communications protocol that allows the WACR to switch its 
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operating sub-band just before getting jammed [11,12]. The proposed novel cognitive anti-

jamming communications framework is made of two operations: sensing and transmission. Each 

operation has its own learning algorithm based on ܳ-learning with different targets. 

The goal of sensing is to learn the pattern of jammer’s behavior and transmissions of other 

radios. On the other hand, the cognitive objective of the transmission operation is to determine 

when to switch the operating sub-band and to where so that jamming and interference is avoided 

for the longest possible duration. Thus, at any stage of the game, there are two sub-bands associated 

with a given WACR: one for sensing and one for transmission. If the sensing operation were to 

learn an optimal policy, the WACR would be able to accurately predict the jammed or interfered 

sub-bands. This will help the transmission operation since if the current transmission sub-band is 

predicted to be jammed during the next time instant, the WACR will switch to another sub-band 

and may avoid getting jammed. 

Each sub-band can only be in one of two possible states: state “0” and state “1”, as mentioned 

earlier. At any given time, if the sub-band gets jammed or faces interference, it is in state “0” (not-

available). Otherwise, it is in state “1” (available). The set of sub-band states can be then given by 

ࣰ ൌ ሼ0,1ሽ. For both sensing and transmission operations, the game state ݏ௦ሾ݊ሿ ∈ ࣭ and ݏ௧ሾ݊ሿ ∈ ࣭ 

represent the index of selected sub-bands for sensing and transmission, respectively, at time ݊. 

Hence, the number of possible states for each operation is ܰ ௕, where ௕ܰ is the total number of sub-

bands. While the sub-band state refers to the availability of the sub-band, the game state refers 

only to the index of the operating sub-band apart from whether it is available or not. 

At any time instant, first the state of operating sub-bands for both sensing and transmission (the 

value of ݒ	 ∈ ܸ for sub-band indices ݏ௦ ∈ ࣭ and ݏ௧ ∈ ࣭ ) are identified. After determining the states 

of both operating sub-bands, the WACR executes actions for both operations. We define actions 

ܽ௦ሾ݊ሿ ∈ ࣛ and ܽ௧ሾ݊ሿ ∈ ࣛ		as the new operating sub-bands for sensing and transmission, 

respectively at time ݊.  
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Figure 4. Cognitive anti-jamming communications for avoiding getting jammed/interfered. 

Figure 4 shows both sensing and transmission operations for a given WACR [11,12]. For 

sensing operation, the WACR always attempts to sense the sub-band where the jammer or 

interference signal is located. For every new selected action (new sub-band), the WACR computes 

the time it takes until the jammer or interference signal arrives, denoted by ௦ܶ. The reward 

corresponding to a sensing action is defined as [11]: 

௦ݎ ൌ െ ௦ܶ ሺ3ሻ 

Note that, the WACR will select a new sub-band for sensing if and only if the current sensing 

sub-band gets jammed or faces interference. The actions ܽ௦ 	∈ ࣛ for the sensing operation are 

selected such that rewards are maximized.  
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As mentioned earlier, the objective of transmission protocol is to switch the operating sub-band 

before getting jammed or facing an interference. As can be seen from figure 4, the operating sub-

band for transmission may be changed under two scenarios 11]: First is if the transmission is 

interrupted, implying that the current operating sub-band is facing either too much interference or 

a jamming attack. The second condition is when the sensing operation predicts that the current 

transmission sub-band to be the one that will get jammed/interfered in the next time instant. Since 

the objective is to switch the operating sub-band before getting jammed, effective learning must 

lead to switching always due to the second condition while avoiding the first. In order to achieve 

this objective, the transmission reward function is defined as [11]: 

௧ݎ ൌ ൜
െ1										if	sub െ band	ܽ௧	gets	jammed

௧ܶ 			otherwise
	, ሺ4ሻ 

where ௧ܶ is the transmission duration in sub-band at before switching to a new one. 

3.2  Cognitive cooperative communications 

Distributed transmit beamforming is a cooperative communications technique in which 

two, or more, spatially separated cooperative nodes act as elements of an antenna array to 

beamform common data to a destination node [13,24]. In this project, we explored practical 

distributed transmit beamforming approaches that may specifically be well-suited for networks of 

mobile cooperating nodes such as clusters of satellites.  

In contrast to many existing theoretical contributions on this topic, we specifically 

considered practical approaches to achieve distributed transmit beamforming. To that end, our 

proposed approach divided the distributed transmit beamforming into two stages: data sharing and 

beamforming [24]. During the data sharing stage, cooperative nodes share their data with others 

to achieve data synchronization. During beamforming stage, cooperative nodes beamform the 

common data to the destination. Note that the presumption is that if distance among the cooperative 

nodes are sufficiently shorter than the distance between cooperative nodes and the destination 

node, energy required for data sharing may relatively be small compared to the energy required 

for data transmission to the destination node.  

The simplest approach to data synchronization is uniform time sharing in which each node 

uses an equal duration of time to broadcast its data to all other nodes that can receive its data. 
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However, this may not be optimal when there is only a limited time available for data sharing. 

Indeed, allocated times do not necessarily need to be equal if the performance objective is to 

maximize the data transmitted to the destination node during the beamforming stage.  

The focus of this project was to develop efficient cognitive cooperative protocols to solve 

the first stage problem identified above: data synchronization for distributed transmit 

beamforming. In particular, the motivation is to optimize data synchronization among nodes to 

achieve maximum throughput (transmitted data) during distributed transmit beamforming.  

We may, for example, assume that cooperative nodes are satellites in specific orbits with 

known velocities and locations and the destination node is a satellite ground station. This can be 

an important application scenario for distributed transmit beamforming given the increasing 

popularity of using clusters of smaller satellites as an alternative to expensive large satellites. Our 

objective is to find the optimum number of packets that each cooperative node should send to 

others during each data sharing time interval so that the total throughput during the distributed 

transmit beamforming stage is maximized. We consider a general timing scenario for data sharing 

and beamforming, as shown in figure 5, and formulate the problem as an optimization problem 

subject to a set of constraints. 

 

Figure 5. A general timing scenario during data sharing and beamforming stages in a 
distributed transmit beamforming application. 

 

As figure 5 shows, assume that there are ܭଵ number of time intervals in data sharing stage 

and ܭଶ number of time intervals in beamforming stage. ௞ܶ
஽ is the ݇-th data-sharing time interval 

where ݇ ൌ 1,⋯ ଵ and ௟ܶܭ,
஻ is the ݈-th distributed transmit beamforming time interval where ݈ ൌ

1,⋯ ଶ. Set ܵ௞ܭ,
஽ denotes the indices of available cooperative nodes during the ݇-th data sharing 

time interval ௞ܶ
஽. Set ௟ܵ

஻ denotes the indices of the cooperative nodes during beamforming interval 

௟ܶ
஻whose cooperative transmissions can provide enough beamforming gain to satisfy quality of 
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service requirements at the destination node (e.g., maximum tolerable bit error rate or minimum 

received Signal-to-Noise Ratio (SNR)). Without loss of generality, we may assume that, ܵ௞
஽ is 

necessarily distinct from ܵ௞ାଵ
஽ , since otherwise we may combine them to create a single interval. 

The same is true with sets ௟ܵ
஻. 

We assume that each cooperative node ݅ (for	݅ ൌ 1,⋯  has enough packets (or (ܯ,

theoretically unlimited number of packets) during each data sharing time interval. This is easily be 

justified since in most practical applications, there is a large amount of data but limited resources. 

Let ௞ܰ
஽ denote the total number of packets that the cooperative nodes in set ܵ ௞

஽ can share with each 

other during the ݇-th data sharing time interval ௞ܶ
஽. We assume that each cooperative node ݅ has 

௜ܰ number of packets at the beginning of the data sharing stage which is enough to share during 

whole this stage. Let ௜ܰ,௞ show the number of packets that node ݅ has at the beginning of the ݇-th 

data sharing time interval ௞ܶ
஽ with ௜ܰ,ଵ ൌ ௜ܰ and ௜ܰ,௞ ൒ ௞ܰ

஽. Let us denote the number of packets 

that cooperative node ݅ sends to others during the ݇-th data sharing interval by ݊௜,௞ where 0 ൑

݊௜,௞ ൑ ௞ܰ
஽ and ∑ ݊௜,௞௜ ൌ ௞ܰ

஽ for ݇ ൌ 1,⋯ ݅ ,ଵܭ, ∈ ܵ௞
஽, and ݊௜,௞ is an integer. Note that, if ݅ ∉ ܵ௞

஽ 

then ݊௜,௞ ൌ 0. Then, ௜ܰ,௞ାଵ must be updated as follows: ௜ܰ,௞ାଵ ൌ ௜ܰ,௞ െ ݊௜,௞ where ݇ ൌ

1,⋯ ଵܭ, െ 1. Our goal is to find the optimum values of ݊௜,௞ so that the total number of transmitted 

packets during beamforming stage will be maximized. 

The message bandwidth (ܤ), packet rate (ܴ), and maximum transmitted power ( ்ܲ) of all 

cooperative nodes are assumed to be the same. Also, we assume that the message bandwidth (ܤ) 

is much less than the coherence bandwidth of the channel (ܤ௖) between cooperative nodes and the 

destination node, i.e, ܤ ≪  ௖ so that the channel can assumed to be frequency-flat. The channelsܤ

exhibit slow fading, i.e., the complex channel gain vector ࢎ ൌ ሾ݄ଵ,⋯ , ݄ெሿ்is constant during 

several symbol periods (corresponding to one or more packets) where ݄ ௜ ൌ |݄௜|݁௝∡௛೔is the complex 

channel gain between cooperative node ݅ and the destination node. 

The total number of packets that cooperative node ݅ sent to cooperative node ݆ during the 

data sharing stage can be written as ݊௜→௝ ൌ ∑ ݊௜,௞ܫ௞ሺ݆ሻ
௄భ
௞ୀଵ  where ݅, ݆ ൌ 1,⋯ ݅ ,ܯ, ് ݆, and 

௞ሺ݆ሻܫ ൌ ቊ
1			݂݅	݆ ∈ ܵ௞

஽

0			݂݅	݆ ∉ ܵ௞
஽ (5)
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We are now in a position to formulate the data synchronization problem for distributed 

transmit beamforming as the following optimization problem: 

෍݊௟	݁ݖ݅݉݅ݔܽ݉
஻

௄మ

௟ୀଵ

, ሺ6ሻ 

where 

݊௟
஻ ൌ minሺ ௟ܰ

஻, ݊௟
௖ሻ , ݈ ൌ 1,⋯ , ,ଶܭ                             ሺ7ሻ 

݊௟
௖ ൌ ෍ min

௝∈ௌ೗
ಳ
݊௜,௝,௟
ௌ

௜∈ௌ೗
ಳ

, ݈ ൌ 1,⋯ ,ଶܭ, 													ሺ8ሻ 

݊௜,௝,௟
ௌ ൌ ቊ

݊௜→௝													 ݂݅	݈ ൌ 1

݊௜,௝,௟ିଵ
ௌ െ ݊௟ିଵ

஻ 												݂݅	݈ ൌ 2,⋯ , ଶܭ

subject to 

0 ൑ ݊௜,௞ ൑ ௞ܰ
஽, ෍ ݊௜,௞

௜∈ௌ೗
ಳ

ൌ ௞ܰ
஽, ݇ ൌ 1,⋯ .ଵܭ, 		ሺ9ሻ 

The optimization problem (6) - (9) is a nonlinear optimization problem for which there is 

no apparent direct closed-form solution. Therefore, in the following we first resort to exhaustive 

search. 

3.2.1 Exhaustive search for data sharing in distributed transmit beamforming 

The exhaustive search can be implemented by checking, for ݇ ൌ 1,⋯  ଵ, all possibleܭ,

integer values of ݊_ሼ݅, ݇ሽ from 0 to ܰ_݇^ܦ subject to ∑ ݊௜,௞௜ 	ൌ 	 ௞ܰ
஽ and finding their optimum 

values so that (6) would be maximized. For example, if ܵ௞
஽ ൌ ሼ1, 2ሽ and ௞ܰ

஽ ൌ 5, then for ݊ଵ,௞ and 

݊ଶ,௞ we must check all possible integer values from 0 to 5 such that ݊ଵ,௞ ൅ ݊ଶ,௞ ൌ 5. In this case, 

the possible values of ݊ଵ,௞ and ݊ଶ,௞ are ሺ0,5ሻ, ሺ1,4ሻ, ሺ2,3ሻ, ሺ3,2ሻ, ሺ4,1ሻ, and ሺ5,0ሻ. In each 

beamforming time interval ௟ܶ
஻, the exhaustive search uses (8) to find the maximum shared data 

between each node and other cooperative nodes and then uses (7) to calculate ݊௟
஻ [24]. 



Approved for public release; distribution is unlimited. 
15 

In general, ܰ ൌ ௞ܰ
஽ and ܮ ൌ |ܵ௞

஽| be the cardinality of ܵ௞
஽. In each time interval ௞ܶ

஽, 

exhaustive search has to check all possible integer combinations of ݊௜,௞’s such that ∑ ݊௜,௞௜ 	ൌ 	ܰ 

for ݅ ∈ ܵ௞
஽. For example, if ܵ௞

஽ ൌ ሼ1,2ሽ, ܮ ൌ 2, and ܰ ൌ 10, exhaustive search has to check all 

possible integer values (from 0 to 10) for ݊ଵ,௞ and ݊ଶ,௞ such that ሺ݊ଵ,௞ ൅ ݊ଶ,௞ሻ 	ൌ 	10 which is 11 

distinct pairs of values, i.e., ሺ0,10ሻ, ሺ1,9ሻ, …, ሺ10,0ሻ. If ௅ܰሺܰሻ indicates the total number of 

distinct ܮ-tuples of integer values for ܮ number of ݊௜,௞ whose sum is ܰ, then, for ܮ ൐ 4, it is hard 

to find a closed form expression for ௅ܰሺܰሻ. We can, however, show that approximately in the time 

interval ௞ܶ
஽, computational complexity of exhaustive search is in the order of ܱሺܰ௅ିଵሻ. Hence, if 

we have ܭଵ number of time intervals and in each time interval ௞ܶ
஽, we have ௜ܰ,௞ ൒ 	 ௞ܰ

஽, then, 

computational complexity of exhaustive search will be on the order of ܱሺ∏ ௞ܰ
௅ିଵ௄భ

௞ୀଵ ሻ where ܰ ௞ ൌ

௞ܰ
஽ and ܮ ൌ |ܵ௞

஽|. 

The use of exhaustive search to find the optimum solution may not be desirable (due to its 

very high computational complexity) unless the number of cooperative nodes is relatively small. 

We may instead use meta-heuristic algorithms such as genetic algorithm or a heuristic method. We 

can, however, use the exhaustive search results as a reference for assessing the performance of the 

proposed heuristic method to solve the problem in (6) - (9). 

3.2.2 A novel heuristic method for data sharing in distributed transmit beamforming 

In our proposed heuristic method [24], first, we use the following two steps to remove those 

unnecessary sets ܵ௞
஽ and ௟ܵ

஻ which don’t influence the problem formulation, data sharing 

optimization, and throughput maximization: 

1. Drop any ௟ܵ
஻ which is not the subset of any set or sets in the data sharing time intervals

since cooperative nodes in that ௟ܵ
஻ will not be able to have common data to beamform

based on the sets in the data sharing time intervals.

2. Drop any ܵ௞
஽ none of whose subsets is a given set in then beamforming stage since the

shared data between cooperative nodes in ܵ௞
஽ cannot be transmitted to the destination

node during beamforming stage.

After removing these redundant sets, the data sharing optimization and throughout 

maximization can be divided in to two steps: 
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1. Since cooperative nodes can in general be mobile, we start from ଵܶ
஽ and then go to ଶܶ

஽

and so on. In each data sharing time interval ௞ܶ
஽ (starting from ଵܶ

஽), we must select a

subset or subsets of cooperative nodes (from set ܵ௞
஽) based on related sets ௟ܵ

஻ and ௟ܰ
஻.

We divide each time interval ௞ܶ
஽ to several disjoint subintervals based on the number

of selected subsets. Now, assume that we have ܭଵ
ᇱ number of subintervals during data

sharing stage ( ௞ܶᇲ
஽  for ݇ᇱ ൌ 1,… , ଵܭ

ᇱ). Correspondingly, we define ܵ௞ᇲ
஽ , ௞ܰᇲ

஽ , ܰ௜,௞ᇲ, and

݊௜,௞ᇲ. For example, if ܵ௞
஽ ൌ ሼ1, 2, 3ሽ, ௜ܵ

஻ ൌ ሼ1,2ሽ, and ௝ܵ
஻ ൌ ሼ1,2,3ሽ, then we divide the

݇-th data sharing time interval to two subintervals ܵ௞ᇲ
஽ ൌ ሼ1,2ሽ and ܵ௞ᇲାଵ

஽ ൌ ሼ1,2,3ሽ.

The values of ௞ܰᇲ
஽  and ௞ܰᇲାଵ

஽  have to satisfy the following constraints: 

௞ܰᇲ
஽ ൅ ௞ܰᇲାଵ

஽ ൑ ௞ܰ
஽

ሺ10ሻ 

௞ܰᇲ
஽ ൑ ௜ܰ

஻ ሺ11ሻ 

௞ܰᇲାଵ
஽ ൑ ௝ܰ

஻ ሺ12ሻ 

We impose the fairness criterion, ௞ܰᇲ
஽ / ௞ܰᇲାଵ

஽ ൌ N୧
୆/N୨

୆ $. Therefore, ௞ܰᇲ
஽  and ௞ܰᇲାଵ

஽  

can be calculated based on the values of ௞ܰ
஽, ௜ܰ

஻, and ௝ܰ
஻ as follows: 

a. If ௜ܰ
஻ 	൅ 	 ௝ܰ

஻ ൑ 	 ௞ܰ
஽, we have ௞ܰᇲ

஽ ൌ 	 ௜ܰ
஻ and ௞ܰᇲାଵ

஽ ൌ ௝ܰ
஻. 

b. If ௜ܰ
஻ 	൅ 	 ௝ܰ

஻ ൐ 	 ௞ܰ
஽, we have

௞ܰᇲ
஽ ൌ ቜ ௞ܰ

஽ ቆ ௜ܰ
஻

௜ܰ
஻ ൅ ௝ܰ

஻ቇቝ, ሺ13ሻ 

௞ܰᇲାଵ
஽ ൌ ቞ ௞ܰ

஽ ቆ ௝ܰ
஻

௜ܰ
஻ ൅ ௝ܰ

஻ቇ቟, ሺ14ሻ 

where ڿ. .ہ and ۀ  functions map a real number to the greatest preceding or the least ۂ

succeeding integer number, respectively. 

We follow a similar procedure as above when we have more than two subsets to find 

the values of ௞ܰᇲ
஽ ’s. After finding ௞ܰᇲ

஽  for each subinterval, we update corresponding 
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௜ܰ
஻ by subtracting ௞ܰᇲ

஽  from that ௜ܰ
஻, i.e., ௜ܰ

஻ ൌ ௜ܰ
஻ െ ௞ܰᇲ

஽  so that in the next 

subintervals, we try to provide as many packets as possible for beamforming time 

intervals based on the remaining ௜ܰ
஻’s. 

 

2. The optimum values of ݊௜,௞ᇲ are computed based on ܵ௞ᇲ
஽ , ܰ௜,௞ᇲ, and ௞ܰ

஽ such that a 

fairness criterion over cooperative nodes is maintained (i.e., the number of transmitted 

packets by source nodes should be proportional to their available data) [24]. Since all 

cooperative nodes have the same ܧ௉ and they have enough packets to share in each data 

sharing time interval, it turns out that ݊௜,௞ᇲ ൌ ሺܰ௜,௞ᇲ ௞ܰ
஽ሻ/∑ ܰ௜,௞ᇲ௜∈ௌೖᇲ

ವ . 

 

3.3  Cognitive multi-mode communications 

One of the key attributes of the WACRs proposed by our team [1] is that they must support 

multi-mode communications over wide spectrum ranges. In recent years, multi-mode operation 

has also been found great interest in emerging 5G communications systems in general. As a result, 

during this project, we considered the problem of multi-mode communications in the general 

setting of 5G networks and proposed a cognitive RAT selection algorithm that can also be adapted 

to satellite and other military communications in future. 

In 5G HetNets, the variedness and availability of network attachment points through 

diversified RATs are expected to continue to mature and evolve. This development will turn the 

classic, and extremely important, user association problem into a complex decision process in 

order to guarantee efficacy and efficiency of the HetNet architecture. Thus, in the following we 

propose a framework for tackling the problem of determining which RAT standard and spectrum 

to utilize and which base stations (BS) or users to associate within the context of 5G HetNets. 

The conventional mechanism for user association in cellular networks is based on the max-

SINR rule. While theoretically this choice should provide the highest channel capacity option to 

the user, in practice it has proven to be insufficient in the context of HetNets [15,16]. Indeed, when 

the architecture of a network includes macro and small-cells (i.e., micro- pico-, femto-cells), the 

reduced coverage of the latter makes them less attractive to the terminal devices regardless of how 

loaded the macro-cells might be, particularly when both network tiers are using the same spectrum. 
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Multi-parametric optimization solutions have been proposed in the literature to overcome 

the limitations of the max-SINR RAT selection approach by combining it with other criteria (e.g., 

cell load). However, the computational complexity of these approaches has made this task very 

difficult [16]. Furthermore, the associated problem of efficient and practical multi-parametric 

modeling (representation of the network state) has not yet been completely solved [17,18]. On the 

other hand, the need for integrating multiple parameters in the optimization of network 

functionalities seems to be a design requirement for future networks. There is increasing agreement 

to look at these parameters under the umbrella of context-awareness [15,18-20]. 

Thus, we propose a distributed cognitive framework for RAT selection for 5G HetNets 

[25]. Each RAT is considered independently by our framework even when several of them are 

concentrated at a single physical node. Our proposed solution implements machine learning 

algorithms in order to satisfy the desired user association perspectives while providing a 

meaningful approach for context-aware multi-parametric modeling that echoes the principles of 

[21]. In particular, our solution advocates the use of cognition at the device-level in order to learn 

optimal, or at least reasonably well-performing, decision policies based on the experience of the 

device itself. Note that, cognition is important since there is no “one-size-fits-all” rule for 

association. 

Figure 6. Machine-learning based cognitive RAT selection framework. 
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As is shown in figure 6, the proposed distributed cognitive framework for RAT selection 

can be segmented into three modules/stages: 

1. Defining the user/network state model: Formulating a system model that is context 

aware can be a daunting task, especially for our case of interest. The state definitions 

must be reasonable across the envisioned heterogeneity and diversity of architectures, 

communication standards, international regulations, applications and protocols and 

deployment needs of future 5G networks. Furthermore, representing these states such 

that the overall processing and memory requirements as well as network overhead 

remain reasonable is important for efficiency. A centralized solution that involves 

bookkeeping all possible states in the core network nodes for all the users and making 

decisions for them, would demand a considerable computational capacity, even for a 

relatively small HetNet. 

 

Thus, it is desirable, to adopt a distributed design and build meaningful user/network 

states at the terminal level. As illustrated in figure 6, in the first stage of our framework, 

we propose clustering of appropriately defined feature vectors as a method for 

autonomously constructing suitable system models for the user association task. The 

choice of the standardized fields (or parameters) for formulating the feature vectors is 

extremely important and requires considerable domain knowledge in order to reduce 

the dimensionality. These features should contain both network-centric and user-

centric information. This approach allows the system models to be custom-made for 

each node because the created cognitive states will depend on the specific situations it 

has experienced. Note also that handling all this information at the device-level 

dramatically decreases the overhead requirements and leads to low-complexity 

algorithms that try to optimize the gains of individual user according to its particular 

needs. 

 

As a result, the user state at any given time n is defined in terms of a collection of 

parameters that characterizes the mobile device and RAT situation in the network at 

that particular time. Such parameters can be collected and grouped as a tuple in order 

to formulate a vector x of d descriptors or features. Thus, we may represent an 
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observation of the user/network state as a point in a d-dimensional feature space. As 

mentioned earlier, the mobile device needs to collect relevant statistics that reflect both 

network state information and user needs/behavior information. The network state 

information could be obtained through Application Programming Interface (API) calls 

to the available network interfaces and broadcast messages, while estimating the user 

behavior might require sensing and packet-level analysis with the corresponding data 

post-processing. 

 

From a machine learning perspective, the feature vectors are simply patterns. These 

patterns can be divided into a set S = {1, …., M} of M groups of similar characteristics 

or clusters, based on some measure of similarity. In our framework, these resulting 

clusters represent different cognitive states the terminal device can be in [25]. Note that 

these states are derived from the past data observed by the terminal device. Thus, the 

proposed approach builds a system model relying on the multi-parametric context 

information contained in the feature vectors. We refer to these states as cognitive states, 

since they are to be learned cognitively by each terminal device. 

 

In our proposed approach, these cognitive states are generated by using the X-means 

algorithm [25]. Note that, the X-means is a clustering algorithm with relatively low 

complexity that, in addition to classifying data into a set of clusters, attempts to estimate 

the number of clusters M from data itself [1]. 

 

2. Detecting the cognitive states: The set of all possible system states S is the set of 

clusters from the first stage, obtained using the X-means algorithm (see figure 6). The 

current state st is the mapping of a current feature vector observed by the terminal 

device to one of those clusters. This mapping is done using the k-Nearest Neighbors 

algorithm.  

 

We define the set of actions to be the set of available RATs. At time t, each device must 

determine the best RAT association based on an observed feature vector xt. Although 
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there exist many supervised classification techniques to classify a new feature vector 

xt into one of the cognitive states represented by clusters created by the X-means 

algorithm in the previous section, we advocate for the use of possibly the simplest 

approach, the k-Nearest Neighbors (kNN) algorithm [1]. The kNN rule assigns the new 

feature vector xt to the m-th class to which the majority of k closest training feature 

vector(s) belong. 

 

As depicted in figure 6, in our proposed approach, the training vectors and classes are 

supplied by the clustering stage preceding the kNN classifier. Let yt be a tuple of feature 

vectors collected at decision time t by the terminal device. Then, the classification rule 

is a deterministic function that maps each feature vector in yt to a cognitive state (i.e., 

the clusters). Hence, the output of the classifier is essentially the set of possible 

cognitive states the device may reach at the next time instant. 

 

3. Learning an effective user association policy: The final goal is to obtain a decision 

policy to pick the best action (i.e., to associate with a RAT) given the state of the 

terminal [25]. We may assume that the terminal device is able to recognize the 

cognitive state that corresponds to the currently active RAT association and denote it 

by st. Let At denote the set of actions available to the device at time t, where actions at 

are identified as the available RATs. Choosing an action implies enforcing standard-

specific procedures (i.e., network entry, handover, etc.) necessary for the new 

association. Notice that in our framework, the set of states reachable by the device at 

time t+1, depends on the chosen action at time t. 

 

As shown in figure 6, the third stage of our proposed framework relies on the model 

generated in the first stage to learn a good association policy. Specifically, we propose 

the use of the Q-learning algorithm for this reinforcement learning stage [25]. The Q-

learning algorithm maintains a Q-table of values that represent a quantification of the 

goodness of taking a particular action when in a given state [1,22,23]. Each table entry, 

Q(st,, at), is associated with a state-action pair st and at. In our case, each Q-value is a 

measure of the “quality” of switching the currently active RAT association to either a 
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different RAT or keeping it unchanged. Note that, provided we defined the states as 

multi-parametric representations, the Q-Learning algorithm decisions are inherently 

context-aware. 

Since the user association problem requires multi-objective optimization that jointly 

maximizes the user perceived average throughput and Quality of Service (QoS) while 

minimizing service interruptions due to mobility conditions, we define the reward 

function as [25] 

(15) 

where 

(16) 

with 

1. Rt is the delayed reward function computed at instant t that evaluates the

consequences of the action at taken at instant t while in state st-1 that led to the

current state at.

2. U(. ) is the Heaviside step function to ensure that Rt(. ) is non-negative.

3. β, λ and ζ are arbitrary coefficients defined on the interval [0,1].

4. g(.), h(.) and c(.) are suitably defined non-decreasing reward and cost functions of

network performance metrics. g(.) and c(.) are also restricted to be non-negative.

The Q-values are then updated as 

(17) 

Once the Q-table is learned, the actions are selected according to: 
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(18) 

The novelty in the proposed approach is that the set of states are learned by the device itself 

and the number of states is also learned rather than pre-specified. This implies that a terminal, after 

collecting data during a training period, may formulate a system characterization and optimize its 

own association decisions without any external intervention.  

4 RESULTS AND DISCUSSION 

      Cognitive Anti-Jamming and Interference Avoidance Communications 

Protocols to switch operating sub-band after getting jammed/interfered 

We start with the simple case in which a single WACR attempts to avoid a single sweeping 

jammer. Assume the WACR operates over a spectrum range of 200MHz in real-time and scans 

40MHz-wide sub-bands at a time. In this case, there are 5 states and 5 actions. Note that, the action 

is the sub-band it selects for sensing and transmission during the next time instant to escape the 

jammer. The jammer sweeps the 200MHz-wide spectrum from lower frequency to higher 

frequency. The proposed cognitive anti-jamming technique was tested in two spectrum ranges: 

2GHz-2.2GHz band and 3GHz-3.2GHz band. 

In the presence of the sweeping jammer and the absence of any other interference the optimal 

sub-band selection policy to avoid the jammer is intuitive: The WACR should cyclically shift to 

the sub-band that is adjacent to the current sub-band from the lower frequency side. For example, 

if the WACR is currently sensing sub-band 5, it should choose sub-band 4 in order to avoid the 

jammer for the longest amount of time possible as shown on Table 1. 
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Table 1. ࡽ-table with optimal anti-jamming policy. 

 5 4 3 2 1 ܽ ݏ

1 0 0 0 0 max ܳ-value 

2 max ܳ-value 0 0 0 0 

3 0 max ܳ-value 0 0 0 

4 0 0 max ܳ-value 0 0 

5 0 0 0 max ܳ-value 0 

Results from our tests show that our WACR can indeed learn the above optimal sub-band 

selection policy to avoid deliberate jamming. Tables 2 and 3 show the ܳ-tables learned by the 

WACR, while operating in the 3GHz-3.2GHz band and the 2GHz-2.2GHz band, respectively [8]. 

In these experiments, user defined minimum required bandwidth in a sub-band is 30MHz.  

Table 2. Learned ࡽ-table in the 3 GHz to 3.2 GHz band. 

 5 4 3 2 1 ܽ ݏ

1 0.0461 0.0956  0.2907 0.4676 4.6945 

2 4.8770 0.0830 0.2008 0.2872 0.9495 

3 0.8342  4.6882 0.1628 0.2097 0.2882 

4 0.3272  0.7844 4.5411 0.0645 0.2087 

5 0.2048  0.7756 0.7705 4.5520 0.0851 

Table 3. Learned ࡽ-table in the 2 GHz to 2.2 GHz band. 

 5 4 3 2 1 ܽ ݏ

1 0.0971  0.3677 0.4801 0.4254 1.0584 

2 1.5785  0.2964 0.1780 0.3003 0.6007 

3 0.4680  1.4561 0.0940 0.1792 0.30792 

4 0.3332  0.2704 1.4148 0.1881 0.1898 

5 0.3323  0.5728  0.4249  1.2130  0.1328 
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Clearly, these ܳ -tables show that our proposed reinforcement learning based sub-band selection 

algorithm can indeed learn the sweeping jammer’s behavior and perform as an effective cognitive 

anti-jamming and interference avoidance protocol. The ܳ-tables in Tables 2 and 3 show that if the 

system were to exploit (choose the actions resulting in the greatest reward), it will indeed choose 

the optimal sub-band that follows our intuition as previously mentioned and as shown in Table 1.  

In a multi-agent scenario, the goal for each WACR is to learn the pattern of behavior of the 

jammer as well as other WACRs using the ܳ-learning algorithm. Each time the WACR gets 

jammed or faces an interference, it will select a new operating sub-band that has an idle bandwidth 

that is at least equal to β. The selected new sub-band must have low interference for the longest 

amount of time with high probability. Once the desired idle bandwidth condition is violated in the 

current sub-band due to an interferer or a jammer, the WACR will select another sub-band 

according to the decision policy in (2). 

To evaluate its performance, the proposed cognitive anti-jamming and interference-avoidance 

policy in multi-agent environment is compared with a random sub-band selection scheme in which 

all sub-bands are selected with equal probabilities. As our performance metric, we use the 

normalized accumulated reward, defined as [8-11] 

ܴே ൌ
1
ܰ
෍ݎሺݏሾ݊ሿ, ܽሾ݊ሿሻ

ே

௡ୀଵ

, 										ሺ19ሻ 

where ݎሺݏሾ݊ሿ, ܽሾ݊ሿሻ represents the immediate reward of taking action ܽሾ݊ሿ when in state ݏሾ݊ሿ and 

ܰ is the number of iterations. Note that, the rewards in (15) are those that achieved after the 

convergence of the ܳ-table.  

In our simulations for the multi-agent scenario we considered 2 test cases [10]. The first case 

assumes two WACRs and a sweeping jammer. The operating frequency band is taken to be from 

2.0 to 2.2 GHz. This gives a total of 5 sub-bands each with a bandwidth of 40 MHz. In the second 

case, we assume three WACRs besides the sweeping jammer. The spectrum of interest in this case 

is taken to be from 2.0 to 2.4 GHz. This gives 10 sub-bands each with a bandwidth of 40 MHz. 

For any 2 units, having a short distance in-between, implies that the transmission of one will be 

received by the other with a high signal strength causing high interference impact if both are 



Approved for public release; distribution is unlimited. 
26 

operating on the same sub-band. We have used a continuous signal that sweeps the spectrum of 

interest from the lower to the higher frequency as the jammer. 

Figure 7. Normalized accumulated reward of WACR1 and WACR2: Test case 1. 

Figure 7 shows the normalized accumulated reward achieved by the first and second WACR 

(WACR1 and WACR2) with the proposed policy and random action policy in test case 1 [10]. 

Note that, since there are 5 available sub-bands, the maximum immediate reward possible in this 

case is 1 msec.  However, if we consider the interference caused by the transmission from other 

WACRs, it could affect the above maximum possible reward. From figure 7, the performance of 

the proposed policy lies somewhere between 75% to 90% of the above maximum possible reward 

of 1 msec. On the other hand, the random selection policy achieves only about 60% of the above 

maximum possible performance. These results show that the proposed policy can indeed provide 

noticeably better performance than simply selecting random sub-bands. 

Next, we applied our proposed anti-jamming algorithm to the second test case in which there 

are 3 WACRs operating over 10 sub-bands. In this case, the maximum possible reward for a single 

WACR should be 2.25 msec since there are 10 sub-bands in the system. Figure 8 compares the 



performance of the proposed policy for the first WACR (WACR1) with the random selection 

policy in test case 2. From figure 8 we observe that the proposed policy can achieve about 73% of 

the above mentioned maximum possible performance while the random selection policy can 

achieve only about 48%. Clearly, these results show that the proposed ܳ-learning based sub-band 

selection policy can be an effective cognitive anti-jamming and interference avoidance protocol 

[10]. 

Figure 8. Normalized accumulated reward of WACR1 and WACR2: Test case 2. 

   Protocols to switch operating sub-band just before getting jammed/interfered 

In evaluating the performance of cognitive anti-jamming and interference-avoidance 

stochastic game that enable the WACR to switch the operating sub-band before gets jammed/

interfered, the same performance metric in (15) is used, where ݎሺݏሾ݊ሿ, ܽሾ݊ሿሻ represents the 

immediate reward of taking action ܽሾ݊ሿ when in state ݏሾ݊ሿ for the transmission operation as 

shown in figure 4. 
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Table 4. Normalized accumulated reward values for different simulation scenarios 
(possible max reward). 

Test 
Case 

Scenario Possible 
max. 

reward 

WACR 1 WACR 2 WACR 3 WACR 4 

1 1 WACR and 
5 Sub-bands 

4 Proposed: 3.9 
Random: 2.5 

2 2 WACRs and 
6 Sub-bands 

4-5 Proposed: 2.9 
Random: 0.5 

Proposed: 3.5 
Random: 0.5 

3 4 WACRs and 
16 Sub-bands 

11-15 Proposed: 7.8 
Random: 2.1 

Proposed: 9.5 
Random: 1.4 

Proposed: 9.5 
Random: 1.4 

Proposed: 8.7 
Random: 1.4 

Table 5. Normalized accumulated reward values for different simulation scenarios 
(probability of getting jammed). 

Test 
Case 

Scenario WACR 1 WACR 2 WACR 3 WACR 4 

1 1 WACR and 
5 Sub-bands 

Proposed: 0.92% 
Random: 1.79% 

2 2 WACRs and 
6 Sub-bands 

Proposed: 3.59% 
Random: 56.19% 

Proposed: 5.64% 
Random: 56.23% 

3 4 WACRs and 
16 Sub-bands 

Proposed: 4.52% 
Random: 61.28% 

Proposed: 6.12% 
Random: 69.37% 

Proposed: 4.32% 
Random: 69.37% 

Proposed: 8.16% 
Random: 67.06% 

In all experiments a sweeping jammer is considered that sweeps the spectrum of interest from 

the lower to the higher frequency. Tables 4 and 5 summarize the obtained values of normalized 

accumulated reward and probability of getting jammed for all test cases, respectively [11].  

The first experiment assumed a single WACR that operates over 5 sub-bands. The maximum 

possible reward for a single WACR is 4 time steps since there are 5 sub-bands in the system. Figure 

9 shows that the proposed policy achieves about 97% of the maximum possible reward, while the 

random policy can achieve only about 61%.  

Figure 10 shows the normalized accumulated reward for the second experiment, where 2 

WACRs and 6 sub-bands were considered. The achieved accumulated reward of the proposed 

policy for both WACRs lies between 64% to 70% of the maximum possible reward. On the other 

hand, the random selection policy achieves only about 10% of the maximum possible performance. 
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In addition, as can be seen from Table 5, the proposed algorithm has a very low probability of 

getting jammed, while the random policy has a 56% probability of getting jammed.  

Figure 9. Normalized accumulated reward values for test case 1. 

Figure 10. Normalized accumulated reward values for test case 2. 
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Finally, the third experiment assumed 4 WACRs operating over 16 sub-bands. As shown in 

Figure 11 and Table 4, the proposed algorithm achieves an acceptable normalized accumulated 

reward value between 58% to 73% of the maximum possible reward. The random policy on the 

other hand, achieves only 15% of the maximum possible reward. Moreover, the proposed policy 

significantly outperforms the random policy in terms of the probability of getting jammed as 

shown in Table 5. 

Figure 11. Normalized accumulated reward values for test case 3. 

Cognitive cooperative communications: 

To evaluate the performance of the exhaustive search and the proposed heuristic method 

to solve the data synchronization problem (6) – (9) for distributed beamforming, we considered 2 

example scenarios which include multiple cooperating nodes and one destination node. 
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Figure 12. Timing schedule for 4 nodes in the 1st scenario. 

 

In scenario 1, we assumed that there are 4 cooperative nodes (with ௜ܰ ൌ 40 packets for ݅ ൌ

1, 2, 3, 4) and a single destination node timing schedule is shown in figure 12. The values of 

parameters are given in Table 6.  

 

Table 6. The parameter values for the two simulation scenarios. 

Parameter Value of scenario 1 Value of scenario 2 

 3 4 ܯ

,ଵܭ  ଶ 2,2 4,4ܭ

ଵܰ
஽, ଶܰ

஽ 22, 10 Packets 10, 20 Packets 

ଷܰ
஽, ସܰ

஽ N/A, N/A 20, 40 Packets 

ଵܵ
஽, ܵଶ

஽ {1,2,3,4}, {1,2} {1,2}, {1,3} 

ܵଷ
஽, ܵସ

஽ N/A, N/A {2,3}, {1,2,3} 

ଵܰ
஻, ଶܰ

஻ 10, 100 Packets 10, 30 Packets 

ଷܰ
஻, ସܰ

஻ N/A, N/A 10, 30 Packets 

ଵܵ
஻, ܵଶ

஻ {1,2}, {3,4} {1,2}, {1,3} 

ܵଷ
஻, ܵସ

஻ N/A, N/A {2,3}, {1,2,3} 

 

 

Exhaustive search shows that scenario 1 in figure 12 has one optimum and fair solution 

with the maximum throughput of 32 packets. The optimal non-zero values of ݊௜,௞ (in packets) are 

as follows: 	݊ଷ,ଵ ൌ 	11, ݊ସ,ଵ ൌ 	11, ݊ଵ,ଶ ൌ 	5,	and ݊ଶ,ଶ ൌ 	5. 
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Figure 13. Timing schedule for 3 nodes in the 2nd scenario. 

 

In scenario 2, we assume that there are 3 cooperative nodes (with ௜ܰ ൌ 100  packets for 

for ݅ ൌ 1, 2, 34) and a single destination node. The timing schedule for the scenario 2 is shown in 

figure 13. The values of assumed simulation parameters are given in Table 6. This scenario has 

one fair and optimum solution with the maximum throughput of 80 packets. The optimum non-

zero values of ݊௜,௞ (in packets) corresponding to this solution are as follows: ݊ଵ,ଵ ൌ 	5, ݊ଶ,ଵ ൌ 	5,

݊ଵ,ଶ ൌ 	10, ݊ଷ,ଶ ൌ 	10, ݊ଶ,ଷ ൌ 	5, ݊ଷ,ଷ ൌ 	5, ݊ଵ,ସ ൌ 	15, ݊ଶ,ସ ൌ 	10,	and ݊ଷ,ସ ൌ 	15. 

 

Table 7. The total number of transmitted packets in two scenarios by the exhaustive 
search and the proposed heuristic method. 

 Scenario 1 Scenario 2 

Exhaustive 32 80 

Heuristic 30 80 

 

 

Table 7 shows the total number of transmitted packets during distributed transmit 

beamforming in the above two scenarios by exhaustive search and the proposed heuristic method. 

As it is seen, exhaustive search has the best performance (i.e., highest number of transmitted 

packets) with the highest computational complexity (since it checks all valid integer values of 

݊௜,௞). The heuristic method has a very low computational complexity while it has an excellent 

performance compared to the exhaustive search. 
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Cognitive multi-mode communications 

To evaluate the proposed framework for user association in a multi-agent environment, we 

conducted several MATLAB simulations. The cognitive system models for each client node in our 

simulations were created using 3-dimensional feature vectors formed by the descriptors Peer 

identification (ID), i.e., base station ID (BSID) index, downlink SINR, and the downlink Cell Load 

(i.e., an average of radio resource utilization). An example is presented in figure 14, where each 

cluster represents regions of combinations of downlink (DL) SINR and Cell Load across two 

different network attachment points. 

Figure 14. X-means clustering of feature vectors formed by Peer ID, SINR and BS 

Load. Both the SINR and BS Load values have been scaled by a factor of 0.1. 
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Our simulations compared the network behavior of different user association mechanisms 

under common RF and node mobility conditions. We restricted our implementation to the DL 

transmission and have assumed that there is no interference. 

At each simulation time step, the SNRs of the client nodes relative to each serving 

node are recomputed according to (16), using the propagation parameters of table 8: 

SNRdB = PdBm - PL(d)dB - NdBm (20)    

where, PdBm is the serving node transmit power in dBm, PL(d)dB is the path loss of the 

wireless link assuming log-normal fading [26], and NdB denotes the client node Noise Floor in 

dBm. 

Table 8. Log-normal fading propagation model parameters. 

Let I and J denote the total number of client nodes and serving nodes in the simulation, 

respectively. Note that, the decisions of the i-th client node, for ݅	 ∈ ሼ1, …  ሽ, associated to the j-thܫ

serving node, for ݆	 ∈ ሼ1, …  ሽ, will affect its load. Letܬ
req

iT be the required throughput of the i-th 

client node. Let 
max

ijT be the mapping of SNR values to the maximum theoretical throughput 

according to the LTE (Long-term Evolution) standard [27]. Then, assume a time-sharing 

scheduling mechanism that allocates to each connected client node a time-slice according to the 

following proportion: 
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(21) 

where 
)(. ji

denotes summation over all the client nodes currently associated to the j-th

cell. The average cell load Lj of the j-th cell is defined as 

(22) 

In our simulations, the individual rewards obtained by the client node i after each decision 

instant t were computed using the following simplified form of the reward function presented 

above: 

(23) 

where β = 0:001 is chosen for convenience, and 

(24) 

Figures 15 and 16 present results corresponding to one of the network simulations [25]. 

We have considered 2 LTE serving nodes and 3 client nodes. The client nodes were configured 

with high traffic rate requirements (i.e., 40req
iT Mbps), and a random walk-based mobility 

model was assumed. In figure 15, the aggregated rewards computed by Q-Learning are compared 

with the ones obtained by a random decision mechanism and with the max-SINR rule. Figure 16 

shows the comparison for the smoothed cell load is presented for each case. The smoothing 

operation is necessary because the cell load can be very noisy and difficult to interpret when a 

large number of simulation time steps are used. To reduce the effects of these fluctuations, we 

smoothed the original cell load values using an averaging rectangular sliding window of size W.  
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Figure 15. Simulation results for 3-client 2-serving node scenario in term of the 

normalized network rewards after convergence. 

 

These results show that the Q-learning outperforms both other decision mechanisms. Q-

learning obtained, on average, ~30% higher rewards than the max-SINR algorithm and ~10% 

higher rewards than the random decision mechanism. This is, evidently, a direct consequence of 

achieving a better network load balancing. Moreover, on average, the random decision mechanism 

generated more than 3 times the overhead of the Q-learning mechanism. 
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Figure 16. Simulation results for 3-client 2-serving node scenario in term of the 

smoothed cell load per decision mechanism using a smoothing window size of W = 21. 

 

 

 

 

 



Approved for public release; distribution is unlimited. 
38 

5 CONCLUSIONS 

During this project, we developed two different types of cognitive anti-jamming and 

interference-avoidance communications protocols based on Q-learning that are suitable for multi-

agent environments. In the first policy, the WACR selects a new operating sub-band that will lead 

to the longest possible uninterrupted transmission at any time it gets jammed or faces an 

interference. The simulation showed that, with the first approach, the WACR was able to 

successfully infer the jamming pattern and learn the optimal sub-band selection policy for 

jamming/interference avoidance. Moreover, it was shown through analysis and simulations that 

the first policy has low computational complexity and significantly outperforms the random sub-

band selection policy. 

The second cognitive anti-jamming and interference avoidance communications protocol 

allows each WACR to predict and avoid jamming attacks as well as interference from other radios. 

In this framework, each WACR has to perform two operations: sensing and transmission. The 

objective of the sensing operation is to track the jammed sub-bands. On the other hand, the 

transmission operation determines when to switch the operating sub-band and to where. Each 

operation uses Q-learning algorithm to learn optimal or near optimal policy. When compared with 

random selection policy, simulation results showed that the second policy has a very low 

probability of getting jammed and acceptable value for accumulated reward. 

In this project, we also initiated the study of cognitive cooperative communications 

protocols suitable to achieve distributed transmit beamforming. As a practical approach, we 

divided the distributed transmit beamforming in to two stages and considered the problem of data 

synchronization among cooperative nodes in order to maximize the transmitted data throughput 

during distributed transmit beamforming. We formulated this as an optimization problem whose 

exhaustive search solution appears to be computationally too demanding. As an alternative, we 

proposed a novel heuristic method. Simulation results showed that the proposed heuristic method 

has a very low computational complexity while it has an excellent performance compared to the 

exhaustive search. 

Motivated by the key attribute of WACRs as defined in [1], we also investigated cognitive 

multi-mode communications protocols that can be applicable in a wide range of applications 

including 5G networks as well as autonomous military communications systems. We developed a 

distributed cognitive framework based on machine learning for the RAT association problem in 
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the specific context of 5G HetNets. Our proposal was shown to be able to learn simple state 

representations out of the terminal experience and user behavior, reducing the complexity of the 

core network design requirements. Moreover, it allows multi-objective optimization of the 

association decisions while incurring minimal network overhead. Our network simulation results 

showed the benefits of the proposed framework compared to alternative decision methods in a 

multi-agent environment. These results show that the proposed machine-learning based approach 

can indeed be the basis for highly adaptable multi-mode cognitive communications protocols 

suitable for autonomous satellite and military communications networks. 

 

 

6 RECOMMENDATIONS 

The machine-learning aided cognitive anti-jamming communications protocols developed 

and evaluated during this project showed that WACR may use multi-agent reinforcement learning 

(MARL) to obtain effective and efficient decision policies to the underlying stochastic games. 

These promising results justifies further research on the wideband autonomous cognitive radio 

technology proposed by the University of New Mexico as a viable candidate for future space and 

satellite communications of interest to the Air Force [1]. Thus, it is recommended that further basic 

research on WACR technology and cognitive communications protocols as well as applied 

Research & Development (R&D) efforts in translating this technology to develop prototypes be 

continued. 

The cognitive cooperative communications protocols, whose study was initiated during 

this project, are some of the most promising future research directions. We have laid out a roadmap 

for practical implementation of distributed transmit beamforming and provided an example 

solution approach for data sharing problem that is at the first stage of this approach. It is highly 

recommended that this be pursued to develop practical distributed transmit beamforming protocols 

that can be implemented on WACRs proposed by UNM in order to meet the needs of future Air 

Force and Department of Defense (DoD)satellite communications systems. 

Finally, we demonstrated that machine-learning based approaches can be the basis for 

highly adaptable multi-mode cognitive communications protocols suitable for autonomous 

satellite and military communications networks. Development of the proposed WACR technology 
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can thus provide a viable and robust solution to the long-standing problem of interoperability of 

communications systems among the DoD community.  

As more and more nations develop advanced communications and radar technologies, the 

combination of traditional as well as evolving spectrum challenges requires future communications 

technologies to be intelligent, self-aware and spectrally agile. The wideband autonomous cognitive 

radios proposed in [1] and pursued in this project are radios with these defining characteristics that 

will allow autonomous radio communications over non-contiguous wide spectrum bands in the 

presence of adverse conditions. As a result, our proposed WACR technology has the potential to 

revolutionize the future communications systems. Thus, it is recommended that further research 

on all aspects of WACR technology proposed by University of New Mexico (UNM) be pursued 

in order to bring this promising communications technology to maturity.
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5G 5th Generation 

API Application Programming Interface 

B Bandwidth 

BS Base Station  

BSID  Base Station ID 

DL Downlink 

DoD Department of Defense 

HetNets Heterogeneous Networks 

ID Identification  

kNN k-Nearest Neighbors 

LTE Long-term Evolution  

MARL Multi-agent Reinforcement Learning 

MDP Markov Decision Process 

NP Neyman-Pearson 

்ܲ Transmitted Power 

QoS Quality of Service 

R Packet Rate  

RAT Radio Access Technology 

R&D  Research & Development 

RF Radio Frequency   

RFI Radio Frequency Interference  

RL Reinforcement Learning  

SINR Signal-to-Interference-plus-Noise-Ratio 

SNR Signal-to-Noise-Ratio 

UNM University of New Mexico 

WACR Wideband Autonomous Cognitive Radio 
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