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1. Introduction
Uncertainty quantification (UQ) is needed to systematically account for the uncer-
tainties in computational models and to express how these predictions may deviate
from the ground truth. It is thus important for the US Army Research Laboratory
(ARL) in its own work in computational prediction. However, the 2015–2016 As-

sessment of the Army Research Laboratory has noted,1 “A challenge that cuts across
the predictive simulation sciences portfolio [at ARL] is the lack of cutting-edge
R&D [research and development] efforts in validation, verification, and uncertainty
quantification.” Because of this assessment, efforts have begun to address this lack
of routine UQ practice in modeling and simulation at ARL. A part of these efforts
has been to survey the current state of the art in UQ, especially with regard to meth-
ods and software, and to examine the extent to which this state of the art is capable
of addressing problems of interest to the Army. This report contains several results
from this survey.

The structure of this report is as follows. Sections 2 and 3 are essentially introduc-
tory and are primarily for providing the background information needed in later
portions of the report. The first of these introductory sections is an overview of
UQ and its various methods. The second of these discusses issues pertaining to the
use of UQ software on the Army’s high-performance computing (HPC) systems,
especially the issues that arise when interfacing UQ software with “black-box” ap-
plications that run on parallel HPC clusters. Section 4 is a survey of existing UQ
software. It includes both applications and libraries, and it outlines not only the ca-
pabilities of these works of software, but how each of them interfaces with external
applications on HPC systems. Finally, Section 5 discusses an application of UQ to
a very typical example of an Army-relevant problem, namely the modeling of the
dynamic penetration of armor.

2. Overview of Uncertainty Quantification
To introduce some of the concepts that will be mentioned and discussed in later
sections of this report, a brief overview of UQ is provided here. First, we discuss
the classification of uncertainties and its practical importance for UQ. After this,
we describe the forward and inverse problems of UQ. Forward UQ is the problem
of how uncertainties in the input of a computational model propagate to its output.
Inverse UQ, on the other hand, is the problem of how to determine both the input
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parameters of a computational model and their uncertainties, given some experi-
mental values that this model is meant to at least approximately reproduce. This
overview then concludes with a discussion of topics that are frequently involved
with UQ, even if they are not in principle a necessary part of it.

2.1 Classification of Uncertainties
Uncertainties are typically classified into aleatoric and epistemic. Aleatoric un-
certainties cannot realistically be reduced by performing additional experiments.
Rather, they are attributed to inherent randomness in the physical world. On the
other hand, epistemic uncertainties are due to lack of knowledge.2 As an example
of both kinds of uncertainty, one may suppose the existence of a material whose mi-
crostructure varies from sample to sample. If there are a large number of samples,
then the mean values of the elastic parameters associated with the material can be
readily assessed, as well as the variance or other statistical measures of the distribu-
tion of parameters. The uncertainty in the parameters is aleatoric. However, if only a
few samples are available, then the mean value determined from these samples may
not be representative of the properties of future samples, and the variance in the ma-
terial’s properties becomes difficult or impossible to characterize. This uncertainty
is epistemic.

In principle, the distinction between aleatoric and epistemic uncertainty is impre-
cise. For example, seemingly random behavior could have a deterministic expla-
nation that is merely currently unknown. One could also argue that if one were to
know the exact microstructure of a given sample of material, then the parameters
that characterize it could be determined precisely, regardless of the variations across
samples.

In practice, though, the difference between the 2 kinds of uncertainties is that the
former is typically treated within a classical probability framework. For example,
the aleatoric uncertainty of a continuously variable parameter would be character-
ized by a probability density function (e.g., a Gaussian bell curve).2 By contrast,
epistemic uncertainty is often treated in an alternative framework where, for exam-
ple, the most one may be able to say about a particular parameter is that it likely is
somewhere within an interval, and it may be unclear how likely it is to be within a
particular subset of that interval. Accordingly, different UQ methods are often used

2
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for the different kinds of uncertainties.3,4∗

2.2 Uncertainty Propagation
Uncertainty propagation is the estimation of how uncertainties in the inputs of
a computational model manifest themselves as uncertainties in the quantities of
interest (QoI) output by the model. The choice of propagation methods depends
on whether the uncertainty in model inputs is aleatoric, epistemic, or both. Three
common classes of uncertainty propagation methods for aleatoric uncertainties are
Monte Carlo sampling methods, stochastic expansion, and reliability methods. For
epistemic uncertainties, interval analysis and Dempster-Shafer evidence theory may
be employed.

Monte Carlo sampling methods are perhaps the most straightforward. Probability
distributions are specified for model inputs, and the inputs then are randomly sam-
pled accordingly. For each sample of random inputs, the model produces corre-
sponding values for the QoI. Given enough samples, one may obtain a probability
distribution of each QoI. The method is simple and robust,6 and it does not suffer
from the so-called “curse of dimensionality”, that is, its rate of convergence is inde-
pendent of the number of parameters in a model.7 However, it has 2 disadvantages.
First, the convergence rate to the true probability distribution isO(1/

√
Nsam), where

Nsam is the number of samples.8 Second, the number of samples may be so high as
to be computationally infeasible, especially if the computational model under con-
sideration is expensive2 or if the tails of the probability distribution of the QoI need
to be accurately characterized.6 The computational feasibility may be improved to
some degree by using sampling techniques that are not purely random. For example,
while purely random sampling can lead to clumping of samples within the space of
possible inputs, Latin hypercube sampling (LHS)9 leads to a more even distribu-
tion of samples. On the other hand, importance sampling10 deliberately samples
some regions of the space of possible inputs more densely, such as the ranges of in-
puts that would cause a QoI to exceed some threshold indicating failure,4 and then
compensates for the sampling bias when calculating moments of the probability
distribution(s) of the QoI.

In stochastic expansion methods, the model output is expressed as a linear combi-

∗However, O’Hagan and Oakley have made arguments made for treating epistemic uncertainty
within a classical probability framework.5
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nation of basis polynomials. These methods include polynomial chaos and stochas-
tic collocation.4 In polynomial chaos methods,11 the basis consists of orthogonal
polynomials that are functions of the model inputs. The forms of these polynomi-
als depend upon the probability distributions of the model inputs. The coefficients
of the expansion are integrals that may be determined numerically, with the com-
putational model evaluated at the quadrature points. Alternatively, the coefficients
may be determined via regression. Once the coefficients are found, the moments of
the probability distribution of the model output are available in closed form. The
probability distribution itself may also be estimated.4 In stochastic collocation, the
basis consists of (possibly piecewise) polynomials that interpolate over model in-
puts sampled on regular (and possibly sparse) grids. The expansion coefficients are
values of the model output at those model inputs, and possibly values of partial
derivatives of the model output at those model inputs as well, depending on the
means of polynomial interpolation. Moments of the probability distribution of the
model output are again available in closed form,8 and again, the probability distribu-
tion of the model output may also be estimated.4 Stochastic expansion methods can
potentially require far fewer evaluations of the model than Monte Carlo sampling
methods, especially if the number of model inputs is relatively small, about 5 to
10 or so.6 Stochastic expansion methods, though, can suffer a curse of dimension-
ality, where the computational cost explodes as the number of model parameters
m increases. For example, a full k-order grid used for quadrature or interpolation
has km points. Use of a sparse grid can mitigate the curse of dimensionality but not
remove it entirely; the number of points in a Smolyak sparse grid scales as klog m

when employing a k-order rule.11

The above methods for accounting for aleatoric uncertainties are capable of provid-
ing estimates for the whole probability distribution of the QoI. However, often what
is desired is an estimate of the probability that the QoI will exceed some threshold,
indicating failure of the system being modeled. To determine this without determin-
ing the full probability distribution of the QoI, reliability methods4,8,12 are used.

A common, though problematic, approach for dealing with epistemic uncertainty
in a model input is to simply assume that possible values for the input are within
some interval and that each possible value is as likely as any other. Then methods
such as those described previously, which are suited for aleatoric uncertainties, are
used. This approach, though, may underestimate the likelihood that a model will
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predict an extreme value for a QoI, one that may indicate high stress or even failure
of a system.3 One method of avoiding this pitfall is to use interval analysis. In this
method, it is still assumed that the possible values of each model input are within
some interval, but there is no assumption that one random value in that interval is
just as probable as another. The output of this analysis is a set of intervals, one for
each QoI, rather than a probability distribution. Interval analysis employs optimiza-
tion algorithms to determine the extrema of the QoI given the ranges of possible
input values,4 and these algorithms may be subject to a curse of dimensionality. For
example, the UQ software Dakota uses the DIRECT algorithm in its implementa-
tion of one of its interval analysis methods,13 and this algorithm is limited to about
20 dimensions (i.e., model inputs).14

A method for accounting for epistemic uncertainty that goes beyond interval analy-
sis is Dempster-Shafer evidence theory.3 Here, a model input can instead be within
one or more intervals, rather than just a single one as in interval analysis. Associ-
ated with each interval is a so-called “basic probability assignment” (BPA), which,
despite its name, is not the same as a classical probability and has been described
as a measure of subjective belief instead. Obtaining BPAs is an ongoing research
problem, and several methods of determination have been discussed in recent lit-
erature.15,16 Once BPAs have been assigned to model inputs, uncertainty measures
can then be determined for the QoI calculated from the model. Typically, these take
the form of lower and upper bounds, respectively, on the probability distribution of
a QoI.3,4

2.3 Inverse Problems
Typically, a computational model has various input parameters. Some or all of these
may be estimated via a calibration process, where experimental values of QoI are
collected and then the parameters of the model are fitted so that it approximately
reproduces the experimental results. This fitting is not necessarily a form of UQ.
Fitting is often ad hoc, with uncertainty in the fitted parameters only roughly taken
into account through noting discrepancies between the model predictions and the
experimental values used to calibrate the model.17 However, there are more formal
methods, which may be classified as either frequentist or Bayesian, that do provide
measures of the uncertainty in the parameters.

In frequentist methods of model calibration, the model parameters are not taken to
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be random variables, but rather as fixed but unknown values, while the experimental
values are taken to be subject to random errors. A common example of a frequentist
method would be ordinary least-squares (OLS) minimization, which estimates the
values of the model parameters to be those that minimize the sum of the squared
differences between the experimental values and the model predictions that corre-
spond to them. Unlike the “true” values of the model parameters, these estimates
are instances of random variables, and ones with Gaussian probability distributions.
However, these distributions reflect the uncertainty in the estimation process itself
and may not be appropriate to use as inputs to the aleatoric uncertainty propagation
methods described in Section 2.2.2

In Bayesian methods of model calibration, the model parameters are taken to be
random variables, and the goal of these methods is to estimate the probability dis-
tributions of the parameters. This is often done via a family of Monte Carlo methods
called Markov chain Monte Carlo (MCMC) methods. All of the algorithms in this
family of methods entail generating chains of random states in which the last state
depends on the previous one, but the details of these algorithms have various advan-
tages and disadvantages. For example, the MCMC algorithms called Hamiltonian
Monte Carlo (or alternatively, Hybrid Monte Carlo) use gradients of the outputs of
the computational model in order to efficiently sample the regions of the space of
model parameters that contribute the most to the parameters’ probability distribu-
tion. These algorithms also tend to scale better with the number of model parame-
ters than other MCMC algorithms. However, if one is working with black-box com-
puter models (e.g., proprietary applications), the gradients may not be available, and
other approaches, such as various forms of the Metropolis-Hastings algorithm, may
be needed instead.18 Unlike the probability distributions associated with OLS esti-
mates of model parameters, the distributions from Bayesian methods can be used
as inputs to the aforementioned aleatoric uncertainty propagation methods.2

2.4 Related Topics
2.4.1 Sensitivity Analysis
Sensitivity analysis (SA) evaluates how strongly each input of a computational
model influences its output. In principle, it is not required to do UQ, but in practice,
it may be used to pare down the number of inputs used in a subsequent uncertainty
propagation analysis. There are several methods that may be used for SA. For ex-
ample, the Monte Carlo sampling methods for uncertainty propagation described in

6
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Section 2.2 may be modified by replacing an estimation of the probability distri-
bution of the QoI with an estimation of the correlation between each input and the
QoI. Another method decomposes the variance in the QoI into first-order contribu-
tions from each input, second-order contributions from the combined influence of
2 inputs, etc. This decomposition is then used to construct sensitivity indices for
each input.19–21 These are examples of global SA, which estimates the sensitivity of
model outputs as model inputs vary over the entirety of their domains. There is also
local SA, which estimates how model outputs vary with respect to perturbations in
model inputs about some set of nominal input values. This may involve estimates
of the values of the derivatives of the model output at these nominal values.2

2.4.2 Model Emulation
Computational models can be so expensive or time-consuming to execute that run-
ning hundreds or even thousands of instances of them—which would be needed
for several UQ and SA methods—is unfeasible. An emulator may be used to work
around this difficulty. This is an approximate model that is fit to a relatively small
number of samples of the original computational model and then used in place
of the original.2 Techniques for constructing emulators include Kriging methods,
multivariate adaptive regression splines (MARS), polynomial fits, and radial basis
function expansions.13,22 Even artificial neural networks may be used.13 Emulators
are also known as response surfaces, meta-models, or surrogate models.2 One catch
with the construction of emulators is that they may be subject to the curse of di-
mensionality. For example, with the standard methods for building a Kriging emu-
lator, the number of samples of the computational model needed to ensure the ac-
curacy of the emulator increases exponentially as the number of model parameters
increases.23 The computational cost of even determining a MARS response surface
also increases exponentially as the number of model parameters increases.24

2.4.3 Optimization under Uncertainty
Optimization under uncertainty (OOU), also known as stochastic optimization,25

describes processes or methods of finding a solution to a problem that is in some
sense optimal, while still accounting for uncertainties in the information needed to
solve the problem. Some OOU methods are used to minimize or maximize the mean
value of some quantity, while others are used to minimize the likelihood that some
quantity exceeds some threshold (e.g., a yield stress or some limit that would indi-
cate failure if exceeded).26 Also, methods are available for optimizing under both
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aleatoric and epistemic uncertainties.4 OOU often involves nesting an uncertainty
propagation problem within an iteration of what would otherwise be a deterministic
optimization problem,4,25 thus combining the computational expenses of both opti-
mization and UQ. Reducing this expense to allow OOU to be applied to nontrivial
problems is an ongoing topic of research.26

3. Uncertainty Quantification and High-Performance
Computing: General Issues

3.1 High-Performance Computing Clusters and Their Typical Usage
(This section is primarily intended for those altogether unfamiliar with how high-
performance computing systems are used.)

Typically, HPC systems are clusters of interconnected computers, each of which is
called a node, that behave almost as if they were a single very large computer. These
nodes generally share at least one common parallel file system. Typically, a small
fraction of these nodes are set aside for users to log in remotely and perform various
operations on the cluster, and these are called login nodes. For the most part, the rest
of the nodes are used for parallel computation, and these nodes are called compute

nodes. To run parallel software applications on a cluster, users typically write job

scripts, which are usually written in a scripting language, such as Bourne shell or
C shell. These job scripts generally specify how many compute nodes on which
the parallel software will run and the maximum amount of wall-clock time these
nodes will be allowed to run the software, and these scripts also contain commands
to launch the software with certain specified inputs. On login nodes, users submit
these job scripts to a batch scheduler, which is responsible for actually running
the job scripts, often in such a fashion that no single user takes up all of the clus-
ter’s computing resources. Although the batch scheduler routinely runs several job
scripts at once (on different compute nodes, of course), the scheduler is nonetheless
typically called a “queue” or “queuing system”.27

8
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3.2 Interfacing of UQ Software and External Applications
Many kinds of UQ software4,22,28,29 are designed to interface with external software
applications, which are treated as “black box” computational models. There are 3
general approaches to this. One of these, called here launch-and-use, is to have the
UQ software launch either instances of the external application itself or instances
of a wrapper script for the external application, and then have those instances return
their model outputs to the UQ software for further analysis. The second approach,
called here launch-and-quit, has 2 stages. The first stage is to have the UQ software
launch either instances of the external application itself or instances of a wrapper
script for the external application, and then quit. The instances of the external appli-
cations still keep running until they have written their model outputs to one or more
files. In the second stage, the user takes the outputs from the external application to
create input for the UQ software to postprocess and produce an analysis. The third
approach, called here the launchless approach, has 3 stages. In the first stage, the
UQ software writes model inputs (e.g., the results of a Monte Carlo sampling of in-
puts, or model input values at quadrature or collocation points) to one or more files.
The second stage begins with the user taking what the UQ software has written in
the first stage to generate input files for the external application and/or job scripts
for an HPC cluster that will run instances of this application, possibly in parallel.
The second stage ends when all instances of the application have finished running
and produced their outputs. The third stage is essentially the same as the second
stage of the launch-and-quit approach, that is, the user taking the outputs from the
external application to create input for the UQ software to postprocess.

The launch-and-use approach can introduce complications when running UQ soft-
ware on an HPC cluster. If a script is used and the external application is parallel,
then this script will typically contain commands for launching the parallel appli-
cation, such as mpiexec or, on a Craycluster, aprun, and HPC systems may
have restrictions on where those commands may execute. For example, a system
may not allow software launched with mpiexec to in turn launch a wrapper script
containing mpiexec, which would limit the UQ software itself to run serially if
the external application is parallel. The HPC cluster may also require that the ar-
guments to the command for launching the parallel application ensure that proper
tiling occurs. That is, if each instance of the external application is supposed to run
on M nodes, and the UQ software is supposed to launch N parallel instances, then
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not only does the job script that launches the UQ software need to allocate MN or
MN + 1 nodes, but the wrapper script needs to provide the correct arguments to
mpiexec (or a similar command) so that when an instance of the external applica-
tion is launched, it runs on a free set of M nodes, rather than one on which another
instance of the application is already running.4 Examples of proper and poor tiling
are shown in Fig. 1. Cray clusters introduce an additional complication because
they have intermediary nodes between their login and compute nodes, called ser-
vice nodes, on which the job scripts themselves are run.30 Service nodes are not
intended for heavy computation. Rather, the scripts that run on them are primarily
intended to execute commands that launch parallel software on the compute nodes.
Also, parallel software running on a Cray compute note cannot launch instances of
parallel software to run on other compute nodes. This means that when a job script
runs UQ software on a Cray cluster, only the external application launched by the
UQ software actually runs on the compute nodes, while the UQ software itself is
left running on a service node.31 This may be an issue if the UQ software does
significant computation that causes the service node to be overburdened.

Fig. 1 (a) Proper tiling of the UQ software and N external application instances over MN + 1
processors. (b) Error in tiling where nodesN+1 to 2N have been inadvertently oversubscribed
while the rest of the allocated processors are idle.

In the launch-and-quit approach, either the UQ software uses system calls that al-
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low the external applications it launches to continue running after it quits, or—far
more commonly—either the UQ software or the wrapper scripts submit to a queue
the job scripts that run instances of the external application. The latter option may
limit the UQ software to run on a login node, since an HPC cluster may not al-
low other kinds of nodes to submit jobs. Also, if each job script only runs a single
instance of the external application, this may lead to submitting large numbers of
jobs to a queue, which may be a problem if the HPC cluster limits the number of
jobs that a single user can submit. However, if the UQ software is designed with
the batch scheduler in mind, then it can write job scripts that run several instances
of the external application in succession, each with its own set of model inputs,
thus limiting the number of submitted jobs.29 The launch-and-quit approach is tol-
erant of failures of the external application. For example, if one of the job scripts
launching the external application fails to complete (perhaps because it specifies an
insufficient amount of wall-clock time, or because a node malfunctions), that job
can be restarted and finished before the second stage begins.

The launchless approach obviously does not have the problems of the launch-and-
use approach above. It has the same fault tolerance as the launch-and-quit approach,
and it allows the user much flexibility in how to interact with the queuing sys-
tems of various clusters. However, neither the launch-and-quit nor the launchless
approaches work with UQ analyses that do not have distinct sampling and postpro-
cessing stages. As an example, interval analysis may use optimization to find the
minimum and maximum values of model outputs. This optimization can involve an
iterative process, where the current iteration may entail generating a set of model
inputs that depends upon model outputs calculated in a previous iteration.4 For UQ
analyses that cannot be divided into distinct stages, the launch-and-use approach is
required.

4. Survey of Available Uncertainty Quantification Software

4.1 Dakota
Dakota4 is an open-source project from Sandia National Laboratories, licensed un-
der version 2.1 of the GNU Lesser General Public License (LGPL). It was originally
designed in 1994 as an optimization toolkit, but its capabilities have since expanded
to encompass UQ. Its primary interface is text-based, that is, users write input files
specifying the desired UQ methods, various parameters, and so on. However, a GUI
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front-end is available.32

The following available aleatoric uncertainty propagation methods are provided in
Dakota: Monte Carlo sampling, using either ordinary random sampling or LHS;
stochastic expansion, including both polynomial chaos and stochastic collocation;
and reliability methods. Methods to propagate epistemic uncertainty include in-
terval analysis and Dempster-Shafer theory. Dakota also has implementations of
methods to account for combinations of aleatoric and epistemic uncertainties. For
inverse UQ problems, Dakota supports Bayesian model calibration using gradient-
free MCMC methods that can be used with black-box computational models. It
also supports a frequentist approach via its nonlinear least-squares implementation,
which can output confidence intervals for each model input.

Some SA capabilities are available in Dakota as well. When sampling with LHS, it
outputs partial correlation coefficients and partial rank correlation coefficients for
each model input.4 A larger magnitude of a coefficient may indicate a larger sensi-
tivity of the model output to the coefficient’s corresponding model input. However,
these coefficients should be interpreted with care, since the calculation of a par-
tial correlation coefficient is based on the assumption that the relationship between
model input and output is linear, and the calculation of a partial rank correlation
coefficient is based on the assumption that the relationship between model input
and output is monotonic.19 Alternatively, SA may be performed by decomposing
the variance (as discussed in Section 2.4.1), which in Dakota involves approxi-
mating integrals via Monte Carlo sampling. A third method provided by Dakota
implements the algorithm from Campolongo et al.,33 a modified form of the Mor-
ris “one-at-a-time” (MOAT) approach.34 The latter 2 methods do not require any
assumption of linearity or monotonicity.

Emulators of models can be constructed in Dakota via Kriging methods, MARS,
polynomial fits, radial basis function expansions, and artificial neural networks.
Dakota is also capable of performing OOU.

There is limited support for the launchless approach to interfacing with external
software described in Section 3.2. When doing Monte Carlo sampling or SA, it can
be executed in “pre-run” and “post-run” modes. The pre-run mode corresponds to
the first stage of the launchless approach, and it consists of writing a table con-
taining several sets of model inputs (e.g., Monte Carlo samples) to a text file. The
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post-run mode corresponds to the third stage of the launchless approach, and it
consists of reading a table of model inputs and outputs that had been written in
the second stage, and then outputting the results of a UQ or SA analysis. Unfor-
tunately, some analyses that could in principle be split into separate sampling and
post-processing stages, such as stochastic collocation, cannot be used with Dakota’s
pre-run and post-run modes. The documentation of Dakota recommends emulating
the launch-and-quit and launchless approaches by a workaround implemented with
the launch-and-use approach to interfacing with external software. In this emula-
tion, 2 wrapper scripts are used, one to elicit sets of parameters from Dakota and
one to do post-processing. That said, this emulation entails that the first wrapper
script return “dummy” model outputs, on which Dakota will waste computations.
All forms of UQ and SA analysis support the launch-and-use approach. In Dakota’s
implementation of this approach, the external application, or the wrapper script to
that application, reads in a file written by Dakota that contains model inputs and
writes a file to be read by Dakota that contains the model outputs.

4.2 PSUADE
PSUADE22 is from Lawrence Livermore National Laboratory. It appears to be dis-
tributed under the LGPL, but this is not entirely clear. (On the one hand, its source
code archive contains a copy of version 2.1 of the LGPL, and comments in its
source code indicate that it is under that license. On the other hand, the source
code archive also contains a copyright statement with the admonition “Commer-
cialization of this product is prohibited without notifying the Department of Energy
(DOE) or Lawrence Livermore National Laboratory (LLNL),” which conflicts with
the LGPL.35,36) PSUADE has 2 text-based interfaces. One of these is a batch in-
terface where users provide input files specifying the desired UQ methods, various
parameters, and so on. The other is an interactive command line interface.

Several Monte Carlo sampling methods for aleatoric uncertainty propagation, in-
cluding ordinary random sampling and LHS, are available in PSUADE. It supports
mixed aleatoric-epistemic uncertainty propagation as well, but support of propaga-
tion of purely epistemic uncertainties, such as Dempster-Shafer theory, is not cur-
rently documented. For inverse UQ problems, PSUADE supports Bayesian model
calibration using MCMC methods, but it applies these methods to an emulator of
the model rather than directly to the model itself. PSUADE constructs emulators
of models via Kriging methods, MARS, polynomial fits, and radial basis function

13



Approved for public release; distribution is unlimited.

expansions. It is also capable of performing OOU. Gan et al. have documented
the wide range of global SA capabilities in PSUADE.21 The modified form of the
MOAT algorithm34 from Campolongo et al.33 is supported. PSUADE also supports
several methods of decomposing the variance (as discussed in Section 2.4.1). This
includes not only approximating integrals via Monte Carlo sampling, but also the
Fourier amplitude sampling test (FAST).37After performing Monte Carlo sampling,
PSUADE can output partial correlation coefficients and partial rank correlation co-
efficients for each model input.21,22 If the relationship between model inputs and
outputs is linear or monotonic, then a larger magnitude of a coefficient can indicate
a larger sensitivity of the model output to the coefficient’s corresponding model
input. The documentation of PSUADE does not recommend using correlation coef-
ficients for non-monotonic models. Other SA methods supported include the Delta
test38 and the sum-of-trees method.39

PSUADE supports all 3 approaches to interfacing with external software described
in Section 3.2. When using the launch-and-use and launch-and-quit approaches, the
external application, or the wrapper script to that application, takes 2 arguments:
the name of a file written by PSUADE that contains model inputs, and the name of
a file that, in launch-and-use mode, would contain the model outputs and be read by
PSUADE. To support the launchless approach, PSUADE can write the parameter
files for every set of desired inputs and then quit. In the launch-and-quit and launch-
less approaches, the outputs from the launched instances of the external software
are harvested and collected into a file that PSUADE can read in order to finish its
analysis.

4.3 OpenTURNS
OpenTURNS28 is an open-source Python module, licensed under version 3 of the
GNU General Public License (GPL). It is the result of a collaboration of aca-
demic institutions and the French industrial companies Airbus Group, Électricité
de France Research and Development, Phimeca Engineering, and Ingénierie Math-
ématique et Calcul Scientifique.40 Users utilize OpenTURNS by writing Python
scripts that import the module and use its functions and class methods to execute
various steps of a UQ analysis.

This Python module provides several methods for propagating aleatoric uncertainty,
such as Monte Carlo sampling, including ordinary random sampling and LHS; poly-
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nomial chaos; and reliability methods. Support for propagating epistemic uncertain-
ties is not currently documented. Bayesian model calibration using MCMC methods
is available for solving inverse UQ problems. SA capabilities include determination
of partial correlation coefficients and partial rank correlation coefficients for each
model input, where—if the relationship between model inputs and outputs is linear
or monotonic—a larger magnitude of a coefficient can indicate a larger sensitivity
of the model output to the coefficient’s corresponding model input. SA can also
be done in OpenTURNS via several methods of decomposing the model output
variance (as discussed in Section 2.4.1). Emulators may be constructed by Krig-
ing methods, and also by approximating the computational model as an expansion
in an orthogonal basis, where the basis functions may be polynomials, sinusoidal
functions, or wavelets.

OpenTURNS does not explicitly support interfacing with external software. Instead,
users supply Python classes that implement computational models, which can then
be used as arguments to various functions and class methods in OpenTURNS. How-
ever, the functionality in Python to call external processes allows OpenTURNS to
interact with outside applications in the launch-and-use approach described in Sec-
tion 3.2. There is also support for the launch-and-quit and launchless approaches
(also described in Section 3.2) via the NumericalSample class. This class holds
a sequence of vectors, each of which can be a realization of model inputs or outputs.
In the first stage of the launchless approach, a Python script can use OpenTURNS to
create a sample of model inputs stored in an instance of the NumericalSample
class, and then write the contents of this instance to a file. In the last stage of the
launchless approach, a Python script can use OpenTURNS to read the outputs of a
computational model into an instance of this NumericalSample class. Various
functions and class methods in OpenTURNS are capable of taking instances of the
NumericalSample class as inputs to perform various analyses.

4.4 Chaospy
Chaospy41 is an open-source Python module, licensed42 under the MIT license.43

It implements 2 methods of uncertainty propagation: polynomial chaos and Monte
Carlo sampling. There is also additional functionality for calculating some statistics
of the outputs of these methods, such as the moments of the probability distributions
of model outputs. The module does not explicitly support interfacing with external
software. Rather, ChaosPy functionality is used to generate a list of model inputs,
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either random samples7 or quadrature points.41 Other functions of ChaosPy then ac-
cept this list of model inputs and a corresponding list of model outputs. Generation
of the latter list is left up to the user, and this generation can be implemented through
any of the launch-and-use, launch-and-quit, or launchless approaches discussed in
Section 3.2. Python’s capability to call external software applications facilitates the
first 2 approaches. Python functionality can also be used to write the list of model
inputs to one or more files, implementing the launchless approach.

4.5 QUESO
QUESO44,45 is an open-source C++ library licensed under version 2.1 of the GNU
LGPL. However, since it depends upon the GNU Scientific Library, which is li-
censed under the GNU GPL, it effectively is under the GPL itself.46 The QUESO
library is primarily designed for solving inverse UQ problems47 via a Bayesian ap-
proach that uses MCMC. It has some capability for solving uncertainty propagation
problems, but rather than use the “embarrassingly parallel” Monte Carlo sampling
methods described in Section 2.2, it uses a Monte Carlo method similar to the one
that it uses for inverse problems, where there is a chain of random states, each of
which is dependent on the previous state. While generation of a chain of random
states (for either forward or inverse problems) is a serial operation, multiple chains
may be generated in parallel. Computational models used with QUESO may also
be parallel.

Users employ QUESO by writing C++ programs that use the functionality from
the QUESO library. They write C++ classes that use computational models, which
certain QUESO classes then use as inputs. While interfacing with external soft-
ware is not explicitly supported, there is indirect support since C++ supports using
functions that call external software programs. Due to QUESO’s use of chains of
states in which the last state depends on the previous one, only the launch-and-use
approach to interfacing with external applications (see Section 3.2) is supported.

Dakota can be compiled against the QUESO library in order to use the library’s
inverse UQ capabilities.4
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4.6 PyMC and PyMC3
PyMC48 and PyMC349 are open-source Python modules that implement Bayesian
model calibration via MCMC. PyMC is licensed under the Academic Free Li-
cense,50 while PyMC3 is under version 2.0 of the Apache License. PyMC3, in ad-
dition to having a different programming interface from PyMC, also implements
Hamiltonian Monte Carlo and automatically determines the gradients needed for
that MCMC method. In principle, external software applications may be invoked us-
ing normal Python functionality so that they may be used with PyMC and PyMC3.
However, unless gradients for the outputs of the external software are supplied, only
the gradient-free MCMC implementations in PyMC3 may be used when interfac-
ing with external software. (In PyMC, all available MCMC implementations are
gradient-free.) Since MCMC entails generating chains of random states in which
the last state depends on the previous one, only the launch-and-use approach to
interfacing with external applications (see Section 3.2) is supported.

4.7 Stan
Stan51 is open-source software, licensed under the 3-clause BSD License,52 that
implements Bayesian model calibration via MCMC. The documentation for Stan
does not explicitly identify it as UQ software. It has a compiler that translates a
domain-specific language into C++ code, and tools for creating from that code
either command-line executables or objects in the Python or R languages. The
domain-specific language specifies the computational model and the model param-
eters to be calibrated. In addition to the Python and R interfaces, there are also
interfaces to Stan from MATLAB, Julia, Stata, and Mathematica. Stan can incor-
porate externally defined C++ functions into the executable objects that it creates,
and in limited cases, this may allow external software to be used with Stan via the
standard C++ functions that can call external software applications. However, in
Stan, there is an additional complication to interfacing with external code, because
it uses Hamiltonian Monte Carlo, which requires gradients. Normally, these would
be supplied via the auto-differentiation functionality in Stan (so that users would
not need to concern themselves with gradients), but in C++ code used to interface
with the external application, gradients pertaining to the output from that applica-
tion may need to be manually supplied.53 If these cannot be supplied, one may need
alternatives to Stan that do not require gradients, such as QUESO (Section 4.5),
PyMC (Section 4.6), or UQTk (Section 4.14).
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4.8 UQTools
UQTools54 is a MATLAB toolbox from NASA that is available without charge to
qualified American citizens that request it.55 Unlike many works of UQ software,
UQTools is focused mainly on reliability methods, including one developed by its
authors.12 In this method, the space of model inputs is divided into 2 sets, a failure
domain, consisting of model inputs that would yield undesirable model outputs, and
the complement to this domain, that is, the safe domain. A hyper-sphere or hyper-
rectangle is centered around a point within the safe domain and then expanded
(or contracted) until it just borders the failure domain. The lower bound on the
probability that the system will not fail is taken to be the probability that the model
inputs are within the expanded (or contracted) hyper-sphere or hyper-rectangle. In
addition to support for reliability methods, UQTools also has limited support for
SA, namely an implementation of local SA developed by the authors of UQTools.56

There is also some support for model emulation using either polynomials or radial
basis functions.

There is no explicit support for interfacing with external applications, but MATLAB
does have support for calling external software commands. Some of the function-
ality in UQTools, such as that for SA, allow the user to provide model inputs and
outputs as arguments to MATLAB functions. This allows for a launchless approach
to interfacing with external software (see Section 3.2). On the other hand, the op-
timization algorithms involved in the implementations of the reliability methods
make the launch-and-use approach to interfacing with external software unavoid-
able.

4.9 PUQ
PUQ29 is an open-source Python-based framework based upon work supported by
the National Nuclear Security Administration. It is available under the MIT li-
cense.43 It consists of a command-line program called “puq” that takes control
scripts as input. These control scripts are written in Python and import a module
that is also called puq. Alternatively, a user may avoid using the command-line
program and write a Python script (which still uses the “puq” module) that runs a
UQ analysis.

Currently, the only available aleatoric uncertainty propagation methods available
in PUQ are Monte Carlo sampling methods and polynomial chaos. The sampling
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methods supported are ordinary random sampling and LHS. PUQ does not currently
offer epistemic uncertainty propagation. To solve inverse UQ problems, PUQ uses
the external python module PyMC,48 which performs Bayesian model calibration.
The documentation for PUQ describes its model calibration functionality as “in
progress”. The only documented method for SA is the modified form of the MOAT
algorithm34 from Campolongo et al.33

Interfacing with external software is explicitly supported, but only via the launch-
and-use approach described in Section 3.2. The software is expected to accept input
parameters at the command line and dump its output to a file in a format readable
by PUQ. PUQ can launch the external software directly. In order to launch multiple
instances of the external software in parallel, PUQ can also launch the external soft-
ware by automatically generating job scripts in the Portable Batch System (PBS)
format, and submitting those scripts to a queue. However, instead of submitting the
jobs and quitting, PUQ monitors the progress of jobs in the queue and reads the
outputs from the jobs that have finished. PUQ continues running until all outputs
have been collected and analyzed. From the user’s perspective, the main difference
between a direct launch and launching via a PBS queue is that the latter runs jobs in
parallel, and there are additional parameters required for the latter approach, such
as the maximum wall-clock time per script, or the number of instances of the ex-
ternal software run in succession by each automatically generated job script. Users
are not expected to submit the job scripts manually or even to have direct access to
them.

4.10 UQ-PyL
UQ-PyL57 is an open-source software application written in Python whose function-
ality may be accessed through either a graphical user interface or through Python
scripts that import the module “UQ”.58 It is available under the GNU GPL, version
3.59 Monte Carlo sampling methods for aleatoric uncertainty propagation, such as
ordinary random sampling and LHS, are supported. The user manual indicates that
MCMC is supported,58 but this functionality is not exposed through the graphi-
cal interface. Various global SA methods are supported, such as the modified form
of the MOAT algorithm34 from Campolongo et al.33 algorithm and several meth-
ods of decomposing the variance, including the Fourier Amplitude Sampling Test
(FAST).37 UQ-PyL is also capable of constructing emulators of models via sup-
port vector machines,60 various generalized linear models,61 MARS, and Gaussian
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process regression.

UQ-PyL indirectly supports interfacing with external software. Sampled model in-
puts are written to files, and model outputs are read from files. The documentation
indicates that the model outputs are supposed to be written by using Python mod-
ules that define functions that are expected to call external applications. However,
the use of such scripts does not appear to require this, so both the launch-and-use
and launchless approaches to interfacing with external software (described in Sec-
tion 3.2) appear to be supported.

4.11 SmartUQ
SmartUQ62 is a proprietary software application with a graphical user interface.
Publicly available documentation for this software is currently limited to intro-
ductory descriptions of its features on pages of the web site for SmartUQ and a
YouTube video demonstrating its capabilities.63 No user manual appears to be of-
fered. From what is publicly available, it is not clear what the supported operating
systems of SmartUQ are, but the user interface shown in one of the videos appears
to indicate that it is available at least for Windows.

There are 2 ways of performing uncertainty propagation in SmartUQ, polynomial
chaos and a so-called “emulator-based” method. The details of the latter method are
not described, but the output of the method is a probability distribution of the model
outputs, characterized via both moments and histograms. It is not clear what algo-
rithms are used to implement emulators in SmartUQ. Inverse UQ is also available,
though it is not clear if it is Bayesian or if it even involves MCMC. SA capabili-
ties in SmartUQ are described on its website as being implemented via polynomial
chaos and “emulator-based” methods. OOU is also available, and it is done through
a combination of proprietary sampling techniques and emulators. Interfacing with
external software appears to largely if not entirely be done via a launchless approach
(see Section 3.2), where SmartUQ writes model inputs to comma-separated value
files that are then used to generate input files for external software.
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4.12 OpenCOSSAN and COSSAN-X
OpenCOSSAN64 is an open-source MATLAB toolbox and has been described as
the “computational core of the COSSAN project”. The Institute for Risk and Un-
certainty at the University of Liverpool, UK, has made it available under the LGPL.
COSSAN-X is proprietary UQ software with a graphical user interface, available
under a commercial or academic license, and although it appears to be based on
OpenCOSSAN, it does not require a MATLAB license to use.65

COSSAN-X has several toolboxes: (1) a UQ toolbox, which implements aleatoric
uncertainty propagation via Monte Carlo sampling (including purely random sam-
pling and LHS); (2) a reliability toolbox, which implements reliability methods;
(3) an optimization toolbox, which implements reliability-based optimization, a
form of OOU; (4) a meta-modeling toolbox, which implements model emulation
using neural networks or polynomial fitting; (5) a stochastic finite elements tool-
box, which implements stochastic finite element methods; (6) a SA toolbox, which
implements both local SA and global SA, with the latter including variance de-
composition methods such as the FAST method37; and (7) an HPC toolbox, which
allows COSSAN-X to submit jobs to grid computing systems that run external ap-
plications that implement computational models. COSSAN-X is designed to inter-
face with certain third-party finite element solvers, such as NASTRAN, ABAQUS
and ANSYS, though it can interface with other external applications as well. It is
designed to interface with external software via the launch-and-use approach (see
Section 3.2). OpenCOSSAN has the same capabilities as COSSAN-X, but users
interact with it via the MATLAB command line or scripts.

4.13 MUQ
MUQ66 is an open-source C++ library that also provides wrappers so that its func-
tionality may be accessed via Python modules. It is made available under the 3-
clause BSD License.52 Currently, documentation for this library is limited, and in-
cludes a user manual with several empty chapters,67 online Doxygen68 pages for
reference documentation, and some examples on the website for MUQ. Uncertainty
propagation capabilities appear to be limited to polynomial chaos methods. MUQ,
though, does provide Bayesian model calibration via MCMC for inverse UQ prob-
lems.

MUQ does not explicitly support interfacing with external software. Instead, users
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supply C++ or Python classes that implement computational models, which can
then be used as arguments to various functions and class methods in the MUQ li-
brary. Both C++ and Python, though, support using functions that call external soft-
ware programs. Since MCMC entails generating of chains of states in which the last
state depends on the previous one, only the launch-and-use approach to interfacing
with external applications (see Section 3.2) is supported for the inverse UQ func-
tionality. The adaptive polynomial chaos methods in MUQ, where the order of the
polynomials is adjusted until the error between the polynomial expansion and the
model is within some tolerance, is also limited to the launch-and-use approach as
well. Polynomial chaos methods utilizing a fixed number of terms are available, but
these also appear to be limited to using the launch-and-use approach, since func-
tionality for allowing users to access the values of the model inputs at quadrature
points is not documented. This means that users cannot use a launchless approach
where, for example, they write the model inputs at the quadrature points to a file so
that they can go on to calculate the values of model outputs without using MUQ.

4.14 UQTk
UQTk69 is an open-source collection of libraries and command-line utilities from
Sandia National Laboratories, licensed under the LGPL. The libraries are written
in C++ but may be accessible from a Python interface. The command-line tools
largely focus on aspects of polynomial chaos expansion. For example, one tool
generates quadrature points, while another generates a polynomial chaos expansion
from model responses sampled at those points, and another extracts moments and
sensitivity indices from the expansion. However, there is also a tool that constructs
model emulators via Gaussian process regression, a tool that performs Bayesian
model calibration via MCMC, and a tool that generates sensitivity indices from
Monte Carlo sampling. UQTk support for Monte Carlo sampling includes both or-
dinary random sampling and LHS, and outside of the supplied command-line tools
it can be applied to more than just SA.

Different aspects of the functionality of the UQTk libraries have different means
of interfacing with external software, and the command-line tools—which are thin
wrappers around the functionality of the UQTk libraries—reflect this. For example,
the tools for polynomial chaos entail the launchless approach, since the tools take as
input a file containing sample responses from a computational model. On the other
hand, the tool that performs MCMC has to employ the launch-and-use approach,
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due to the nature of the computational method that it implements.

5. Application of Uncertainty Quantification to Modeling of
Dynamic Penetration of Armor

As an example of how well the current state of the art in UQ can address Army-
relevant problems, existing UQ software is applied to a model case of dynamic
penetration of armor, illustrated in Fig. 2. The UQ software used for most of the
following analyses is Dakota,4 since it is widely used and has a broad range of
well-documented features. Penetration simulations are done with CTH,70 an Eule-
rian finite element code, and the setup for these simulations largely follows that
of Hornbaker.71 The penetrator is a cylindrical 90%W–7%Fe–3%Ni tungsten alloy
131W rod, tapered at one end, with a diameter of 0.91 cm and a length of 13.1 cm.
The initial velocity of the penetrator is 1.28 km/s. The witness (i.e., the target) is
rolled homogeneous armor (RHA), whose depth is taken to be effectively semi-
infinite. To track the QoI, that is, the penetration depth of the projectile, 20 tracers
are placed along the length of the projectile, and 4 tracers are placed on a plane
15 cm from the front of the target. The latter 4 tracers are evenly spaced from each
other and approximately 10.5 cm away from the z-axis, which is also the center line
along the length of the projectile. The projectile moves in the positive z-direction.
The penetration depth, then, is estimated according to the following formula,
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both the penetrator and the witness. In this model, the von Mises flow stress is taken
to be

σflow = (A+Bεn)

(
1 + C ln

ε̇

ε̇0

)[
1−

(
T − Troom

Tmelt − Troom

)m]
, (2)

where ε, ε̇, and T are the equivalent plastic strain, the plastic strain rate, and the
temperature, and A, B, n, C, and m are fitting parameters. Parameter Tmelt is the
melting temperature of the material. The room temperature, Troom, is taken to be
298 K, and ε̇0 is 1 s−1. The baseline material parameters for the penetrator and
witness materials are taken from Hornbaker71 and shown in Table 1. The calculated
penetration depth and wall clock time for a given simulation depend upon the size of
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the finite elements in the regular mesh used in CTH, as shown in Table 2. The results
in that table are from simulations executed on 2 nodes of a Cray XC40 computing
cluster. Each node of the cluster has 32 Intel Xeon E5-2698 v3 cores, each with a
clock speed of 2.3 GHz. The material parameters for these simulations are those in
Table 1. Using a coarse mesh with an element size of 0.2 cm leads to a wall clock
time about 175 times smaller than the one for the finer mesh with elements of size
0.05 cm, while underestimating the penetration depth by about 15%.

Fig. 2 Diagram of example dynamic armor penetration problem. The penetrator is a cylin-
drical 90%W–7%Fe–3%Ni tungsten alloy 131W rod, tapered at one end, with dimensions of
0.91 cm in diameter and 13.1 cm in length. The target is rolled homogeneous armor (RHA),
whose depth is taken to be effectively semi-infinite.
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Table 1 Baseline Johnson–Cook plasticity parameters and Poisson’s ratio (ν) for the penetra-
tor and witness materials

Parameter Penetrator Witness

A (MPa) 1507 780
B (MPa) 176.6 780
C 0.016 0.004
n 0.12 0.106
m 1.00 1.00
Tmelt (K) 1723 1783
ν 0.310 0.294

Table 2 Calculated penetration depth and wall clock time versus element size, given baseline
material parameters

Element size (cm) Penetration depth (cm) Wall clock time

0.05 8.7 17 h, 30 min
0.1 8.2 1 h, 20 min
0.2 7.5 6 min

5.1 Sensitivity Analysis
The modified MOAT algorithm,33 as implemented within Dakota,4 is used to com-
pute sensitivity indices. This algorithm takes the following as input: (1) the desired
number of samples of the computational model and (2) the number of levels, that is,
the number of discrete values that each parameter can take on. For each parameter,
the algorithm computes 2 indices, µ∗, a first-order sensitivity index that indicates
how the response of the model is directly affected by changes to an input param-
eter, and σ, a second-order sensitivity index that indicates how much interaction a
parameter has with other parameters.

A coarse mesh (0.2-cm element size) is used here for SA, since the values of the
penetration depth are of less importance than how they vary with the model param-
eters. While there is wide range of model parameters that could potentially be taken
as uncertain,71 for the purposes of this example study, only the parameters in Ta-
ble 1 are taken as uncertain here. Initially, the values of the uncertain parameters are
taken to be within ±10% of their baseline values, and MOAT runs are performed
for several numbers of samples and levels. For the MOAT run with 105 samples,
4 levels are used. The MOAT runs with 1500 and 3000 samples use 4, 8, 16, and
32 levels. The results of these runs are summarized in Fig. 3, where the error bars
are used to indicate the minimum and maximum values of µ∗ and σ for each pa-
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rameter across all the runs. According to this MOAT analysis, the penetration depth
is most sensitive to the Johnson–Cook parameters A and B of the witness, though
the melting temperature of the penetrator appears to have significant second-order
sensitivities.
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Fig. 3 MOAT results, assuming that all uncertain parameters are within±10% of their base-
line values

To corroborate the results from the MOAT runs, a second SA method is used, the
FAST algorithm.37 Since this algorithm is not available in the version of Dakota
used for these analyses, the implementation of FAST from PSUADE22 is used here.
The results from applying the FAST method are to be compared to those of the
MOAT analyses employing 3000 samples. However, implementation of the FAST
method restricts the number of samples used to be certain integer values, so the
number of samples used with this method is not 3000 as in MOAT, but rather 3657.
A comparison of the sensitivity indices {µ∗i } from the MOAT method with sensi-
tivity indices from the FAST method is shown in Fig. 4, and the results from the
2 methods appear to confirm each other. The approximate computational costs of
running sensitivity analyses with MOAT and FAST are shown in Table 3.
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Table 3 Approximate computational costs of sensitivity analysis

Method Number of samples Estimated CPU hours

MOAT 3000 19,000
FAST 3657 23,000
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Fig. 4 Comparison of sensitivity indices {µ∗
i } from the MOAT method with sensitivity indices

from the FAST method, assuming that all uncertain parameters are within ±10% of their
baseline values. Sensitivity indices have been normalized so that the largest index equals one.

As mentioned before, in the previous analysis, the values of the uncertain parame-
ters are taken to be within ±10% of their baseline values. However, an expert opin-
ion73 has indicated that the uncertainty bounds for Johnson–Cook parameters C, n,
and m should be revised, and recommends that C be taken to be within [0, 0.04], n
be taken to be within [0.02, 0.15], and m be within [0.85, 1.15], due to problems in
how the Johnson–Cook functional form accounts for the strain rate and temperature
sensitivity. These new bounds have been applied to the Johnson–Cook parameters
of both penetrator and witness, leading to the SA results shown in Fig. 5, where the
penetration depth is most sensitive to the Johnson–Cook parameters C and n of the
witness. Taking into account both sets of sensitivity analyses, the 4 most sensitive
parameters are found to be A, B, C, and n of the witness.
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Fig. 5 Comparison of sensitivity indices {µ∗
i } from the MOAT method with sensitivity in-

dices from the FAST method, using revised uncertain bounds. Sensitivity indices have been
normalized so that the largest index equals one.

5.2 Uncertainty Propagation through Coarse Computational Model
The initial rounds of uncertainty propagation analysis have been applied to a coarse
discretization of the dynamic penetration model, with an element size of 0.2 cm.
Simulations have been performed for three sets of uncertain parameters: all the
Johnson–Cook parameters and Poisson’s ratios for both penetrator and witness,
14 parameters in total; the Johnson–Cook parameters and Poisson’s ratio for the
witness only, 7 in total; and the 4 most sensitive parameters as determined from
the previously done sensitivity analyses (i.e., A, B, C, and n of the witness). The
bounds assumed for any uncertain parameters are shown in Table 4. These bounds
are the same as those used in the second round of sensitivity analyses, where most
of the bounds are taken to be ±10% of their baseline values, but the bounds for C,
n, and m are those recommended by an expert opinion.73 Parameters not treated as
uncertain are assigned the baseline values shown in Table 1.
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Table 4 Assumed bounds for the uncertain parameters in uncertainty propagation simulations

Parameter Penetrator Witness

A (MPa) 1356.3–1657.7 702.0–858.0
B (MPa) 158.94–194.26 702.0–858.0

C 0–0.04 0–0.04
n 0.02–0.15 0.02–0.15
m 0.85–1.15 0.85–1.15

Tmelt (K) 1550.7–1895.3 1604.7–1961.3
ν 0.279–0.341 0.2646–0.3234

5.2.1 Interval Analysis
Since probability distributions for the uncertain parameters are not known, interval
analyses are performed via Dakota. Two methods are used to estimate the mini-
mum and maximum values of the penetration depth. One method is crude but easily
parallelized. It involves taking an LHS of the computational model (i.e., the CTH
simulation of dynamic penetration). For each set of sampled model parameters, a
value for the penetration depth is determined, and the smallest and largest of these
values are taken to be the minimum and maximum values of the penetration depth.
One may obtain increasingly accurate estimates of the minimum and maximum
by extending the previous LHS (i.e., keeping the original samples from LHS and
adding additional samples, which in Dakota requires doubling the number of sam-
ples4) rather than generating a new set of samples afresh. The advantage of this
method is that the evaluations of the computational model for each LHS are inde-
pendent and thus can be run in parallel. The disadvantage is that the samples are
spread evenly over the parameter space rather than concentrated in the regions of
the space that would be more likely to yield minima and maxima of the compu-
tational model. The other method, efficient global optimization (EGO)74, samples
the computational model where a so-called “expected improvement” function is
maximal, so it generally requires far fewer evaluations of the model than the pre-
vious method. However, at each iteration of the EGO algorithm, the determination
of where to next sample the computational model depends upon the evaluations of
the model that have been done in previous iterations. This forces evaluations of the
computational model to be done in sequence rather than in parallel.

Figures 6 and 7 show the results of interval analyses that have been done using LHS
and EGO. The abscissas in these figures are for the number of samples used in LHS
only. (The numbers of samples used for the EGO runs are shown in Table 5.) For
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both LHS and EGO, reducing the number of uncertain parameters leads to overes-
timating the minimum and underestimating the maximum values of the penetration
depth. The figures also show that LHS, even with a sample size of over 500,000,
consistently overestimates the minimum and almost consistently underestimates the
maximum. Furthermore, it does this while having a far greater computational cost
than EGO, as shown in Table 5. The computational cost of EGO does depends, of
course, on the number of iterations needed to reach convergence within a certain
tolerance (and this tolerance is hard-coded in Dakota’s implementation of EGO).
It also depends strongly on the number of uncertain parameters, in contrast to the
interval analyses using LHS.

 4.8

 4.9

 5

 5.1

 5.2

 5.3

 5.4

 5.5

 5.6

 0  100000  200000  300000  400000  500000  600000

P
en

et
ra

tio
n 

de
pt

h 
(c

m
)

Number of samples

SA JC params, LHS
SA JC params, EGO

Witness JC params, LHS
Witness JC params, EGO

All JC params, LHS
All JC params, EGO
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Table 5 Interval analysis results with approximate computational cost, using coarse computa-
tional model

Method
Number of
uncertain

parameters

Number of
samples

Minimum
(cm)

Maximum
(cm)

Estimated
CPU hours

4 524,288 5.26757 8.61692 3× 106

LHS 7 524,288 5.13744 8.71716 3× 106

14 524,288 5.08354 8.8207 3× 106

4 25 5.22289 8.54611 160
EGO 7 45 4.97696 8.90132 290

14 126 4.87181 9.11674 800

5.2.2 Aleatoric Uncertainty Propagation
In addition to the interval analysis, uncertainty propagation methods suited for
aleatoric uncertainties are also applied to the dynamic penetration problem. How-
ever, since probability distributions for the uncertain parameters are not known,
the results of these analyses should be treated with caution. In order to apply the
methods for aleatoric uncertainties, the probability density functions of the uncer-
tain parameters are taken to be uniform, with the bounds as shown in Table 4. Two
methods are used to estimate the moments of the probability density function of
the penetration depth: Monte Carlo using LHS, and stochastic collocation using
Smolyak sparse grids. Both of these are done with Dakota.

Tables 6 through 8 show the mean, standard deviation, skewness, and kurtosis of
the Latin hypercube samples that have been used in the interval analysis discussed
in Section 5.2.1. In the source code of Dakota, the calculated skewness and kurtosis
are equivalent to the following formulas found in Joanes and Gill.75

G1 =

√
M(M − 1)

M − 2

m3

m
3/2
2

, (3)

G2 =
M − 1

(M − 2)(M − 3)

{
(M + 1)

[
m4

m2
2

− 3

]
+ 6

}
, (4)

where M is the number of samples and

mr =
1

M

M∑
i=1

(xi − x̄)r, (5)

where xi is one of theM samples of the QoI, and x̄ is the mean of the QoI. The num-

31



Approved for public release; distribution is unlimited.

ber of uncertain parameters changes the values to which the moments of the samples
appear to have converged, and this effect is stronger for higher order moments. The
mean varies from about 6.63 to 6.67 cm, a relative difference of about 0.6%. The
standard deviation varies from about 0.55 to 0.57 cm, a relative difference of about
4%. For the kurtosis in particular, if only the 4 most sensitive parameters are taken
as uncertain, it is approximately −0.72, but if all 14 of the parameters in Table 1
are taken as uncertain, it becomes closer to −0.56, a relative difference of 28%.

Table 6 Moments of estimated probability distribution of penetration depth, determined via
LHS applied to a coarse model, where the 4 most sensitive parameters are taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 6.62668 0.557501 0.189498 −0.961469
256 6.62592 0.553948 0.295482 −0.729879
512 6.62629 0.547239 0.205096 −0.726831

1,024 6.62706 0.547204 0.20364 −0.702608
2,048 6.62856 0.548484 0.208008 −0.752213
4,096 6.62902 0.550569 0.242908 −0.744212
8,192 6.62906 0.549154 0.237961 −0.729982

16,384 6.62874 0.548376 0.231745 −0.72422
32,768 6.62888 0.548611 0.233957 −0.723087
65,536 6.62905 0.548475 0.232121 −0.727582
131,072 6.6293 0.548469 0.226063 −0.73075
262,144 6.62938 0.548561 0.224258 −0.726403
524,288 6.63129 0.549032 0.225786 −0.721545
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Table 7 Moments of estimated probability distribution of penetration depth, determined via
LHS applied to a coarse model, where the Johnson–Cook parameters and Poisson’s ratio of
the witness are taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 6.65118 0.574996 0.052879 −0.822637
256 6.64969 0.568117 0.105518 −0.862397
512 6.64967 0.561954 0.166596 −0.72365

1,024 6.64932 0.56002 0.212136 −0.658223
2,048 6.64954 0.559955 0.2174 −0.653254
4,096 6.64999 0.560162 0.192965 −0.648086
8,192 6.65021 0.560195 0.162296 −0.693831

16,384 6.65009 0.560443 0.187207 −0.636809
32,768 6.65016 0.560721 0.189291 −0.658717
65,536 6.64997 0.560595 0.190039 −0.663245
131,072 6.64995 0.560444 0.188385 −0.673174
262,144 6.64991 0.560693 0.191832 −0.676633
524,288 6.64988 0.560611 0.192973 −0.672354

Table 8 Moments of estimated probability distribution of penetration depth, determined via
LHS applied to a coarse model, where all Johnson–Cook parameters and Poisson’s ratios are
taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 6.6701 0.557533 0.017908 −0.832316
256 6.66744 0.555064 0.056735 −0.741171
512 6.66678 0.561462 0.209637 −0.481117

1,024 6.66813 0.566678 0.238629 −0.457562
2,048 6.66784 0.564511 0.209327 −0.48841
4,096 6.66838 0.567589 0.184448 −0.574621
8,192 6.66883 0.567524 0.211078 −0.555243

16,384 6.66835 0.568057 0.210512 −0.564959
32,768 6.66838 0.568521 0.21297 −0.565021
65,536 6.66835 0.568256 0.212324 −0.545928
131,072 6.66817 0.567895 0.212661 −0.546767
262,144 6.66814 0.568206 0.21089 −0.555352
524,288 6.66817 0.568183 0.208243 −0.557963
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Tables 9 through 11 show the moments calculated in the stochastic collocation runs.
These moments are determined in Dakota by numerical integration, using the points
of the sparse grid as quadrature points.8 The number of samples (i.e., the number
of grid points) is determined from the sparse grid level and the number of uncer-
tain parameters. A comparison of Tables 6 and 9 shows that for the cases where
the four most sensitive parameters are taken as uncertain, the results from LHS and
stochastic collocation are largely consistent. However, as the number of uncertain
parameters increases, the variation seen in the values of the moments also increases.
This is starkly apparent in Fig. 8, where stochastic collocation appears particularly
ill-behaved. Further ill behavior can be seen in the negative variance shown in Ta-
ble 11. Since the standard deviation is the square root of the variance, such a neg-
ative value is obviously incorrect. Similar ill behavior from stochastic collocation
has been observed by Tsuji et al.,76 who attributed a calculated negative variance to
the negative weights in numerical quadrature applied to a highly oscillatory compu-
tational model (in this case, scattering of high-frequency waves). Here, though, the
computational model is dynamic penetration, which is not necessarily oscillatory
per se. The model entails discontinuities in displacement fields, since it involves
fracture, but this may not necessarily entail discontinuities or other non-smoothness
in the QoI (i.e., the penetration depth). However, the coarse discretization employed
by the computational model used here could introduce non-smoothness in the QoI,
and Fig. 9 indicates that this is in fact the case. This figure shows the calculated
values of the penetration depth as a function of the Johnson–Cook parameter C of
the witness, at varying values of mesh element size, with the Johnson–Cook param-
eter n of the witness held constant at n = 0.11 and all other parameters are held
constant at their baseline values. Coarsening the mesh does more than just lead to
underestimation of the penetration depth; it also introduces artifacts that artificially
roughen the solution for it. This would indicate that given a properly refined mesh,
stochastic collocation would be more well-behaved.
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Table 9 Moments of estimated probability distribution of penetration depth, determined via
stochastic collocation applied to a coarse model, where the 4 most sensitive parameters are
taken as uncertain

Sparse grid
level

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

1 9 6.6372 0.571718 −0.003583 −2.07818
2 49 6.62832 0.543583 0.214062 −0.752549
3 209 6.62883 0.552371 0.291884 −0.767651
4 705 6.63528 0.542335 0.14579 −0.731395
5 1,985 6.64836 0.62377 0.398902 −0.790707
6 4,865 6.62821 0.553691 0.225577 −0.775033
7 10,369 6.62333 0.536665 0.258248 −0.584716
8 19,841 6.63093 0.550355 0.231678 −0.748186
9 35,201 6.63016 0.551521 0.208562 −0.760429

10 57,729 6.62727 0.546689 0.232657 −0.734721
11 90,497 6.63014 0.549362 0.229378 −0.729081

Table 10 Moments of estimated probability distribution of penetration depth, determined via
stochastic collocation applied to a coarse model, where the Johnson–Cook parameters and
Poisson’s ratio of the witness are taken as uncertain

Sparse grid
level

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

1 15 6.6229 0.579427 0.062287 −2.12148
2 127 6.75694 0.544227 −0.390457 −0.577686
3 799 6.60178 0.57202 0.520205 −0.571376
4 4,047 6.60138 0.533004 0.407697 −0.141323
5 17,263 6.70644 0.577721 −0.108599 −0.785255
6 63,967 6.61358 0.556794 0.404215 −0.712062
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Table 11 Moments of estimated probability distribution of penetration depth, determined
via stochastic collocation applied to a coarse model, where all Johnson–Cook parameters and
Poisson’s ratios are taken as uncertain. Red text is used to highlight an obviously faulty value.

Sparse grid
level

Number of
samples Mean (cm) Variance

(cm2) Skewness Kurtosis

1 29 6.83208 0.292281 −1.11537 −0.986829
2 449 6.55093 0.295054 0.65924 −0.712058
3 4,929 6.71718 0.451761 0.313725 −1.18332
4 42,785 5.84996 −0.777013 NA NA
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and stochastic collocation applied to a coarse model
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Fig. 9 Calculated penetration depth as a function of Johnson–Cook parameter C of the wit-
ness, at varying values of mesh element size h. Johnson–Cook parameter n of the witness is
held constant at n = 0.11. All other parameters are held constant at their baseline values.

5.3 Uncertainty Propagation through Emulator of Refined
Computational Model

The length of time needed to run a refined computational model of dynamic pene-
tration, that is, one with an element size of at least 0.05 cm, makes certain compu-
tational analyses intractable. An interval analysis with EGO would be an example
of this. Even if only the 4 most sensitive parameters are taken as uncertain, then
an interval analysis will likely require about 25 samples, given the results shown in
Table 5. Now the first few samples may be done in parallel. By default, in Dakota,
there would be (P + 1)(P + 2)/2 of these samples, where P is the number of
uncertain parameters, so for P = 4, the first 15 samples may be done in parallel,
leaving the next 10 to be done in sequence. As indicated in Table 2, each of these
samples takes about 17.5 h (on 64 processing cores), so the expected wall clock
time would be about 8 days, which is longer than allowed wall clock time for a
batch job on several computing clusters.77–80 Another example of a difficult analy-
sis would be stochastic collocation with 14 parameters. To determine convergence
in practice, collocation would need to be done for 4 sparse grid levels, but at the
fourth level, 42,785 samples are required, leading to a computational cost of about
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48 million CPU hours for that grid level alone. Because of this, emulators of the
refined computational model of dynamic penetration are employed.

The Surfpack functionality in Dakota has been used to create emulators for 3 sets
of uncertain parameters: all the Johnson–Cook parameters and Poisson’s ratios for
both penetrator and witness, 14 parameters in total; the Johnson–Cook parameters
and Poisson’s ratio for the witness only, 7 in total; and the 4 most sensitive parame-
ters as determined from the previously done sensitivity analysis (i.e.,A,B,C, and n
of the witness). As in the analyses described in Section 5.2, the bounds assumed for
any uncertain parameters are shown in Table 4, while parameters not treated as un-
certain are assigned the baseline values shown in Table 1. Kriging methods (with a
reduced quadratic trend) are used to build the emulators. Each emulator is fit to 128
samples of the refined model (with element size 0.05 cm). The placement of sam-
ples is determined via LHS. Dakota is used to perform 2 forms of cross-validation
on the emulators: k-fold (with 5 folds) and leave-one-out. For each cross-validation,
the root mean square (RMS) error and mean absolute error are calculated, and the
results of these tests are shown in Table 12.

Table 12 Cross-validation test results

5-fold Leave-one-out

Number of
parameters

RMS error
(cm)

Mean abs.
error (cm)

RMS error
(cm)

Mean abs.
error (cm)

4 0.0161882 0.0101982 0.0128969 0.0093863
7 0.0176734 0.0132631 0.0178954 0.0136456
14 0.0372402 0.0266779 0.0286012 0.0215368

While Dakota is capable of creating model emulators and saving them to files, at the
time of this writing it is not capable of reading back in those saved emulators and
using them for further analysis. Accordingly, we have modified our copy of Dakota
to add this functionality, and this copy is what has been used in the analyses dis-
cussed below. The patches for this functionality have been submitted to the Dakota
developers.

5.3.1 Interval Analysis
In order to compare the results from the emulator of the fine model with the pre-
vious results from the coarse model, 2 methods are initially used to estimate the
minimum and maximum values of the penetration depth: EGO and LHS. Again,
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Dakota’s implementations of these methods, which are discussed in more detail in
Section 5.2, have been used here. However, convergence problems have occurred
in the EGO implementation in Dakota, especially for the emulators with over 4
parameters, where the implementation terminates because it reaches the maximum
number of samplings of the computational model (which has a hard-coded cap of
89,980 within Dakota), instead of terminating due to finding an extremum. Because
of this, EGO is replaced with an evolutionary algorithm (EA) in subsequent interval
analyses. Unlike EGO, where the number of samplings is dependent on a conver-
gence tolerance, the EA implementation in Dakota proceeds until either the number
of iterations or the number of samplings of the computational model reaches a user-
specified maximum value.4 Hence, in subsequent figures, the extrema determined
from EA are plotted as a function of the number of samplings of the computational
model. Like EGO, EA forces a serialization of the sampling of the computation
model. That is, at each iteration of EA, the determination of where to next sample
the computational model depends upon the evaluations of the model that have been
done in previous iterations.

Table 13 and Figs. 10 and 11 show the results of interval analyses that have been
done using LHS and EA. For both LHS and EA, reducing the number of uncertain
parameters leads to overestimating the minimum and underestimating the maxi-
mum values of the penetration depth. The figures also show that LHS, even with
a sample size of over 500,000, consistently overestimates the minimum and un-
derestimates the maximum. These results are similar to the ones in Section 5.2.1.
However, most of these results have been obtained on a Linux workstation rather
than a computational cluster, because they have been determined from computa-
tionally cheap emulators, so the overall computation time is usually on the order of
minutes. The computational costs of EA are shown in Table 14, and it is apparent
that the cost for EA here is not strongly dependent on the number of parameters.
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Table 13 Interval analysis results using emulator of refined computational model

Method
Number of
uncertain

parameters

Number of
samples to
determine
minimum

Number of
samples to
determine
maximum

Minimum
(cm)

Maximum
(cm)

4 524,288 524,288 5.9974 9.99367
LHS 7 524,288 524,288 5.8905 10.50262

14 524,288 524,288 5.82182 10.40303

4 6,000 6,000 5.93536 10.07932
EA 7 65,561 65,555 5.63299 10.76256

14 524,373 524,326 5.33994 10.95350

Table 14 Computational costs of EA using emulator of refined computational model

Number of
uncertain

parameters

Number of
samples to
determine
minimum

Number of
samples to
determine
maximum

CPU time
(s)

4 6,000 6,000 3617.11
7 65,561 65,555 35.34
14 524,373 524,326 248.72
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Fig. 10 Minimum penetration depth as a function of the number of samples used in LHS,
using emulator of refined computational model

Fig. 11 Maximum penetration depth as a function of the number of samples used in LHS,
using emulator of refined computational model
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5.3.2 Aleatoric Uncertainty Propagation
In addition to the interval analysis, uncertainty propagation methods suited for
aleatoric uncertainties are also applied to the dynamic penetration problem. The
methods used to estimate the moments of the probability density function of the
penetration depth, as well as the implementations of these methods, are the same
ones that have been applied to the coarse computational model in Section 5.2.2:
Monte Carlo using LHS and stochastic collocation using Smolyak sparse grids.
Again, since probability distributions for the uncertain parameters are not known,
the results of these analyses should be treated with caution. In order to apply the
methods for aleatoric uncertainties, the probability density functions of the uncer-
tain parameters are taken to be uniform, with the bounds as shown in Table 4.

Tables 15 through 17 show the mean, standard deviation, skewness, and kurtosis of
the Latin hypercube samples that have been used in the interval analysis discussed
in Section 5.3.1. Skewness and kurtosis have been calculated using the formulas
shown in Eqs. 3 and 4. Again, the number of uncertain parameters changes the val-
ues to which the moments of the samples appear to have converged, and this effect
is stronger for higher order moments. The mean varies from about 7.86 to 7.89 cm,
a relative difference of about 0.4%. The standard deviation varies from about 0.66
to 0.68 cm, a relative difference of about 3%. For the kurtosis in particular, if only
the 4 most sensitive parameters are taken as uncertain, it is approximately −0.49,
but if all 14 of the parameters in Table 1 are taken as uncertain, it becomes closer to
−0.44, a relative difference of 11%.

Tables 18 through 20 show the moments calculated in the stochastic collocation
runs. These results are consistent with the LHS results from Tables 15 through 17,
and they show none of the ill behavior that is seen in the stochastic collocation
results for the coarse model. Furthermore, unlike the case with the coarse model,
these stochastic collocation results converge more quickly than the corresponding
LHS results. Figure 12 illustrates this by plotting the estimated relative error in the
mean versus the number of samples.

These results, much like the results from Section 5.3.1, usually take only minutes
because they have been determined from computationally cheap emulators. The
computational costs of stochastic collocation in particular are shown in Table 21.
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Table 15 Moments of estimated probability distribution of penetration depth, determined via
LHS applied to an emulator of a refined model, where the 4 most sensitive parameters are
taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 7.860942 0.671751 0.214417 −0.780524
256 7.861443 0.666484 0.305348 −0.506901
512 7.861390 0.657371 0.191849 −0.504726

1,024 7.861731 0.657898 0.190248 −0.469401
2,048 7.862261 0.658083 0.202693 −0.518278
4,096 7.862414 0.659850 0.243553 −0.506483
8,192 7.862314 0.658545 0.235649 −0.490406

16,384 7.862266 0.657494 0.224716 −0.489922
32,768 7.862431 0.657890 0.226145 −0.489605
65,536 7.862375 0.657438 0.224686 −0.495513
131,072 7.862323 0.657298 0.219203 −0.497210
262,144 7.862369 0.657512 0.216640 −0.492003
524,288 7.862408 0.657653 0.219913 −0.490080

Table 16 Moments of estimated probability distribution of penetration depth, determined via
LHS applied to an emulator of a refined model, where the Johnson–Cook parameters and
Poisson’s ratio of the witness are taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 7.878764 0.693531 0.093858 −0.572949
256 7.877735 0.685709 0.143252 −0.644030
512 7.878390 0.680854 0.215643 −0.464405

1,024 7.878854 0.679304 0.259640 −0.376152
2,048 7.878791 0.678602 0.269414 −0.365374
4,096 7.878548 0.678936 0.242118 −0.363966
8,192 7.878413 0.678761 0.204815 −0.423998

16,384 7.878558 0.679683 0.235691 −0.350584
32,768 7.878527 0.679589 0.238237 −0.377591
65,536 7.878521 0.679489 0.239495 −0.381770
131,072 7.878470 0.679332 0.236238 −0.397288
262,144 7.878483 0.679660 0.239759 −0.401954
524,288 7.878492 0.679633 0.241657 −0.396144
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Table 17 Moments of estimated probability distribution of penetration depth, determined
via LHS applied to an emulator of a refined model, where all Johnson–Cook parameters and
Poisson’s ratios are taken as uncertain

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

128 7.887400 0.670496 0.078593 −0.628344
256 7.886947 0.668399 0.086020 −0.553926
512 7.888593 0.674503 0.219055 −0.361933

1,024 7.889483 0.679516 0.225833 −0.366981
2,048 7.889293 0.677243 0.185826 −0.378712
4,096 7.889428 0.680186 0.165514 −0.464165
8,192 7.889521 0.679740 0.205251 −0.440576

16,384 7.889599 0.680939 0.208647 −0.451748
32,768 7.889653 0.681484 0.210668 −0.452663
65,536 7.889630 0.681646 0.211492 −0.429366
131,072 7.889645 0.681223 0.212860 −0.429911
262,144 7.889667 0.681586 0.211442 −0.438300
524,288 7.889664 0.681610 0.208760 −0.439043

Table 18 Moments of estimated probability distribution of penetration depth, determined via
stochastic collocation applied to an emulator of a refined model, where the 4 most sensitive
parameters are taken as uncertain

Sparse grid
level

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

1 9 7.857600 0.645780 0.027160 −2.058740
2 49 7.864780 0.657830 0.222844 −0.589014
3 209 7.862480 0.657247 0.222194 −0.461234
4 705 7.862320 0.657826 0.219210 −0.497957
5 1,985 7.862380 0.657763 0.220081 −0.493212
6 4,865 7.862370 0.657759 0.220166 −0.493194
7 10,369 7.862370 0.657759 0.220171 −0.493193

44



Approved for public release; distribution is unlimited.

Table 19 Moments of estimated probability distribution of penetration depth, determined via
stochastic collocation applied to an emulator of a refined model, where the Johnson–Cook
parameters and Poisson’s ratio of the witness are taken as uncertain

Sparse grid
level

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

1 15 7.873470 0.665098 −0.027559 −2.116560
2 127 7.879140 0.681261 0.229545 −0.566297
3 799 7.878530 0.679870 0.242216 −0.389906
4 4,047 7.878540 0.679926 0.240589 −0.406856
5 17,263 7.878540 0.679927 0.240684 −0.405990
6 63,967 7.878540 0.679927 0.240676 −0.406026

Table 20 Moments of estimated probability distribution of penetration depth, determined
via stochastic collocation applied to an emulator of a refined model, where all Johnson–Cook
parameters and Poisson’s ratios are taken as uncertain

Sparse grid
level

Number of
samples Mean (cm)

Standard
deviation

(cm)
Skewness Kurtosis

1 29 7.892810 0.660604 −0.119872 −2.124830
2 449 7.889430 0.684504 0.217672 −0.636388
3 4,929 7.889680 0.681388 0.207447 −0.415551
4 42,785 7.889670 0.681634 0.206738 −0.441398
5 310,689 7.889670 0.681621 0.206899 −0.439740
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Table 21 Computational costs of stochastic collocation at the highest sparse grid level used,
given emulator of refined computational model

Number of
uncertain

parameters

Sparse grid
leven

Number of
samples

CPU time
(s)

4 7 10,369 10.26
7 6 63,967 121.83
14 5 310,689 2130.9
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Fig. 12 Estimated relative error in mean value as a function of the number of samples, for
both LHS and stochastic collocation applied to an emulator of a refined model
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6. Discussion and Conclusions
The survey of software discussed in Section 4 indicates the range of UQ software
that is available. Some of these works of software, such as Chaospy or QUESO,
have a relatively narrow focus, such as polynomial chaos or MCMC, while others,
like Dakota or PSUADE, are intended to offer a broad range of functionality. Some
of these, such as UQ-PyL, appear to be maintained by one or two developers, while
others, such as Dakota, are supported by a team of developers at an institution,
such as a national laboratory. So far, Dakota appears to be the most promising UQ
software out of what is currently available, at least with regard to uncertainty prop-
agation. However, even it was not entirely sufficient for the analyses described in
Section 5. It lacked a method of SA (that was supplied by PSUADE), and it required
modification to read back in the very saved model emulators that it created.

In the uncertainty propagation analyses of dynamic penetration of armor discussed
in Section 5, the intervals from the interval analyses are far from sharp. For the
coarse model, the width of the interval is about 64% of the estimated mean pene-
tration depth, and for the emulator of the refined model, the width is about 71% of
the mean. This lack of sharpness is also reflected in the results from the propaga-
tion of aleatoric uncertainty through the dynamic penetration simulations. Based on
Chebyshev’s inequality,81 the “true” value of the penetration depth has at least an
88.8% probability of being within 3 standard deviations from the mean.∗ If one were
to assume the coarse computational model is correct, this would indicate that the
true value is likely within an interval of about [4.96, 8.37] cm. For the fine model,
this would indicate that it is likely within an interval of about [5.84, 9.93] cm. In
principle, this lack of sharpness may be improved by having better estimates of
the uncertainties of the parameters. However, the uncertainty of at least one of
the parameters, the Johnson–Cook parameter C, is a reflection of how poorly the
Johnson–Cook strength model reflects how the stress-strain relationship in a metal
is affected by the stress rate,73 and Fig. 9 indicates that variation in this parameter is
responsible for a significant portion of the variability in the penetration depth. Re-
ducing the uncertainty due to this issue may be a matter of replacing the Johnson–
Cook strength model with a more accurate one.

∗For a Gaussian probability distribution, the true value would have about a 99.7% probability of
being within 3 standard deviations from the mean.81 However, since the probability distributions of
the model parameters are crudely estimated as uniform, the shape of the probability distribution of
the penetration depth is also a crude estimate and likely should not be treated as close to Gaussian.
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One can also see the so-called curse of dimensionality have some effect on the
uncertainty propagation analyses of dynamic penetration of armor. In the interval
analyses using EGO and EA, the number of samples needed to reach a converged
value for the extrema increases with the number of uncertain parameters. As pointed
out in Section 2.2, stochastic collocation methods are also affected by the curse, and
how this manifests itself in practice can be seen in how, for a given sparse level, the
number of samples needed increases with the number of parameters. For 4 param-
eters, 705 samples are needed; for 7 parameters, 4,047 samples are needed, and for
all 14 parameters, 42,785 samples are needed. However, the practical effect of this
is mitigated through the use of emulators. For example, given a sparse grid level of
4 and the coarse model using 14 parameters, the number of CPU hours for stochas-
tic collocation is about 42, 785× 64× 6 min ≈ 270, 000 h. As seen in Table 21, for
an even higher sparse grid level and the same number of parameters, the CPU time
for stochastic collocation with an emulator is about 36 min. In short, because the
emulators are so computationally inexpensive, even if the relative computational
cost explodes as the number of parameters increases, the absolute cost for a large
number of parameters can still be manageable. As pointed out in Section 2.4.2,
though, the construction of the emulators themselves can be subject to the curse of
dimensionality, which may limit the degree to which they can mitigate the practical
costs of the curse.

Future work on UQ with armor may expand the number of uncertain model param-
eters, use more precise characterizations of the uncertainties in those parameters,
and possibly use more accurate strength models.
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