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1.0 SUMMARY 

Through the course of the XDATA program, Sotera has successfully worked with many 
types of data on local and distributed systems.  In addition, portable cloud based infrastructure 
was created which was capable of operating on data sets which were intractable for a single 
machine. 

Although the general format of data is too diverse for a single set of algorithms to 
successfully interact with, relationships between data elements have been identified as a critical 
value added attribute of data.  The development of network graph algorithms to analyze and 
visualize these relationships provides analysts with a key tool in the dissection and understanding 
of varied data sets.  In addition, the values and relationships of electronic mail (e-mail) data, 
which were previously cumbersome to identify, are revealed in a simple, fast, and scalable 
package, referred to as Newman, developed in the course of this effort.  Newman makes the 
contents of e-mail and attachments easily searchable and also reveals the communications 
network from which the e-mail was generated.  This data heavy application merges 
computational capability with the business use case of understanding human behaviors. 

2.0 INTRODUCTION 

Data continues to be generated and digitally archived at increasing rates, resulting in vast 
databases available for search and analysis. Access to these databases has generated new insights 
through data-driven methods in the commerce, science, and computing sectors. The so-call “big 
data” problem has now become a challenge for military operations, both at the strategic and 
tactical levels. The data being brought to bear on operations are growing rapidly in volume and 
complexity, and are most often imperfect, incomplete, heterogeneous, and consumed by diverse 
end-users from analysts to field soldiers. 

The overall approach for the XDATA program is to develop open source software 
toolkits that enable flexible software development supporting users processing large volumes of 
data in timelines commensurate with mission workflows of targeted defense applications. 

Feature correlation across multiple data sources, at ultra-large scales, is a tractable 
problem when performed within a framework on scalable architectures. Performing such analysis 
across large sets of heterogeneous data (such as a Global Graph) can bring robust, adaptable, and 
modular solutions to the newest and most aggressive types of modern intelligence analysis 
problems. This capability will provide the ability to identify patterns and anomalies within 
patterns based on all dimensions of the data rather than relying on subjective concepts of which 
set of dimensions are relevant. Our innovative approach employs multi-dimensional modeling 
implemented in cloud storage.  

Although digital data is stored and transmitted in a variety of formats, many of these 
formats can be interpreted by open source tools or read directly to text, image, JavaScript object 
notation (JSON), or some other interchangeable format.  Certain data elements, such as e-mail, 
also exist in a relational sense.  In the case of e-mail, the message itself contains the relational 
information in the “to”, carbon copy (cc), blind carbon copy (bcc), from, and attachment 
information.  In the case of multiple similar pictures of the same event, the relationships are 
determined by considering many images and making comparisons between them.  In each case, 
algorithms must be developed to facilitate interacting with and determining relationships 
between data elements. 
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The focus of this effort was to develop, test, and deliver automated and semi-automated 
computational analytical techniques, tools, and software libraries to discover statistically 
significant anomalies and patterns within very large data sets. Included in this are distributed 
graph analytic processes, cloud-based approximation mechanisms, and rapid development 
environment toolsets.  Deliverables included monthly status reports, quarterly status reports, 
attendance at quarterly primary investigator (PI) meetings (hackathons), and developed software 
products. 

3.0 METHODS, ASSUMPTIONS AND PROCEDURES 

Computational techniques and software tools for analyzing large volumes of data, both 
semi-structured (e.g., tabular, relational, categorical, meta-data) and unstructured (e.g., text 
documents, message traffic) were developed.  Central challenges included developing scalable 
algorithms for processing imperfect data in distributed data stores.  In addition, e-mail data was 
identified as a rich data source, with multiple types of content (text, images, exchangeable image 
format (EXIF) data, header data) as well as relational traits.  E-mail is also valuable as a log of 
human and organizational activities and relationships. 

3.1 Infrastructure Development 

Infrastructure was developed which integrated dimensional analytics, graph analytics, 
and portable cloud based development environments.  A mechanism to move data and execution 
between cloud instances was researched and benchmarked.  Finally, a visualization component, 
designed as middleware, was developed. 

3.2 Data Representation 

Several data representations were researched throughout the course of the XDATA 
program.  This investigation positively impacted many of the tools described in the Transitions 
and Demonstrations section below.  The goals of the investigations included: 

• Evaluation of schema alignment techniques such as combined matching (COMA)++
• Research, employ and leverage semi-automated and automated data cleansing techniques

and report on how these capabilities can be integrated and used within the XDATA
architecture

• Provide data normalization and representation documentation for the provided extract,
transform, and load (ETL) tools and algorithms

• Research and provide evaluation reports on data optimization techniques

4.0 RESULTS AND DISCUSSION 

The contractor participated in all of the XDATA summer camps and activities as well as 
the quarterly PI meetings referred to as hackathons.  Many products were developed to the 
research level during the course of this contract.  Several of these are described below. 

4.1 Aggregate micro paths 
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Links to the github repository for the aggregate micro path effort are provided as: 
http://sotera.github.io/aggregate-micro-paths/, and https://github.com/Sotera/aggregate-micro-
paths. 

The geo-location in Twitter based social media tweets can provide an overview of areas 
which are commonly navigated by humans.  For example, in a city, the geo-location of tweets 
may provide an overview of locations where pedestrians are commonly present, such as sidewalk 
and pedestrian paths.  (A prototype dataset used and is no longer available.)  Through the course 
of the XDATA program, the geo-information was considered in aggregate to identify micro-
paths, not otherwise identified in the individual observations.  Rather than simply identifying the 
presence of a sidewalk, the micro-paths identify commonly traveled routes.  The routes enable 
the ability to predict a travel pattern given only a single or few tweets.  Since the geo-information 
is contained completely in the twitter set, route projections can be performed in the absence of a 
base map, and in the absence of any prior knowledge about popular routes, attractions, or other 
pedestrian objectives.   

The difference between raw detections, raw tracks, and micropaths is shown in Figure 1.  
Commonly traveled routes are shown in red, while less commonly traveled routes are show in 
progressively greener colors.  On well traveled portions of the route, the raw detections are dense 
and provide a distinct view of the boarder of the path.  On less well traveled portions of the 
terrain, the tweets are sparse, however taken in aggregate they provide a view of a less popular 
route.  Automated construction of micropaths requires cleaning the data points as well as 
considering multiple scales ranging from single observations to large scale complete paths. 

http://sotera.github.io/aggregate-micro-paths/
https://github.com/Sotera/aggregate-micro-paths
https://github.com/Sotera/aggregate-micro-paths
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4.2 Correlation Approximation 

A link to the github repository for the Correlation Approximation effort is provided as: 
https://github.com/Sotera/correlation-approximation.   

Provided with experimental observations, the identification of correlations can often led 
to insights into the governing mechanisms of an observed behavior.  Identification of correlations 
are especially valuable when multiple experiments are coupled by a common factor such as 
human behavior.  While correlation does not necessarily imply causation, many valuable insights 
have been gained by simply identifying correlations.  One anecdotal example is the correlation 
between the purchase beer and diapers.  While this anecdotal correlation may not have been 
exploited to increase retail sales, other retail correlations certainly could have.  This powerful 
tool can extend to many aspects of marketing, intelligence gathering, and socio-economic 
effects.  Google Correlate was developed specifically to identify and leverage useful but 
computationally expensive correlations.  A similar functionality was achieved in this effort. 
The correlation procedure is computationally expensive as naive implementations scale with 
order (O) (N^2) and can be reduced to O(N*log(N)) through application in Fourier space.  The 
correlation approximation engine, results of which are shown in Figure 2, applies an 
approximation to ensure low computational complexity.  Furthermore, the algorithm is 
implemented in Spark to allow for implicit scalability.   

Figure 1. Micro-paths, raw tracks, and raw detections from geo-located tweets 

Micro-paths  (10M)
(No distance/time filter)

Raw Tracks (10M) Raw Detections (10M)

https://github.com/Sotera/correlation-approximation
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Correlations are typically computed between only two variables.  The correlation 
approximation engine computes the correlation between all variables in a given data set, 
excluding auto-correlations.  For example, computing the cross correlation between 100 time 
series results in 4950 individual correlation computations.  Each correlation is computationally 
expensive on its own, however, each computation is also independent from the others.  This 
independence was leveraged to implement the code in the Spark distributed computing 
environment. 

4.3 Distributed Graph Analytics 

Links to the github repository for the Distributed Graph Analytics effort are provided as: 
http://sotera.github.io/distributed-graph-analytics/, and https://github.com/Sotera/distributed-
graph-analytics. 

Distributed Graph Analytics (DGA) is a compendium of graph analytics written for Bulk-
Synchronous-Parallel (BSP) processing frameworks such as Giraph and GraphX.  The DGA 
toolset allows parallel computation of network graph algorithms including: High Betweenness 
Set Extraction, Weakly Connected Components, Page Rank, Leaf Compression, and Louvain 
Modularity.  Not only are computations performed in parallel, but the Hadoop file systems is 
utilized for operation on large graphs which may otherwise exceed the RAM resources on a 
typical machine. 

Louvain modularity, implemented in DGA, can be used to identify clusters in a network 
graph, as shown in Figure 3.  This is a critical step for visualizing and identifying macroscopic 
trends in certain types of network graphs.  DGA was benchmarked against the following data 
sets:  

• Bitcoin transaction graph 2,132,321 vertices 25 days to calculate exact betweenness on
a single core. (A prototype dataset used and is no longer available.)

Figure 2. Example from the correlation approximation engine 

http://sotera.github.io/distributed-graph-analytics/
https://github.com/Sotera/distributed-graph-analytics
https://github.com/Sotera/distributed-graph-analytics
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• Brightkite social network. 58,228 vertices, 18 minutes to calculate exact betweenness
on a single core. (Leskovec & Krel, Brightkite, 2014)

• Enron e-mail data set. 35,818 vertices, 156 seconds to calculate exact betweenness on
a single core. (Enron dataset, 2013)

• Gowalla social network. 196,591 vertices (not calculated on single core) (Leskovec &
Krevl, Gowalla, 2014)

• Google Plus social network. 102,118 vertices, 14.5 hours to calculate exact
betweenness on a single core. (Leskovec & Krevl, Google+, 2014)

In each case, the DGA implementation significantly accelerated the network graph analysis.  The 
DGA tool also exposes parameters which can be varied to provide approximate results rapidly.  
The highest accuracy results for each data set, as computed with an 8-node cluster using 8 giraph 
workers using 8 threads per worker were: 

• Bitcoin transaction graph ~3 hours at 87% accuracy -> 200x speedup
• Brightkite social network ~1.5 minutes at 81% accuracy -> 12x speedup
• Enron e-mail data set ~ 1 minute at 65% accuracy -> 2.6x speedup
• Gowalla social network ~ 6  minutes at 75% accuracy -> not available (N/A)
• Google Plus social network ~15 minutes @ 81.2% accuracy -> 58.3x speedup

4.4 Graphene 

A link to the github repository for Graphene is provided as: 
https://github.com/Sotera/graphene 

Figure 3. Louvain modularity is used to identify significant features of a network graph 

https://github.com/Sotera/graphene
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Graphene is a high performance Java based web framework used to build a searching and 
graphing application on top of existing data, as shown in Figure 4. It is datastore agnostic, but 
has built in support for Elastic Search, structured query language (SQL) Databases, and Titan.  
The relational view of data elements is beneficial for many investigations including financial 
transactions. 

4.5  Newman 

A link to the github repository for Newman is provided as: 
https://github.com/Sotera/newman. 

Newman is an e-mail analysis and exploitation program.  Newman provides an overview 
of e-mails in a data set as well as detailed views of e-mail contents, geographic origin of images 
and internet protocol (IP) addresses, searchable attachments and much more information.   

The e-mail exploitation process begins with the Newman ETL process.  After one button 
ingest is triggered, e-mail data sets are ingested.  In this process, e-mail text, attachment text, 
including text contained in word documents, .pdf’s, excel sheets, and many other formats is 
indexed in an elastic search database.  Language translation and optical character recognition is 
performed on ingest as well. 

Figure 4. Graphene showing a network graph view of a dataset 

https://github.com/Sotera/newman
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Next the analyst is presented with an overview of the e-mail data set (American Bridge 
21st Century, n.d.).  The overview includes histograms of e-mails sent and received over time, 
topic extraction, summarization, and a characterization of the distribution of attachment types as 
seen in Figure 5.  E-mail accounts can be optionally enabled/disabled so analysts can focus on a 
single account or group of accounts, rather than all accounts. 

The search box near the top allows access to Elasticsearch’s search capabilities including: 
fuzzy search, exact matching, Boolean search combination, regular expressions, and more.  
Many elements of the dashboard are active in the sense that they allow filtering of the data set or 
a more detailed view of some particular aspect of the data set.  Both image EXIF data and e-mail 
IP addresses can be used to locate elements on a map as shown in Figure 6.   

Figure 5. Newman overview screen 
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E-mail contents can be viewed in the detail view as shown in Figure 7.  Search terms and 
extracted entities are highlighted in this view as well.  Rather than e-mail text, a view of all 
attachments is available by clicking on the attachments tab near the top of the results window as 
shown in Figure 8. 

Figure 7. Map view showing geo-location of images and e-mail IP addresses 

Figure 6. Newman: detailed view 
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Finally, a network view of e-mail correspondence is automatically generated.  The network 
nodes can be highlighted based on the computed community, the dataset membership, or e-mail 
domain, as shown in Figure 9. 

Figure 8. Newman attachments view 

Figure 9. Newman, communications network graph view 
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The network nodes represent senders or receivers of e-mails.  Connections indicate that a 
communication has taken place between the entities.  Many of the network graph computational 
algorithms used to compute quantities related to the network graph were also developed as a part 
of the XDATA program. 

5.0 CONCLUSIONS 

The XDATA program served as a foundry to create tools which can interact with and 
provide analysis of many types of data.  While this goal may seem abstract, our team made 
substantial contributions through the development of three primary types of systems.  First, many 
of the tools operate at multiple scales simultaneously.  In the case of micro-paths, a bottom up 
approach which considered individual tweets first then aggregated to address larger scale 
features was applied.  In the case of e-mail analysis, a top down approach which considered an 
overview of the corpus with the goal of moving to smaller scale high value elements (e-mail text 
and attachments) was executed.  Finally, the computational demands of operating over large and 
small scales simultaneously were addressed through the development of distributed systems.  
The virtualized cloud infrastructure developed in this effort filled a similar role to that of 
commercial cloud computing providers, although several years earlier.  In conclusion, substantial 
benefits can be gain from considering local data values as well as data in relation to other, 
possible very different, data sets.   

6.0 RECOMMENDATIONS 

We have analyzed a variety of data sources and processing techniques through the course 
of the XDATA program.  Many of our most useful efforts were enabled by the application of open 
source software on diverse data sets. This was most clear during the PI meetings (hackathons).  In 
these cases, diverse datasets were provided, with analysis goals, but little specific instructions on 
how to achieve those goals.  The freedom to analyze the data and bring in outside data sources 
resulted in value and insight which was not anticipated at the start of the program.  Having access 
to open source tools as well as diverse data sources appeared to greatly facilitate the work 
performed. 

While algorithms can be packaged and refined, the ETL process is different for every data 
set.  This process consumes the majority of the time spent in processing a new data.  An automated 
ETL and dimensionality assessment of a dataset would accelerate the application of data science 
and allow a more diverse audience to enjoy the fruits of programs such as XDATA. 



APPROVED FOR PUBLIC RELEASE, DISTRIBUTION UNLIMITED. 
12 

BIBLIOGRAPHY 

Retrieved from American Bridge 21st Century: https://americanbridgepac.org/jeb-bushs-gubernatorial-
email-archive/ 

Enron dataset. (2013, May 15). Retrieved from Nuix website: http://info.nuix.com/Enron.html 

Leskovec, J. (n.d.). Brightkite. Retrieved from SNAP Datasets: Large Network Dataset Collection: 
https://snap.stanford.edu/data/loc-brightkite.html 

Leskovec, J., & Krevl, A. (2014, Jun). Google+. Retrieved from SNAP Datasets: Stanford Large Network 
Dataset Collection: https://snap.stanford.edu/data/egonets-Gplus.html 

Leskovec, J., & Krevl, A. (2014, Jun). Gowalla. Retrieved from SNAP Datasets: Stanford Large Network 
Dataset Collection: http://snap.stanford.edu/data/loc-gowalla.html 



APPROVED FOR PUBLIC RELEASE, DISTRIBUTION UNLIMITED. 
13 

LIST OF SYMBOLS, ABBREVIATIONS AND ACRONYMS 
e-mail ....................................................................................................................... Electronic mail 
JSON ....................................................................................................... JavaScript object notation 
Cc .................................................................................................................................. Carbon copy 
Bcc ....................................................................................................................... Blind carbon copy 
PI ..................................................................................................................... Principal investigator 
EXIF ..................................................................................................... Exchangeable image format 
COMA.............................................................................................................. Combined matching 
ETL ............................................................................................................. Extract, transform, load 
O ............................................................................................................................................... Order 
DGA ..................................................................................................... Distributed Graph Analytics 
N/A ............................................................................................................................... Not available 
SQL ......................................................................................................... Structured query language 
IP ............................................................................................................................ Internet protocol 
BSP………………………………………………………………….…Bulk Synchronous Parallel 


	List of Figures
	Acknowledgements
	1.0 Summary
	2.0 Introduction
	3.0 Methods, Assumptions and Procedures
	3.1 Infrastructure Development
	3.2 Data Representation
	4.1 Aggregate micro paths
	4.2 Correlation Approximation
	4.4 Graphene
	4.5  Newman

	5.0 Conclusions
	6.0 Recommendations
	BIBLIOGRAPHY
	List of Symbols, Abbreviations and Acronyms



