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1. Introduction 

Swarms of agents exhibit advantages over a comparable group of solitary agents. 
One advantage is the ability for swarm agents to localize relative to the group, using 
spatial relationships between many agents to achieve accurate relative position 
information.1 This is particularly important in GPS-denied environments where 
there are limited positioning options.2 Many applications exist for relative 
positioning such as collision avoidance,3 formation flying,4 and patterned weapon 
delivery.5 In addition, relative localization can be transformed into absolute 
localization even if the absolute positions of only a few agents are known. There 
are many techniques that can be employed for relative localization including RF, 
ultrasound, and optical technologies.6 This report focuses on evaluating RF 2-way 
ranging (TWR) products for swarm localization. 

Ultrasound technologies have been demonstrated to be very accurate, but their 
typical maximum range of only a few meters is unsuitable for many swarm 
applications.7 A variety of optical systems also exist for range measurements. 
Laser-based systems are very accurate but typically have a small field of view 
(FOV). More recently, time-of-flight cameras have been developed that offer a 
wider FOV but suffer from smaller measurement ranges.8 Stereo cameras can be 
used for ranging,9 as well as single cameras through measuring the size of known 
markers,10 but the hardware and image processing requirements make integration 
into small embedded systems problematic. In contrast to other technologies, RF 
ranging usually has a large FOV and long range. Aside from RF TWR, localization 
can also be accomplished using RF angle of arrival (AOA), time of arrival (TOA), 
and time difference of arrival (TDOA). AOA systems require calibrated antenna 
arrays that limit the availability of suitable commercial solutions.11 TOA and 
TDOA systems have also been shown to provide reliable ranging results, but they 
require specialized infrastructure to create the necessary timing synchronization 
between agents.12 Distance can also be estimated using a received signal strength 
indicator (RSSI), but this method typically has low accuracy.13 

Compared with other technologies, RF TWR products have many benefits, 
including the following14: 

• Low-cost commercial products 

• Low power 

• Small size 

• Accuracy on par with GPS 
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• Wide FOV 

• Long range 

• Supports wireless communications in addition to ranging 

A few disadvantages include susceptibility to jamming and interference plus 
possible antenna integration problems on small custom platforms such as 
munitions. Considering that a swarm will most likely have wireless networking 
capabilities, there is no reason not to use the RF signals for ranging as well as 
communications. RF TWR products generally fall into 2 categories,  
ultra-wideband (UWB) and narrowband (NB). UWB products are more accurate, 
but due to transmit (TX) power limitations, have a shorter range.15 NB products are 
less accurate but have longer ranges that can be extended even further through 
external amplification. In addition, frequency hopping to prevent jamming and 
interference is theoretically easier with NB ranging because of the greater number 
of available frequency slots. Due to the benefits of NB ranging, 2 major NB ranging 
commercial products were chosen for evaluation, the Atmel REB233SMAD16 and 
the Nanotron Swarm BEE LE (low energy).17 

The performance goal for evaluating these products is to provide localization on 
par with current GPS capabilities, both in accuracy and update rate. The short-term 
maximum range objective is 100 m, while the long-term goal is ranging out to  
1 km. In ranging applications, agent position accuracy depends on swarm geometry 
and is therefore difficult to characterize, but in general individual ranging errors are 
on the order of a few meters.18 Update rates can also be difficult to characterize 
because the ranging channel may have to be shared with communications, but 
requirements can be estimated. Assuming that only one agent can perform a ranging 
operation at a time, and that the distances between all of the agents are required to 
perform localization, the ranging measurement period, 𝑃𝑃𝑎𝑎, to support a total swarm 
localization update rate of 𝑅𝑅𝑠𝑠 for a swarm of size 𝑁𝑁 is 

  
𝑃𝑃𝑎𝑎 = (𝑁𝑁−2)!2

𝑁𝑁!𝑅𝑅𝑠𝑠 
.  (1) 

The top plot of Fig. 1 illustrates how quickly the number of range measures grows 
with swarm size. The bottom plot shows an example total swarm localization 
update rate calculation for 𝑃𝑃𝑎𝑎= 10 ms. The update rate quickly drops as the swarm 
size increases, showing the importance of RF ranging measurement speed. Initial 
research focused on a modest swarm size of 6 agents with an update rate goal of  
5 Hz. This gives a maximum measurement period of 𝑃𝑃𝑎𝑎 = 13.3 ms. 
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Fig. 1 Total number of swarm distance measurements (top) and the total swarm 
localization update rate (bottom) for a give swarm size 

The Atmel product is introduced first, briefly evaluated, and then rejected for 
swarm localization. Then the Nanotron product is more thoroughly evaluated. A 
networking scheme for swarm ranging is presented. To test the feasibility of this 
scheme, an experiment setup using 2 Nanotron kits is developed. Test data in both 
a controlled laboratory environment and an outdoor setting are presented and 
analyzed. Lastly, an experiment setup is designed for the swarm localization of 6 
agents. Localization techniques are discussed, and the experiment data are 
presented and analyzed. 

2. Atmel Evaluation 

Atmel manufactures the AT86RF233 radio transceiver, which uses a phase 
difference measurement unit (PMU) for RF ranging. It operates in the 2.4-GHz 
industrial, scientific and medical (ISM) radio band and conforms to the Institute of 
Electrical and Electronics Engineers 802.15.4-2006/2011 standard.16 Some of the 
characteristics of the AT86RF233 transceiver include the following: 

• 105-dB link budget 
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• RSSI measurement, energy detection, and link quality indication 

• Advanced encryption standard 128-bit hardware accelerator 

• Antenna diversity and TX indication 

• Supported data rates: 250, 500, 1000, and 2000 kb/s 

• Time and phase measurement support 

• 32-pin low-profile package: 5 × 5 × 0.9 mm³ 

Atmel provides the REB233SMAD development kit for the AT86RF233 
transceiver to demonstrate the functionality of the PMU and evaluate the radio 
transceiver performance (Fig. 2). The kit also contains an ATxmega256A3 
microcontroller, battery power, and dual antennas. Software support includes a 
ranging toolbox library and an evaluation application. Custom programs can be 
developed using Atmel Studios integrated development environment (IDE). 

 

Fig. 2 REB233SMAD development kit 

The evaluation application uses 3 REB233SMAD kits designated as a Coordinator, 
Initiator, and Reflector. The Coordinator controls the other 2 kits and is connected 
to a PC. The Initiator and the Reflector operate in stand-alone mode and perform 
the ranging operations. The example application provides a number of 
programmable settings including the following19: 

• Start frequency, step frequency, and stop frequency selection 
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• TX power 

• Antenna diversity control 

• Filter settings 

• Addressing settings 

Ranging operations are performed at each frequency step and then averaged, with 
the total number of steps denoted as 𝑁𝑁𝑠𝑠. Since multipath is frequency dependent, 
frequency diversity aids in multipath mitigation. A single ranging operation begins 
with the Initiator and is reflected back by the Reflector, giving a distance 
measurement of 

 𝑑𝑑 = 𝑐𝑐(𝑡𝑡𝑟𝑟𝑟𝑟−𝑡𝑡𝑑𝑑)
2

, (2) 

where 𝑐𝑐 is the speed of light, 𝑡𝑡𝑟𝑟𝑡𝑡 is the total round trip ranging time, and 𝑡𝑡𝑑𝑑 is a 
fixed system delay. Increasing 𝑁𝑁𝑠𝑠 will increase the accuracy of the ranges but will 
also increase the ranging measurement time. 

2.1 Atmel Sample Rate Testing 

Two problems were quickly identified with the Atmel devices. First, the average 
ranging sampling period of 172 ms was much slower than the goal of 13.3 ms. 
Second, we experienced difficulty in obtaining long-range outdoor measurements. 
Due to these problems, only a limited amount of testing was performed. The first 
test used 3 different values of 𝑁𝑁𝑠𝑠 in an attempt to characterize slow, medium, and 
fast ranging sample rates. Table 1 shows the frequency parameters used for this 
test. Two Atmel kits were placed 460 cm apart, the parameters were programmed 
using the example application, and data were collected using a custom LabVIEW 
program. This program displayed the range measurements, plotted the ranges in 
real time, and saved the range data for further postprocessing. 

Table 1 Sampling rate test parameters 

Sampling rate 
Start 

frequency 
(MHz) 

Step 
frequency 

(MHz) 

Stop 
frequency 

(MHz) 

N 
frequency 
samples 

Fast  2324 2 2328 2 
Medium  2403 2 2443 20 

Slow  2324 0.5 2527 406 

Figure 3 shows the fast, medium, and slow sampling rate results along with the 
actual measured distance. Summary statistics are listed in Table 2. The fast 
sampling rate, which only used 2 frequency steps, performed very poorly, with an 
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average range error of 360%. Figure 4 is a close-up of Fig. 3, showing the medium 
and slow sampling rates in more detail. The slow sampling rate results are very 
accurate, averaging less than a 1% error with a standard deviation of approximately 
17.2 cm over 406 samples. The medium sampling rate was set to the example 
program’s default frequency parameters of 20 samples in the Wi-Fi frequency range 
between 2.4 and 2.484 GHz. This resulted in a 20.5% error with the standard 
deviation doubling from the slow case to 34.2 cm. As expected, these tests showed 
the error decreasing as 𝑁𝑁𝑠𝑠 increased. However, the sampling rate did not scale 
linearly with 𝑁𝑁𝑠𝑠. The maximum sampling rate we achieved in the fast sampling 
case was about 6.2 Hz, only slightly higher than the medium rate of 5.8 Hz. On the 
other hand, the slow sampling rate was measured at 3.2 Hz, faster than expected 
considering 𝑁𝑁𝑠𝑠 = 406. These discrepancies may be due to a limitation in the 
example application, and not in the hardware itself, but further analysis was not 
performed at this time.  

 

Fig. 3 Atmel sampling rate tests results 

Table 2 Atmel sampling rate test summary 

Sampling rate Rate 
(Hz) 

Average 
(cm) 

Error 
(%) 

Std. deviation 
(cm) 

Fast  6.2 2118 360.3 42 
Medium  5.8 554 20.5 34 
Slow  3.2 464 0.9 17 
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Fig. 4 Zoomed medium and slow sampling rate test results 

2.2 Atmel Frequency Band Testing 

Due to the possibility of Wi-Fi interference affecting the results of Atmel ranging, 
it was beneficial to characterize the ranging performance in frequency bands 
outside of the Wi-Fi range. Table 3 shows the parameters used in this test. The 
default frequency range is the Wi-Fi band from 2.4 to 2.484 GHz. Two other bands 
were chosen for testing, one below and one above the Wi-Fi band. 𝑁𝑁𝑠𝑠 was kept 
nearly constant throughout the tests, but Atmel frequency options caused a slight 
deviation for the frequency band above Wi-Fi. The number of samples differing by 
one, however, should not change results by a noticeable factor. The medium 
sampling rate case uses the default parameters with the frequency range directly 
within the Wi-Fi band. As seen in Fig. 5 and Table 4, the range below Wi-Fi has a 
lower average error of 8.16%, but the range above Wi-Fi has a lower deviation. The 
default case performs in between the results of the above and below Wi-Fi cases. 
In general, the results of these 3 cases were comparable, allowing the use of other 
frequency bands to avoid Wi-Fi interference. 

Table 3 Wi-Fi frequency test parameters 

Parameter 
Start 

frequency 
(MHz) 

Step 
frequency 

(MHz) 

Stop 
frequency 

(MHz) 

Number of 
frequency 
samples 

Default 2403 2 2443 20 
Below Wi-Fi 2360 2 2400 20 
Above Wi-Fi 2486 2 2524 19 
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Fig. 5 Wi-Fi frequency test results 

Table 4 Wi-Fi frequency test summary 

Parameter Average 
(cm) % error Std. deviation 

(cm) 
Default 554 20.5 34 
Below Wi-Fi  498 8.2 42 
Above Wi-Fi  583 26.7 25 

2.3 Atmel Distance Testing 

The next experiment used the default frequency parameters and tested the Atmel 
kits at various distances. The distances were measured with a laser range finder and 
set at 8, 17.2, and 24.5 m. Laser range finders themselves have an accuracy of  
0.5 m,20 which may have contributed to the calculated Atmel error. Even with the 
TX power set to the maximum level, we experienced difficulties ranging at 
distances greater than 25 m. This problem was not thoroughly investigated because 
the Nanotron devices are clearly more suitable for ARL’s swarm localization 
requirements. Figure 6 shows the data for all 3 tests with the percent error and 
deviation shown in Table 5. The accuracy of these results were promising, with low 
deviations and relatively small errors. 
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Fig. 6 Distance testing results 

Table 5 Distance test summary 

 Specification 8 m 17.2 m 24.5 m 
Average (m) 7.74 18.53 26.90 
% error 3.30 7.16 8.91 
St. dev. (m) 0.13 0.13 0.10 

Although the accuracy of the Atmel kits was acceptable, the sampling period of 
about 172 ms was much slower than the 13.3-ms goal mentioned in the 
Introduction. This problem, combined with the measurement difficulty experienced 
for long-range outdoor measurements, resulted in ARL rejecting Atmel ranging 
products for swarm localization research. 

3. Nanotron Evaluation 

To improve ranging performance over the Atmel kits, Nanotron Swarm Bee LE 
kits, shown in Fig. 7, were acquired. The Nanotron modules contain a 
microcontroller for control and interfacing aside from the Nanotron radio 
transceiver itself. Ranging uses a chirp spread spectrum (CSS) NB signal in the  
2.4- to 2.4835-GHz Wi-Fi range with a selectable data rate of 1 or 0.25 Mbs. The 
advantages of CSS ranging include high ranging resolution and substantial 
resistance to multipath interference. The Nanotron’s maximum transmission power 
is 16 dBm with a link budget of 105 or 111 dB for the 1- and 0.25-Mbs data rate 
modes, respectively. The configuration and communication software included with 
the kits facilitates system integration.17 



 

Approved for public release; distribution is unlimited. 
10 

 

Fig. 7 Nanotron Swarm BEE LE kit 

Evaluation of the Nanotron kits quickly showed that they possessed the capabilities 
that the Atmel kits lacked. Whereas Atmel had a slow sampling rate and limited 
range, the Nanotron kits worked easily at longer ranges at high sampling rates, 
making them promising candidates for swarm localization. 

3.1 Nanotron Networking 

Evaluating the ranging operations alone is not sufficient to determine the Nanotron 
kits’ suitability for swarm localization. To implement an RF ranging localization 
scheme, the ranging information must be communicated to other swarm agents. The 
Nanotron communication medium, however, uses the same medium as the ranging 
operations. Thus, a medium access control (MAC) protocol must be used to avoid 
collisions between ranging and communication operations. 

One simple MAC protocol is time-division multiple access (TDMA), in which each 
ranging and communication operation is assigned a separate time slot to prevent 
transmission collisions. Example TDMA state diagrams for a swarm of 3 agents 
are illustrated in Fig. 8. Rij indicates a ranging operation is performed from agent i 
(Ai) to Aj.  Bij indicates a range broadcast where Ai broadcasts the results of Rij to 
the entire swarm.  For 3 agents, there are a total of 3 range measurements: R12, 
R13, and R23 with their corresponding broadcasts B12, B13, and B23. The state 
diagram of A1 is on the left, A2 is on the right, and A3 is omitted since it does not 
initiate any ranging operations. The actions performed in each state are written 
inside the state bubbles, and state transition logic is written next to the state 
transition arrows.  Dashed arrows are used to illustrate a causal relationship.  States 
that perform a ranging operation are shaded light orange while the other states are 
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white. This makes the TDMA scheme clear: only one agent is allowed to perform 
a ranging operation at a time. In this example, each combined ranging and broadcast 
operation takes a little less than 15 ms. 

 

S2A1 
 

1) Range to A3 (R13) 
2) Broadcast (B13) 

A1 State Diagram 

S1A1 
 

1) Range to A2 (R12) 
2) Broadcast (B12) 

S3A1 
 

15 ms Timer 

A2 State Diagram 

S2A2 
 

15 ms Timer 

S1A2 
 

15 ms Timer 

S3A2 
 

1) Range to A3 (R23) 
2) Broadcast (B23) 

Timeout or 
B23 

Timeout or 
B12 

Timeout or 
B13 

                State Transitions 

                Causality 

                Ranging State 

                Wait State 
 

Fig. 8 TDMA state diagram of agents 1 and 2 for a swarm of 3 agents 

Starting in the upper left with the first state of A1 (S1A1), A1 performs R12 and 
B12. During this time A2 is also in its first state (S1A2) waiting to move to S2A2.  
This occurs when A2 receives B12 from A1 (indicated by a dashed arrow) or A2’s 
15-ms timer expires. The timer is required to ensure that A2 will eventually move 
to S2A2 even if it misses the B12 transmission. The timer alone cannot be used for 
state transitions because the clock drift of each agent would cause the state 
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machines to become unsynchronized over time. Therefore, the broadcasts must also 
be used to trigger the state transitions to ensure that the A1 and A2 state machines 
remain synchronized. Once A1 finishes R12 and B12, it moves to S2A1 and 
performs R13 and B13. As before, A2 waits in S2A2 for either B13 or a timeout to 
move to S3A2. Once A1 moves to S3A1 and A2 moves to S3A2, they switch roles.  
A2 now performs R23 and B23, and A1 waits for either B23 or a timeout to move 
to S1A1. In summary, each agent takes turns ranging to avoid collisions. State 
transitions are triggered by broadcasts to maintain swarm synchronization while 
relying on timers in case the broadcasts are missed. 

This scheme can be generalized for any number of agents. For example, the states 
for a swarm of 4 agents with a total of 6 ranging operations are listed in a compact 
form in Table 6. Although this scheme is sufficient for a basic swarm localization 
scenario, further development in swarm networking could include additional 
factors such as agents leaving or entering the swarm, multihop communications, 
and the evaluation of carrier sense medium access protocols. 

Table 6 TDMA scheduling example for 4 agents. Rij indicates a ranging operation from Ai 
to Aj with broadcast Bij. 

State A1 A2 A3 
S1 R12, B12  15-ms timer 15-ms timer  
S2 R13, B13 15-ms timer 15-ms timer 
S3 R14, B14 15-ms timer 15-ms timer 
S4 15-ms timer R23, B23 15-ms timer 
S5 15-ms timer R24, B24 15-ms timer 
S6 15-ms timer 15-ms timer R34, B34 

3.2 Nanotron Laboratory Testing 

To verify the capabilities of the Nanotron kits, it was sufficient to only use 2 units 
in this TDMA scheme. An Arduino Mega 2650 controller21 was used to control 
each Nanotron module through a 500-K-baud universal asynchronous receiver-
transmitter (UART) with the program included in Appendix A. The program 
contains 2 main functions: setup and loop. The setup function runs once at startup 
and initializes all of the program’s variables and Nanotron settings. It is assumed 
that the Nanotron IDs are preprogrammed and that one of the Nanotrons has an ID 
of 0, which will be referred to as A1. A1 is designated to begin the ranging 
operations. After setup completes, the loop function continually executes until 
power down. The loop begins with A1 ranging to the other Nanotron, A2, and then 
broadcasts the result. The Nanotron is configured to broadcast the range and unit 
IDs automatically after a ranging operation, but it is also possible to disable this 
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feature and perform a custom broadcast that includes additional data. Once A2 
receives the broadcast, it ranges to A1 and broadcasts the result. A1 and A2 
continually take turns ranging and broadcasting to one another. If one of the units 
waits for a broadcast for more than 25 ms, it times out and independently begins a 
new ranging operation. Figure 9 shows an oscilloscope screen capture of an 
example Nanotron ranging and broadcast operation. The light blue signal shows the 
initial Nanotron UART receiver (RX) receiving a command from the Arduino to 
perform a ranging operation. The actual ranging operation consists of several 
transmissions from A1 (pink) and responses from A2 (green). The final 
transmission from A1 is the broadcast message accompanied by the Nanotron 
UART TX of the ranging results. Not shown in Fig. 9, A2 will report the ranging 
results on its UART TX after receiving the broadcast. The next ranging operation 
by A2 can be observed at the next falling edge of A2 RF TX. The duration of one 
ranging and broadcast operation is about 14 ms, which is close to the  
13.3-ms goal. 

 

Fig. 9 Ranging and broadcast operation from agent A1 to A2 

Once 2 Nanotron kits were configured to range to one another using the Arduino 
controllers, evaluation of the Nanotron modules began in a controlled laboratory 
environment. Figure 10 shows the testing setup. The 2 Nanotron kits with their 
Arduino controllers were placed in 2 separate anechoic chambers. Each was 
connected through a coaxial cable to a programmable attenuator. A PC was 
connected to unit A1 to record testing results. 
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Fig. 10 Laboratory Nanotron evaluation setup 

The first 3 experiments characterized ranging errors per second, cycle time, and 
accuracy versus attenuation using a TX power of –22 dBm. Figure 11 shows the 
errors per second versus attenuation, where error refers to an unsuccessful ranging 
operation. As is typical for wireless communications, performance falls off quickly 
after passing a given threshold, here at about 65 dB of attenuation. This attenuation, 
combined with the 4.4-dB cable loss shown in Fig. 10 and a 1-dB connector loss, 
brings the –22 dBm of transmit power down to –92.4 dBm, close to the specified 
receiver sensitivity in this mode of –89 dBm.   

 
Fig. 11 Errors per second vs. attenuation 

Figure 12 shows the average cycle time versus attenuation, where cycle time refers 
to the duration of a ranging and broadcast operation. When performing well, each 
ranging cycle by A1 and A2 are triggered by the previous broadcast. As the 
attenuation is increased and messages are dropped, more of the ranging operations 
are triggered by timeouts, increasing the average cycle time. At 70 dB of attenuation 
there was complete failure, indicated by a cycle time of 0. 
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Fig. 12 Cycle time vs. attenuation 

Figure 13 shows the percent range accuracy versus the attenuation. The usefulness 
of this test is limited because it was only performed through the 9 ft of cable, but 
more-extensive outdoor ranging at greater distances is presented in Section 3.3. The 
accuracy remains high compared with GPS standards, considering that a 70% 
accuracy at 9 ft is only a 2.7-ft error. Once again, at 70 dB of attenuation, all ranging 
attempts fail. 

 
Fig. 13 Accuracy vs. attenuation 

The next experiment tested the maximum attenuation before failure vs. TX power. 
Two modes affect the ranging performance. Switches Forward Error Correction 
(SFEC) is a Nanotron error correction command that adds error correction codes to 
the data frames, increasing the performance at the cost of the additional bits per 
frame. Set Data Mode (SDAM) is a Nanotron low data rate command, resulting in 
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a bit rate of 0.25 Mbs when enabled and 1 Mbs if disabled. The results of testing 
the 4 possible combinations of these 2 commands are shown in Fig. 14. By default, 
both SDAM and SFEC are disabled, giving the highest data rate but the lowest 
performance. At a TX power level of –22 dBm, the maximum attenuation before 
complete failure in the default mode is 70 dB, corresponding to the previous results 
in Figs. 11–13. In general, enabling SFEC provides about 1 dB of performance 
gain, while enabling SDAM provides a 5-dB gain. 

 
Fig. 14 Maximum attenuation vs. TX power 

The attenuation in Fig. 14 can be converted to distance using equation for  
Free-Space Path Loss (FSPL)22: 

 𝐹𝐹𝐹𝐹𝑃𝑃𝐹𝐹 = 20 log10(𝑑𝑑) +  20 log10(𝑓𝑓) −  20 log10(4𝜋𝜋/𝑐𝑐). (3) 

Here 𝐹𝐹𝐹𝐹𝑃𝑃𝐹𝐹 is in decibels, 𝑑𝑑 is the distance, 𝑓𝑓 is the radio frequency, and 𝑐𝑐 is the 
speed of light. Solving for 𝑑𝑑 gives 

 𝑑𝑑 = 10(𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹/20 – log10(𝑓𝑓) + log10(4𝜋𝜋/𝑐𝑐)). (4) 

Using the attenuation from Fig. 14 plus additional cable and connector loss, the 
corresponding distances shown in Fig. 15 were calculated. These results are 
promising, predicting ranges out to 1 km in the default mode at only a TX power 
level of 10 dBm. These results should correspond well with high-altitude 
environments that can be considered free-space. In settings closer to the ground, a 
simplified 2-ray ground-reflection model should produce more-accurate results. 
This model calculates path loss (PL) as 

 𝑃𝑃𝐹𝐹 = 40 log10(𝑑𝑑) − 10 log10(𝐺𝐺ℎ𝑡𝑡2ℎ𝑟𝑟2) , (5) 

where 𝐺𝐺 is the antenna gain, ℎ𝑡𝑡 is the transmitter height, and ℎ𝑟𝑟 is the receiver 
height. Using 𝐺𝐺 = 1 dB and ℎ𝑡𝑡 = ℎ𝑟𝑟 = 1 m, the distance is 

 𝑑𝑑 = 10𝐹𝐹𝐹𝐹/40. (6) 
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Fig. 15 Free-space distance vs. TX power 

Figure 16 shows the distance calculated using the simplified 2-ray ground-
reflection model. Using the default modes and maximum TX power, the predicted 
distance is about 500 m, corresponding well to the Nanotron-specified 500-m 
maximum range. 

 
Fig. 16 Simplified 2-ray ground-reflection model distance vs. TX power 

3.3 Dual Nanotron Outdoor Testing 

After the laboratory evaluation, outdoor testing was conducted to characterize the 
Nanotron’s performance at longer ranges. A stationary Nanotron kit and Arduino 
controller was connected to a PC running a LabVIEW program, which saved and 
timestamped the Nanotron’s ranging data. The other Nanotron kit and Arduino 
controller were battery powered and mounted with a survey prism for easy 
transportation. The location of the stationary unit was surveyed using a Leica TS16 
Total Station23 and survey prism, and then the mobile unit was hand carried while 
recording the Nanotron and survey data. The Nanotron data were recorded at about 
a 10-Hz sampling rate, while the survey data were recorded at a 1-Hz rate. In the 
first test, the mobile unit was carried away from the stationary unit over fairly level 
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ground while maintaining line of sight and then returned back toward the stationary 
unit. All of these outdoor tests were conducted with SDAM and SFEC off and the 
TX power set to the maximum level. The top plot of Fig. 17 compares the Nanotron 
ranges with the survey ranges, with the calculated error displayed in the bottom 
plot. In general, the Nanotron ranges closely tracked the survey ranges with a few 
outliers evident. 

 
Fig. 17 Comparison of the Nanotron and survey ranges of the first outdoor test (top) with 
the calculated error (bottom) 

More-precise statistics of this test are shown in the boxplot of the absolute value of 
the error in Fig 18. The range data were divided into 15 equal-sized range bins of 
12 m each. The X-axis shows the midpoints of these range bins. For each bin, the 
red line indicates the mean error and the edges of the boxes indicate the 25th and 
75th percentiles. The top whisker goes to 𝑞𝑞3 + 1.5(𝑞𝑞3− 𝑞𝑞1), and the bottom 
whisker goes to 𝑞𝑞1 − 1.5(𝑞𝑞3 − 𝑞𝑞1), where 𝑞𝑞1 and 𝑞𝑞3 are the 25th and 75th 
percentiles, respectively. Any points outside the whiskers are considered outliers 
and are marked with a circle. All outliers past the dashed line at 4 m are plotted on 
the line to keep the plot at a viewable scale. The mean error is about 1 m with small 
variation except for the farthest measurements. 
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Fig. 18 Boxplot of the absolute value of the error of the first outdoor test 

The top of Fig. 19 shows the dropped ranging operations with the RSSI displayed 
in the bottom plot. Both the RSSI reported by the Nanotron transceiver and 
predicted RSSI using Eq. 6 are displayed showing a strong correlation. The greatest 
dissimilarities are at short ranges, with the reported RSSI significantly lower than 
predicted. This occurs in all 3 outdoor tests but is of little concern since these RSSI 
levels are well within the Nanotron’s sensitivity limits.  

  

Fig. 19 Dropped Nanotron ranges (top) and RSSI (bottom) of the first outdoor test 
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The amount of dropped measurements can be interpreted easily from Fig. 20, which 
shows a histogram of the percentage of dropped measurements for various range 
bins. Past 100 m, the percentage of dropped measurements becomes significant, 
with up to half of the measurements dropped at the farthest ranges. These results 
are disappointing considering that the Nanotron kits specify a maximum range of 
500 m, but specifications can be difficult to interpret. Is this maximum range with 
SDAM and SFEC on or off?  Does it assume free-space or is it over ground? The 
only reliable way to answer these questions is through field tests. 

 
Fig. 20 Percentage dropped ranges vs. range of the first outdoor test 

Another factor that may affect the Nanotron ranging performance is Wi-Fi 
interference. The Nanotron transceivers operate in the same frequency band as  
Wi-Fi, and even outdoors there is a significant amount of Wi-Fi interference. The 
Wi-Fi spectrum was measured using a RF signal analyzer both inside a building 
and outside where the Nanotron ranging tests were conducted. The top plot of  
Fig. 21 shows the indoor spectrum and the bottom plot shows the outdoor spectrum, 
whose highest amplitudes were only about 5 dB below those of the indoor 
spectrum. Additional testing is required to determine the degree to which the  
Wi-Fi signals interfere with the Nanotron ranging. In any case, ranging does work 
well out to the specified short term goal of 100 m. For greater distances, the signal 
may have to be amplified to increase performance. 
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Fig. 21 Indoor Wi-Fi spectrum (top) and outdoor Wi-Fi spectrum (bottom) 

Using the same parameters as the first outdoor test, a second outdoor test was 
performed, this time walking the mobile unit down a slowly sloping hill.  
Figures 22–25 show the results of this test, corresponding to Figs. 17–20 of the first 
outdoor test. In general, the results here were similar to the first outdoor test, with 
a mean error of about 1 m and a small variance. Performance dropped off 
dramatically past 150 m, whereas in the first test, dramatic error was only observed 
past 170 m. This can be explained by the more challenging environment posed by 
the sloping hill. 
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Fig. 22 Comparison of the Nanotron and survey ranges of the second outdoor test (top) with 
the calculated error (bottom) 

 
Fig. 23 Boxplot of the absolute value of the error of the second outdoor test 
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Fig. 24 Dropped Nanotron ranges (top) and RSSI (bottom) of the second outdoor test 

 
Fig. 25 Percentage of dropped ranges vs. range of the second outdoor test 

A third outdoor test was performed, this time with slightly higher dynamics, by 
running the mobile unit toward and away from the stationary unit. The survey 
sampling rate was increased to 5 Hz to accommodate the faster motion.  
Figures 26–29 show the results of this test. Again, the results were similar, with an 
average range error of about 1 m. One notable difference is the high number of 
dropped measurements as the mobile unit is moving away from the stationary unit 
in the top plot of Fig. 28. These correspond to noticeably lower RSSI levels in the 
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bottom plot, even though they occur at relatively short distances. It appears that the 
body of the person carrying the mobile unit blocked the line of sight between the 2 
Nanotrons, causing a decrease in performance. A large number of measurements 
were also dropped at the end of the test when the 2 units were very close together. 
It is likely that this was caused by using the highest TX power level at such a close 
distance as indicated by the clipped reported RSSI and the high predicted RSSI 
levels. 

 
Fig. 26 Comparison of the Nanotron and survey ranges of the third outdoor test (top) with 
the calculated error (bottom) 

 

Fig. 27 Boxplot of the absolute value of the error of the third outdoor test 
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Fig. 28 Dropped Nanotron ranges (top) and RSSI (bottom) of the third outdoor test 

 

Fig. 29 Percentage of dropped ranges vs. range of the third outdoor test 

3.4 Nanotron Full Swarm Localization Testing 

After testing ranging between 2 Nanotrons, additional Swarm BEE LE 
development boards were purchased to evaluate full swarm ranging and 
localization for 6 agents. The development boards, shown in Fig. 30, are small 
breakout boards for the Swarm BEE LE module that have connections to only a 
few essential inputs/outputs (I/Os) as compared with the larger kits used in the 
initial testing shown in Fig. 7. 
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Fig.  30 Nanotron Swarm BEE LE development board 

For the full swarm localization tests, a TDMA scheme was used that was slightly 
different from the one proposed in Table 6. Each agent ranges to all of the other 
agents and broadcasts all the ranging results together in a combined broadcast. The 
total number of ranging operations is now 𝑁𝑁2. As before, the next agent’s turn is 
cued by the previous agent’s broadcast or a timeout if the broadcast is missed. The 
additional range operations increases the time it takes for the entire swarm to 
complete a cycle of all of the ranging operations, but some time is saved by each 
agent broadcasting all of its ranges together in one broadcast, giving a total swarm 
ranging rate of about 3 Hz for 6 agents. The additional ranging operations also make 
the system more robust to dropped measurements. The Arduino program for this 
full swarm ranging scheme is listed in Appendix B. 

The unit setup for the full swarm localization testing is shown in Fig. 31, with the 
Nanotron Swarm BEE LE development board, Arduino Mega controller, 11.1-V 
lithium battery, 5-V regulator, and 2.4-GHz antenna indicated. The Arduino has its 
own 5-V regulator, but using this regulator reduced the reliability of the UART 
communications between the Arduino and Nanotron board. The Arduino I/O 
operates at 5 V, while the Nanotron I/O operates at 3 V, which, although it works 
reliably most of the time, can result in communication problems. Using an external 
5-V regulator produced a slightly lower voltage onboard the Arduino, improving 
UART performance. The default Nanotron 2.4-GHz antenna was replaced with a 
Taoglas FXP73 Blue Diamond 2.4-GHz band antenna,24 which improved ranging 
reliability. LED indicators were added to the Arduino boards so that their current 
state of operation could be easily determined. 
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Fig. 31 Unit setup for full swarm localization testing 

Figure 32 shows the test area for the full swarm localization experiment with the 
placement of each agent marked. A2 and A3 were places on tripods, and A5 and 
A6 were placed on ladders. A3 was placed on a cart with a PC to record the ranging 
data. A1 was the mobile unit that was hand carried for these swarm localization 
tests. 
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Fig. 32 Full swarm localization test area with agent locations marked 

3.4.1 Multidimensional Scaling 

Classical multidimensional scaling (C-MDS)25–27 was used to determine the swarm 
relative localization from the range data in postprocessing. MDS is a class of 
techniques for projecting high-dimensional data in ℝ𝑁𝑁 feature space onto a  
low-dimensional space, typically ℝ2 or ℝ3.28 The data are collected from the �𝑁𝑁2� 
pairwise proximity measurements between 𝑁𝑁 objects (e.g., nations, candidates, and 
medications) under some defined metric. The task of MDS is then to find a 
geometric embedding whose pairwise distances most closely match those in the 
feature space. The method was originally developed by mathematical psychologists 
to facilitate data analysis and visualization but has since found application in other 
disciplines.  

C-MDS assumes that the proximity measurements are Euclidean distances and 
seeks to find a consistent geometric point configuration. The method is noniterative 
with complexity of approximately 𝑂𝑂(𝑁𝑁3), where 𝑁𝑁 is the number of agents to be 
localized. More-accurate iterative localization techniques exist but typically suffer 
from an order of magnitude or larger increase in complexity. As an example, scaling 
by majorizing a complicated function29,30 guarantees monotonic convergence but 
has complexity 𝑂𝑂(𝑁𝑁3 + 𝑁𝑁3/2𝑡𝑡), where the additional parameter 𝑡𝑡 is the number of 
iterations.31 Due to slow convergence and the existence of local minima, many 
iterations over multiple initializations are typically needed to find an optimal fit. 
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For real-time dynamic localization, C-MDS therefore has a marked advantage over 
iterative localization techniques in terms of raw speed—provided 𝑁𝑁 is not too large. 

Unlike iterative methods that easily accommodate arbitrary weighting schemes,  
C-MDS gives equal weight to all measurements. Because C-MDS requires all 
pairwise measurements, missing measurements 𝑑𝑑𝑖𝑖𝑖𝑖 must be somehow estimated. 
Shang et al.27 proposed using an all-pairs shortest path algorithm (e.g., Dijkstra32 or 
Floyd-Warshall33) to complete the distance matrix. Shortest path distance is, 
however, a maximum bound on the Euclidean point-to-point distance. If the 
measurement mechanism is itself range-limited, then this threshold can be taken to 
be the lower bound on missing measurements. 𝑑𝑑𝑖𝑖𝑖𝑖 can then be better estimated as 
the average of the sensor range and shortest path distance. Alternatively, if 
measurement occlusion occurs sporadically within the sensing range of the device, 
the most recently measured 𝑑𝑑𝑖𝑖𝑖𝑖 could be used provided the update rate is fast 
compared with the relative velocities of the agents.   

Without so-called “anchor” agents whose location is known with respect to some 
fixed coordinate frame, the embedding solution is unique only up to translation, 
rotation, and reflection. The use of average geometric misalignment of true to 
estimated coordinates as a metric for localization performance is therefore 
complicated by the additional estimation step of finding an optimal rigid 
transformation to bring the 2-point sets into alignment. This transformation, which 
is not strictly part of the relative localization solution, may introduce additional 
error and lead to misleading results. In general, a more suitable metric must evaluate 
the fit without reference to any particular transformation. One such metric is the 
Kruskal stress,26,28 which directly compares measured distances with those 
calculated from the estimated embedding. Results from rigidity theory then 
guarantee that if all pairwise distances are the same, then their respective 
embeddings must also be identically unique, up to congruence. However, since only 
one agent moves in these experiments, we shall rely on the remaining 𝑁𝑁 − 1 
stationary agents to define a persistent coordinate frame and transform to this frame 
to directly evaluate misalignment.  

The procedure for C-MDS is as follows.34 Let 𝑫𝑫⊙2 ∈ ℝ𝑁𝑁×𝑁𝑁 be the squared 
Euclidean distance matrix composed of elements 𝑑𝑑𝑖𝑖𝑖𝑖2  representing the squared 

distance from agent 𝑖𝑖 to agent 𝑗𝑗. � . �
⊙2

 denotes the Hadamard (element-wise) 
exponentiation. 𝑫𝑫⊙2 is double centered by 

 𝑩𝑩 = −1
2
𝑪𝑪𝑫𝑫 ⊙2𝑪𝑪 , (7) 

where 𝐶𝐶 is the centering matrix 
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 𝑪𝑪 = 𝑰𝑰 − 1
𝑁𝑁
𝕆𝕆. (8) 

𝑰𝑰 ∈ ℝ𝑁𝑁×𝑁𝑁 is the identity matrix, and 𝕆𝕆 ∈ ℝ𝑁𝑁×𝑁𝑁 is a matrix of all 1’s. The agent 
location matrix 𝑿𝑿3 ∈ ℝ𝑁𝑁×3 is then the first 3 columns of 𝑿𝑿 given by 

 𝑿𝑿 = 𝑬𝑬𝚲𝚲⊙1/2, (9) 

where 𝑬𝑬 is a matrix of the 𝑁𝑁 eigenvectors of 𝑩𝑩, and 𝚲𝚲 is a diagonal matrix of the 
corresponding 𝑁𝑁 eigenvalues of 𝑩𝑩 in descending order. 𝑿𝑿3 is the relative 
localization of the swarm agents; however, successive localization calculations may 
differ in rotation and translational components. To plot the path of A1 in the same 
absolute reference frame, the first calculated 𝑿𝑿3 was designated as a reference, and 
all other 𝑿𝑿3 samples were rotated and translated to minimize the root-mean-square 
error to the reference points using the Kabsch algorithm.35 Since A1 was moving, 
and all of the other agents were stationary, all of the agents except for A1 were used 
to determine the rotation and translation. This subset containing all of the stationary 
agents at the reference locations is designated 𝑺𝑺1, while the locations to be rotated 
and translated are 𝑺𝑺2. The Kabsch algorithm starts by calculating and subtracting 
the centroids of 𝑺𝑺1 and 𝑺𝑺2 giving 

 𝑷𝑷1 = 𝑺𝑺1 −
1
𝑁𝑁
𝕆𝕆𝑺𝑺1 (10) 

and 

 𝑷𝑷2 = 𝑺𝑺2 −
1
𝑁𝑁
𝕆𝕆𝑺𝑺2. (11) 

Next, the cross covariance matrix is calculated as  

 𝑨𝑨 = 1
𝑁𝑁
𝑷𝑷1𝑇𝑇𝑷𝑷2. (12) 

Using singular value decomposition, 𝑨𝑨 is represented as 

 𝑨𝑨 = 𝑼𝑼𝑼𝑼𝑽𝑽𝑇𝑇 . (13) 

The rotation matrix is then 

 𝑹𝑹 = 𝑼𝑼𝑽𝑽𝑇𝑇 (14) 

and the translation is 

 𝒕𝒕 = 1
𝑁𝑁
𝑺𝑺1𝑇𝑇𝟏𝟏 −

1
𝑁𝑁
𝑺𝑺2𝑇𝑇𝟏𝟏𝑹𝑹, (15) 

where 𝟏𝟏 ∈ ℝ𝑁𝑁×1 is a vector of all 1’s. 



 

Approved for public release; distribution is unlimited. 
31 

3.4.2 Results 

Figure 33 shows the results of the first swarm localization test with the mobile agent 
moving in a clockwise circle. The stationary agent location samples are marked 
with asterisks, while the path of the mobile agent is shown with a line. The start 
and end positions of the mobile agent are marked with a green and a red “X”, 
respectively. Figure 34 shows a 3-D view of Fig. 34. The range data were 
preprocessed to replace 𝑑𝑑𝑖𝑖𝑖𝑖 and 𝑑𝑑𝑖𝑖𝑖𝑖 with their average value. Any dropped 
measurement was replaced by its corresponding measurement pair or nearest 
successful ranging operation in a previous ranging cycle. C-MDS was then 
employed to find the localizations, and the Kabsch algorithm was used to align all 
of the location samples to the first localization. The path of A1 was smoothed with 
a 50-tap moving average filter. Figure 35 shows the results of a second localization 
test with the mobile agent moving counterclockwise, and Fig. 36 shows the results 
for a criss-cross test, where A1 was carried is a criss-cross pattern between the 
stationary agents. Figure 37 shows the standard deviations of the calculated 
positions of the stationary agents. All of these results show a low variance with 
standard deviations on the order of 1 m. 

 
Fig. 33 Full swarm localization clockwise test results, 2-D view 
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Fig. 34 Full swarm localization clockwise test results, 3-D view 

 
Fig. 35 Full swarm localization counterclockwise test results
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Fig. 36 Full swarm localization criss-cross test results
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Fig. 37 Standard deviations of X, Y, and Z components of stationary agent locations for the 
3 tests 

4. Conclusion 

Two RF TWR products have been evaluated for swarm localization in GPS-denied 
environments. The Atmel product was rejected due to its slow sampling rate and 
poor performance in long-range outdoor testing. The Nanotron transceiver showed 
promise as a candidate for swarm localization. A dual Nanotron test setup was 
developed using Arduino controllers and a TDMA networking scheme. Data in 
both a controlled laboratory environment and an outdoor setting were presented and 
analyzed, showing acceptable range, accuracy, and measurement rates. In addition, 
an experiment was successfully carried out for the swarm localization of 6 agents. 

Future research should include swarm localization experiments where all of the 
agents are mobile. This will require the testing infrastructure to monitor the position 
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environment in order to characterize the effect of Wi-Fi on Nanotron performance. 
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UWB at short ranges with the long range capabilities of NB. Building upon ARL’s 
experience with software-defined radio,36,37 custom RF ranging development can 
also be investigated. There are many avenues to explore, but the initial research in 
this report has shown the feasibility of RF ranging for swarm localization. 
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Appendix A. Dual Nanotron Ranging Arduino Program 

  

                                                 
  This appendix appears in its original form, without editorial change. 



 

Approved for public release; distribution is unlimited. 
40 

 

String ID;//saves local ID from node 

String IDs[] = {"0000652F0158", "000003BA5797"};// these two IDs 
are the wones ranging to eachother 

int myIndex = -1;//index = 0 or 1 for local ID 

int otherIndex = -1; 

boolean Ranging = false;//doing ranging methods 

double dist1, dist2;//saved distances between the two 

long cycleTime; 

 

void setup() { 

  // put your setup code here, to run once: 

  Serial.begin(115200); 

  Serial3.begin(115200); 

 

  Serial3.write("SFAC\r\n");//restore defaults 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.write("SUAS 500000\r\n");//UART speed 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.flush(); 

  delay(2); 

  Serial3.end(); 

  Serial3.begin(500000); 

  delay(2); 

  Serial3.write("SFEC 0\r\n");    //1 or 0 error correction 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.write("SDAM 1\r\n");          //1 or 2 data rate 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.write("EBID 0\r\n");//turns off random node ID blink 

  delay(100); 
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  Serial.println(getMsg()); 

  Serial3.write("SROB 0\r\n");//turns of random ranging blink 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.write("STXP 20\r\n");//set TX power 

  delay(100); 

  Serial.println(getMsg()); 

  Serial3.write("GNID\r\n");//get ID 

  delay(100); 

  ID = getMsg(); 

 

  //get just the ID string 

  ID.replace("=", ""); 

  ID.replace("\n", ""); 

  ID.replace("\r", ""); 

  Serial.println(ID); 

 

  // checks to see if the ID is a match 

  if (ID.equals(IDs[0])) 

  { 

    //saves ID and tells it that it should start the ranging 
first 

    Ranging = true; 

    myIndex = 0; 

    otherIndex = 1; 

  } 

  else  

    { 

      myIndex = 1; 

      otherIndex = 0; 

    } 

    //user has to type in a at the same time with both programs 
so that they start ruffly at the same time 

    while (!getInput().equals("a\n")) 
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      delay(100); 

  Serial.println("GO"); 

  cycleTime = millis(); 

} 

 

void loop() { 

  if (Ranging) 

  { 

    Serial3.write(convertString("RATO 0 " + IDs[otherIndex] + 
"\r\n"));//range to other node 

    while (!Serial3.available());//waits for message 

    dist1 = getRATO();//takes range 

    Ranging = false;//start recieving 

  } 

  else if (Serial3.available())//message available 

  { 

    dist2 = getRange();//takes range broadcast 

    Ranging = true; 

    cycleTime = millis();//update time 

  } 

  else if ((millis() - cycleTime) / 2 > 20)//if the time is 
taking longer than 20 ms to recieve then range again 

  { 

    Serial.println("Timeout"); 

    cycleTime = millis();//update time 

    Ranging = true; 

  } 

} 

 

String getInput() 

{ 

  String send = ""; 

  while (Serial.available()) 

    send = send + (char)Serial.read(); 
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  return send; 

} 

char* convertString(String pass) 

{ 

  char *p = const_cast<char*>(pass.c_str()); 

  return p; 

} 

 

String getMsg() 

{ 

  String send = ""; 

  while (Serial3.available()) 

    send = send + (char)Serial3.read(); 

  return send; 

} 

 

double getRange() 

{ 

  String send = ""; 

  while (Serial3.available()) 

    send = send + (char)Serial3.read(); 

  send = send.substring(33, 39); 

  return send.toInt() / 100.00; 

} 

 

double getRATO() 

{ 

  String send = ""; 

  while (Serial3.available()) 

    send = send + (char)Serial3.read(); 

  send = send.substring(3, 9); 

  return send.toInt() / 100.00; 

}
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INTENTIONALLY LEFT BLANK. 
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Appendix B. Full Swarm Nanotron Ranging Arduino Program   

                                                 
  This appendix appears in its original form, without editorial change. 
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int green = 12; 

int red = 13; 

 

const int swarmSize = 6;//set the amount of nodes you will have for 
your swarm 

const int period = 330;//set the wait period if msg is missed 

 

int myID = 0;//ID of local node 

String ID[25];//makes a list of all the IDs in the swarm 

long startTime;//time of the program starting 

boolean runIf = true;//condition to start local broadcast 

const int timeDelay = 6;//set time delay 

 

void setup() { 

  // put your setup code here, to run once: 

  //LEDs 

  pinMode(green, OUTPUT); 

  pinMode(red, OUTPUT); 

  digitalWrite(green, LOW); 

  digitalWrite(red, HIGH); 

  Serial.begin(115200); 

  Serial3.begin(115200); 

  //loop condition of the Arduino calling the local ID from the 
Nanotron 

  while (myID == 0) 

  { 

    delay(100); 

    Serial3.write("GNID\n"); 

    while (!Serial3.available()); 

    String myIDmsg = getMsg(); 

    myIDmsg.replace("=", ""); 

    myIDmsg.replace("\n", ""); 

    myIDmsg.replace("\r", ""); 

    myID = myIDmsg.toInt(); 
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  } 

 

  //initializing the ID array to have all the IDs in the swarm 

  int m = 0; 

  for (int i = 1; i <= swarmSize; i++) 

  { 

    if (i != myID) 

    { 

      if (i < 10) 

        ID[m] = "00000000000" + (String)i; 

      else 

        ID[m] = "0000000000" + (String)i; 

      m++; 

    } 

  } 

 

  //LED state 

  digitalWrite(green, HIGH); 

 

  //condition to have all the nodes start void loop() at the same 
time 

  if (myID == 1)//parent (ID one) will broadcast this message to be 
received by the childeren and void loop() will begin 

  { 

    Serial3.write("BDAT 0 3 010203\n"); 

    startTime = millis(); 

  } 

  else//childeren wait for this message to be received and when it 
does void loop() will begin 

  { 

    String start = ""; 

    while (start != "=03 000000000001 010203\r\n")//received msg of 
BDAT from node 1 

    { 

      while (!Serial3.available())//waiting for message 
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      { 

        //LED state 

        digitalWrite(green, HIGH); 

        digitalWrite(red, LOW); 

        digitalWrite(green, LOW); 

        digitalWrite(red, HIGH); 

      } 

      getMsg();//gets *DNO 

      Serial3.write("GDAT\n");//get message 

      while (!Serial3.available()); 

      start = getMsg();//receives message 

      startTime = millis() - timeDelay;//intializes the start 
offset for loop() 

    } 

  } 

 

  //LED 

  digitalWrite(green, HIGH); 

  digitalWrite(red, LOW); 

} 

void loop() { 

  int swarm_cycle_time = Time() % (period * swarmSize); //current 
time in the cycle that is relative to all the nodes 

  int local_start_time = (myID - 1) * period; //the time that the 
node should start broadcasting 

  int local_end_time = myID * period; //the time the node should 
finish broadcasting 

 

  //if time is within broadcast range and runIF is true then range 
and broadcast msg 

  //broadcast ranges to all the nodes and then sends the results. 

  //runIf will become false 

  if (swarm_cycle_time > local_start_time && swarm_cycle_time < 
local_end_time && runIf) 

    broadcast(); 
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  //not in time range to broadcast but msg are coming in 

  //receive receives the broadcast from other nodes and updates the 
swarms local time 

  //based on which node just broadcast so it doesn't have to wait 
the full period time everytime 

  else if (Serial3.available()) 

    receive(); 

     

  //this is set so that the first condition only call broadcast() 
one time within its time range 

  //without this, the Broadcast method would keep running for the 
period time 

  else if ((swarm_cycle_time < local_start_time || swarm_cycle_time 
> local_end_time) && !runIf) 

    runIf = true; 

} 

//gets msg from nanotron 

String getMsg() 

{ 

  String send = ""; 

  while (Serial3.available()) 

    send = send + (char)Serial3.read(); 

  return send; 

} 

//allows to send strings as a command 

char* convertString(String pass) 

{ 

  char *p = const_cast<char*>(pass.c_str()); 

  return p; 

} 

//time difference between the arduino time and the time saved from 
either starting the program or received messages 

long Time() 

{ 

  return (millis() - startTime); 

} 
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//ranges and sends all the messages to the other nodes 

void broadcast() 

{ 

  //LED 

  digitalWrite(red, HIGH); 

   

  String printDist = "";//string printed out for the Cpp code to 
read 

  String Broadcast = "";//string built to send as a command to the 
Nanotron 

  for (int i = 0; i < swarmSize - 1; i++) 

  { 

    Serial3.write(convertString("RATO 0 " + ID[i] + "\n"));//to all 
the IDs 

    String msg; 

    while (!Serial3.available()); 

    msg = getMsg(); 

    printDist = printDist + (ID[i] + "\t" + msg + "!"); 

    Broadcast = Broadcast + msg.substring(3, 9); 

  } 

  Broadcast = "BDAT 0 " + String(Broadcast.length() / 2, HEX) + " 
" + Broadcast + "\n";//command for Nanotron to broadcast 

  Serial3.write(convertString(Broadcast)); 

  digitalWrite(red, LOW);//led 

  int timer = Time(); 

  Serial.println(printDist + 
"/received_at_"+(String)millis()+"|"); 

  while (!Serial3.available());//broadcast cmd returns a msg that 
it sent 

  getMsg(); 

  runIf = false; 

} 

 

void receive() 

{ 

  String msg = getMsg(); 
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  if (msg.substring(0, 5) == "*DNO:")//received broadcast indicator 

  { 

    String IDmsg = msg.substring(5, 17);//extracts ID 

    //resets the start time to skip to the end of that nodes time 
range so  

    //all the nodes don't have to wait a full period to do the next 
range 

    int addTime; 

    addTime = IDmsg.toInt() * period; 

    startTime = millis() - timeDelay * 2 - addTime; 

 

    //gets the data and prints it out 

    Serial3.write("GDAT\n"); 

    while (!Serial3.available()); 

    msg = getMsg(); 

    Serial.print(msg + "/"); 

     

    Serial.println("recieving_at_" + (String)millis() + "|"); 

  } 

} 



 

Approved for public release; distribution is unlimited. 
52 

INTENTIONALLY LEFT BLANK. 



 

Approved for public release; distribution is unlimited. 
53 

List of Symbols, Abbreviations, and Acronyms 

2-D 2-dimensional 

3-D 3-dimensional 

Ai agent i 

AOA angle of arrival 

ARL US Army Research Laboratory 

C-MDS classical multidimensional scaling 

CSS chirp spread spectrum 

FOV field of view 

FSPL Free-Space Path Loss 

GPS Global Positioning System 

ID identification 

IDE integrated development environment 

IO input/output 

ISM industrial, scientific, and medical 

LE low energy 

MAC medium access control 

NB narrowband 

PC personal computer 

PMU phase difference measurement unit 

RF radio frequency 

RSSI received signal strength indicator 

RX receiver 

SDAM Set Data Mode 

SFEC Switches Forward Error Correction 

TDMA time-division multiple access 
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TDOA time-difference-of-arrival 

TOA time of arrival 

TWR 2-way ranging 

TX transmitter 

UART universal asynchronous receiver-transmitter 

UWB ultra-wideband 
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