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INTRODUCTION:

Due to the h eightened concern about bioterrorism and e merging/reemerging infectious diseases,
there are growing interests and pressing needs in speeding up the basic research as well as data
mining of pathogenesis-related prot eins in pathogens of m ilitary relevance, which m ay lead to
better targets for disease diagnosis, prevention a nd therapy. This project specifically focused on
pathogenesis-related protein data mining from scientific literature by developing an automated
text mining system to f acilitate litera ture-based curation of such proteins (1 st year), and from
proteomics and functional genom ics data through an integrated protein bioinform atics analysis
system (2nd year, revised). W e refer to the pro ject as th e Pathogen Mining System. The text
mining system developm ent prim arily concerns the pathogen-host protein-protein interaction
(PH-PPI) in formation from MEDLINE abstrac ts. The proteom ics and genom ics data m ining
concerns the analysis of proteomics data from Burkholderia under simulated growth condition, a
project under the Cooperative Research and Development Agreement with USAMRIID
(USAMRMC Control No: W81XWH-09-0003) [Appendix I].

BODY:
YEAR ONE

The primary objective o fthe first y ear of the p roject was to develop a text-m ining system to
identify pathogenesis-related papers and extrac t information on pathogenicity and host-pathogen
interactions. There were three tasks:

e Taskl (M01-03): Compilation of training and benchmarking literature corpus. Manual
compilation of literature corpus as  a posit ive training set of 300 pathogenesis -related
papers with pathogen-host protein-protein interaction information.

e Task2 (M04-09): Development and evaluation of text-mining algorithms. Development
of a text-mining system for docum  ent retr ieval, entity recognition, and docum  ent
categorization. Nam ed-entity tagging tool s as well as algorithm s for docum ent
classification and inform ation extraction, including m achine learn ing and rule -based
methods evaluated.

e Task3 (M10-12): Development of web interface for automated literature mining.
Development of web-based graphical user  in terface for query submission and for
literature mining result display with automatically tagged abstracts.

I. Literature data sets for machine learning algorithm training

Literature data sets ( literature corpus) consisting of positive and negativ e data are n ecessary for
training machine learning algorithms, such as Supporter Vector Machine (SVM), for text mining
of pathogen esis-related pathogen an d host p roteins from literatu re. We focused o n specific
pathogen and host protein-protei  n interactions (PH-PPI). Unlik e those for protein-protein
interactions of the sam e species taking place wi thin an orga nism, curated positive training da ta
sets are rare for PH-PPI, especially for bacteria 1 PH-PPI, and m ost such data are buried in the
literature. Also because the bacterial PH-PPI in formation is much m ore difficult to distingu ish
from the same-species PPI than viral PH-PPI info rmation would, we decided to separate training
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set for the bacterial PH-PPI from that of viral PH-PPI, and to concentrate on the form er. Thus,
we generated the lite rature tra ining sets th rough m anual curation of a set of ~2000 abstracts
retrieved from PubMed based on query terms “bacterial pathogen and protein interaction”.

1. Positive literature set of PH-PPIs. We compiled 300 abstracts (PMIDs) that are reviewed to
contain PH-PPI, and the sentence s providing the evidence fo r such interaction s are also tagg ed
(highlighted). The sour ces f or deriving the se t of lite rature also include prote in database s
(UniProtKB and IntAct) where litera ture with protein interactions is cited for protein entries. Of
the 300 abs tracts, ~54 % are for v iral-host PPI, wh ich are all derived from literature cited in
databases; while ~46% are for bacterial-host ~ PPI, m ost of which are from PubMed search.
Because the prim ary interests of pathogens for the USAMRIID are on CDC catego ry A/B viral
and bacterial pathogens, the abstra cts for training have a balanced coverage of the bacterial and
viral groups of organism s. In the training set, viral pathogens include Ebola, Lassa, HIV, HBV
and bacterial pathogens include Yersinia pestis, Bacillus anthracis, Salmonella, and Shigella. In
most cases the host is human, but may also include other mammal species.

2. Negative literature set of PH-PPIs. Of the ~2000 abstracts retrie ved from PubMed based on
general keyword search “bacterial host protei  n interaction”, ~1225 abstracts were m  anually
selected as negative ones, which may describe pathogen gene- or protein-related information but
clearly lack of specific PH-PPI information.

The data sets for bacteria |1 PH-PPI are available at  http://pir.georgetown.edu/staff/huz/tatrc/
(tatrc_dataset_positive.html and tatrc_dataset_negative.html), including 135 positive and 1225
negative abstracts. Evidence sentences in the positive abstracts were also annotated. The data set
is currently for internal use and will eventually be made public for use in developing text mining
algorithms by the text mining community.

I1. Machine learning algorithm development for text mining of pathogenesis proteins

We developed and evaluated machine learning- based text-m ining m ethods for retrieving
MEDLINE abstracts containing pathogen and host protein-protein interaction information based
on the literature training set. W eused a publicly available Support Vector Machine (SVM)
package, S VMIight (see http://svmlight.joachims.org/), to train the classifier, an d tested an d
evaluated both abstract- and sentence-based classifiers to recognize PH-PPI-containing abstracts.
Detailed methodology and results are de  scribed in a conf erence paper (Xu et al., 2008)
[Appendix 1] and a journal article (Yin et al., 2009) [Appendix I11].

1. Abstract-based algorithm. The training task can be at abstract level (ALT) to build a system
to rank a set of abstracts . The abstracts in th e dataset were preprocessed first by norm alizing the
nouns, verbs, and adjectives, followed by extracti ng the unigrams and bigram s in both title and
abstract to c onstruct the sample features. The S VM was trained to class ify these 13 60 abstracts
(both positive and negative) by 10-fold cross-valid ation. Given a threshold value, abstracts with
scores h igher than the thresho 1d from the clas sifier were assigned po sitive, while those with
lower scores labeled negative. The classification was based on the total feature of the abstract.
We tried different kernel functions in SVM in cluding linear function, polynomial, and RBF and
found linear function was the best.
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2. Sentence-based algorithm. The training task can also b e at sentence level (SLT) to build a
system to rank the abs tracts. Individual sentences from abstracts were first extracted and labe led
with corresponding PubMed ID (P MID) appended w ith a sequential number of the sentence i n
the given abstract. The sentences were then preprocessed similarly as above in the abstract-based
algorithm. Untagged sentences from positive abstracts were not used for training but included in
the test dataset only. The SVM was trained with linear function at the sentence-based, and 10-
fold cross-v alidation was used to co nstruct training and test dataset. Each sentence received a
score from the classifier, and the highest sentence score would be assigned to the abstract as the
final discriminating value. Similar to ALT method, a threshold value was set to assign positive or
negative abstracts from the cla ssifier, but the classification in SLT m ethod was based on the
feature of sentences.

3. Results and comparison between ALT and SLT methods. The testing results of the trained
SVM were evaluated us ing the ROC curve d epicting the relationship betw een the true positive
(TP) and f alse positive (FP) rates ( Figure 1). In the high specificity area (specificity=1 -FP,
towards the left of the ROC curve) , given

the sam e sensitivity (TP), the sentence- _ Rec

based method gave higher specificity (red-
line) than the abs  tract-based (b lue-line);
while in  the high sensitiv ity area
(sensitivity=TP, towards the top of the ROC
curve), the two m ethods seem ed to have
little difference. For exam ple, the top 200-
scored abstracts from the classifier using
sentence-based method contained 61% true
positive abs tracts, com pared to 53 % with
abstract-based m ethod. The results suggest

True positive rate
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tends to have better perform ance than the .

abstract-based m  ethod for r etrieving Figure 1. Receiver operating characteristi cs

pathogen host PPI abstracts. We also curve (ROC) analy sis of ALT (blue) and SLT

extended the SVM train  ingto feature (red).

selection to enhance its performance.

4. Feature selection method and information gain. We investigated the inclusion of a feature
selection m ethod (i.e., inform ation gain) into the m achine leaning system . W e ¢ ompared no
feature selection method with Information Gain feature selection on both abstract and sentence
levels. W e found that Information Gain reduced the dim ension of Vector Space and co  uld
improve the perform ance of the SVM than no feature selection. Moreover, the results showed
that the sen tence-level S VM (training based on highlighted senten ces) had better perform ance
and greater prospect than the abstract-based method.

I11. Evaluation of existing text mining tools on the PH-PPI data sets

While developing and evaluating the SVM-based te xt mining system for PH-PPI during the first
year of the project, we are also exploring the existing text mining tools that can be useful for text
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mining of PH-PPI inform ation. These public text mining tools include PIE (Kim et al., 2008),
iHOP (Fernandez et al., 2007), and others as included in MetaServer (Leitner et al., 2008), which
is a central sever integrating text m  ining tool s particip ating in the BioCreativ e Challenge
Evaluation for m olecular (gene an d protein) da ta from literatu re (Hirschm an et al., 2005).
Protein-protein interaction text mining has been a m ajor task in the 2nd BioCreative Challenge
Evaluation (Wilbur et al., 2007).

We evaluated the PPI text m ining tool PIE  (Protein I nteraction inf ormation Extrac tion,
http://pie.snu.ac.kr/index.php) using the curated positive data set for bacterial as well as the viral
PH-PPI. PIE highlights sentences in abstracts that contain prot ein interaction inf ormation, in

which the d etected wor ds/phrases for the inte racting proteins and the in teraction relations are

also distinguished. Table 1 (bacterial set) and Table 2 (viral set) summ arize the com parison of
the PIE PPI extraction with the manual annotated abstracts and sentences.

Table 1. Comparison of PIE text mining of PPI to the manual bacterial data set

# Abstracts | % Data set

Manually-tagged bacteria data set 135 100%

Abstract | Positive abstracts tagged by PIE 110 81.5%
level Positive abstracts not tagged by PIE 25 18.5%
Abstracts with >=1 manually-identified sentence tagged by PIE 70 51.9%

Abstracts with no manually-identified sentence tagged by PIE 65 48.1%
Manually-tagged (positive) sentences in data set 247 100%

Positive sentences tagged by PIE 98 39.7%

Sentence | Positive sentences missed by PIE 149 60.3%
level Sentences tagged by PIE in data set 298 100%
Positive sentences tagged by PIE 98 32.9%

Negative sentences tagged by PIE 200 67.1%

Table 2. Comparison of PIE text mining of PPI to the manual viral data set

# Abstracts | % Data set

Manually-tagged virus data set 170 100%
Abstract | Positive abstracts tagged by PIE 163 95.9%
level Positive abstracts not tagged by PIE 7 4.1%
Abstracts with >=1 manually-identified sentence tagged by PIE 145 85.3%

Abstracts with no manually-identified sentence tagged by PIE 25 14.7%

Sentence Manually-tagged sentences (positive) in the data set 279 100%
level Positive sentences tagged by PIE 205 73.5%
Positive sentences missed by PIE 74 26.5%

The results show that PIE recognizes ~82% of the manually tagged abstracts and ~40% manually
tagged sentences for the bacterial data set, a nd recognizes ~96% m anually tagged abstracts and
74% m anually tagg ed s entences for the vira 1 d ata set. W hile we need to com pare the PIE’s

performance with o ther similar tools on the same data set, the relativ ely high rec ognition of
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positive abstracts by P IE is a d esired feature for retrieving the PH-PPI containing abstracts to
facilitate the manual curation efforts. Therefore the PIE tool can augm ent the pathogen m ining
system for this project. The detailed evaluati on results of the PIE tool area  vailable at:
http://pir.georgetown.edu/staft/huz/tatrc/dataset/ with the bacterial set (PIE evaluation bacterial
_positive.mht) and the viral set (PIE evaluation viral positive.mht).

IV. iProLINK framework to link text mining to ontology and systems biology

Another ongoing effort relevant to the project on the PH-PPI text mining is the iProLINK
framework developm ent, an effort in bringi ng together text m ining, biological ontology and
systems biology comm unities to develop text m ining tools that can be broadly utilized by the
biology communities for real-world applications.

The ever-increasing scientific literature and the exponential growth of large-scale molecular data
have prompted active research in biological text mining to facilitate literature-based curation of
molecular databases. Meanwhile, system s biol ogy and bio-ontologies are em erging as critical
tools in biological research wher e complex data in disparate resources are generated, integrated
and analyzed. Both rely on literature for data a nnotation and analysis. The challen ges facing us
are to develop broadly utilized  text m ining tools and system s that need to involve bot h
developers and users for system developm ent and evaluation. iP  roLINK, extending from a
previously developed text m ining resource (H u et al., 2004), is designed as a fram  ework for
linking text m ining tools with ontology and system s biology. The fram ework foc uses on text
mining of protein-protein interaction, including the protein posttranslational modification such as
phosphorylation, which can be applied to curation of molecular and ontological data and analysis
of systems biology data.

The framework consists of two m ajor components: a user interface for text m ining of PPI from
an integrated tool server and software m  odules to allow text m ining outputs to be created,
ranked, and used by the community. Use cases are presented for assessing the gaps and m aking
recommendations for future developm ent. Th e detailed com ponents and case studies are
described in a conference paper (Hu et al., 2008) [Appendix 1V]. The iProLINK framework will
benefit the Pathogen Mining pro  ject by not onl y m aximally utilizing the different tools
developed by the text mining community and providing an interface for community access, but
also en couraging the use and app lication of th ese tools in the rea l-world app lications such a s
assisting genomic and proteomic data analysis and pathogen data mining. We further organized a
workshop during the P AG XVII (Plant and Animal Genome Conference) on *“ Text Mining for
Database Curation” (Wu, 2009) ( http:/www.intl-pag.org/17/17-pir.html) [ Appendix V]t o
present the iProLINK fram ework and to f oster discussion on the developm ent of text m ining
systems that address the needs of the biocuration and biological research community.

YEAR TWO

The objective of the second year was to use the Pathogen Mining System ( Figure 2) to sem i-
automatically m ine text for inform ation on pathogenesis-related proteins, including host

interacting proteins, and to use the text m ining results in c omprehensive functional analysis of
high-throughput proteomic data from pathogenic and non-pathogenic Burkholderia strains grown
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in different kinds of media. The scope of the project was defined under the Cooperative Research
and Developm ent Agreem ent with USAMRIID entitled “ Reanalysis and Functional
Interpretation of Proteomics Data from Bacterial Cells under Simulated Growth Condition,”
which focused on prior 2DGE-MS (2D gel electr ophoresis-mass spectrometry) proteomics data
from Burkholderia strains.

e Taskl (M13-15): Preliminary analysis of the Burkholderia proteomic space. Collecting
data on Burkholderia strains and developing the scope of computational work performed
to analyze Burkholderia proteomic data.

e Task2 (M16-18): Protein identification using MASCOT. Initial pro tein identification
using MASCOT, and ¢ onfirmation of the id entification through m anual checking and
mapping of IDs back to 2-D gels.

e Task3 (M18-24): Annotation of identified proteins and integration data into
iProXpress. Manual annotation of proteins identified using RACE-P interface, automated
annotation of the Burkholderia genome using RAST, lite rature m ining of patho genic
Burkholderia proteins, and using iProXpress to perform mining and analysis of the data.

Pathogen Mining System

PIR
Llly USAMRIID \li.

s Medical Research Irtstitute
S R S

Priority list of Pathogen/host proteomics and
pathogens functional genomics data sets
ﬂ PubliQed ﬂ
Text mining system Integrated functional

| analysis of large-scale data

e

[
Pathogenesis-

related paper iProXpress
Inlegrated Prodoin eXpression - .l. =
I Pathogen-host et S Coraoton 0 ot
protein data S —

Proiein Mapping
“ ProCiass ) S—— e

Functional Annolstion

Proliling

Interction Moy Pty Map

Mining proteins, functions,
pathways related to pathogenesis

Figure 2. Pathogen Mining System.
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I. Collaboration with USAMRIID research groups

The second year of the Pathogen Mining project was revised to fo cus on the collaborative work
with the USAMRIID on bacterial pathogen proteomics data analysis using the iProXpress system
developed at PIR (Huang etal , 2007). In the beginning of the project, we met with the
USAMRIID research groups and disc ussed the research activities in their labs com plimentary to
this project. We agreed to analyze Burkholderia proteomic data obtained from growing strains in
vitro and m edia mimicking in vivo conditions using lite rature m ining and data  mining
methodologies that have been already develope  d at PIR. The hypothesis for the original
proteomic experiments is as follows: Proteins important to Glanders disease pathology m ay be
discovered through the comparative analysis of proteomes derived from bacteria cultured in vitro
under conditions that partially simulate in vivo growth in the mammalian host.

To test this hypothesis Burkholderia mallei (human pathogen) , B. pseudomallei (human
pathogen), B. vietnamiensis(opportunistic human pathogen) and B. thailandensis (avirulent) were
grown in Vvitro and simulated in vivo conditio ns (iron an d calcium lim ited m edia) and their
protein com ponent was analyzed using 2-D gels . Proteins that were up-regulated and down-
regulated were excised from the gels and wa s analyzed us ing MALDI-T OF-MS and peak lists
were obtained. These peak lists were initially analyzed five years back against two Burkholderia
proteomes. With the advent of twenty additional Burkholderia protecomes in the databases, we
reanalyzed the peak list for better identification of the proteins. Then perform detailed analysis of
the proteins. The objective of this collaboration was to u se the integ rated proteomics analysis
system, iProXpress, coupled w ith the TATRC-funded project, ~Pathogen Mining System ,t o
facilitate the re-evaluation a nd functional interpretation and hypothesis for mulation from the
legacy data.

1. Protein identification using MASCOT. The initial step towards protein iden tification is
mapping the experim ental organism s to specific Burkholderia strains in the NCBI taxonomy
database (Table 3).

Table3. Mapping of strains used in experiment to NCBI taxonomy IDs
Each experiment was conducted with induced vs. uninduced growth condition of the organism.

Experiment/ Treatments Strains Used Mapped to NCBI taxonomy ID
Gel (Uninduced/Induced)
1 1/7 B. mallei GBS B. mallei ATCC 23344 (taxid 243160)
2 2/8 B. mallei GB6 B. mallei (taxid 13373)
3 3/9 B. mallei GB5 B. mallei NCTC 10229 (taxid 412022)
4 4/10 B. pseudomallei 1126B  B. pseudomallei (taxid 320373)
5 5/11 B. thailandensis E254 B. thailandensis (taxid 271848)
6 6/12 B. vietnamensis FCO369 B. vietnamensis (taxid 269482)

We used M ascot Peptide Mass Fing erprint to identify proteins us ing the data files provided by
Dr. Powell of US  AMRIID. Dr. Powell, with cl  ose collaboration with us, confirm ed the
experimental conditions and the strains of Burkholderia (Table 4) for 200 MALDI spectra and
they were used for Protein Identification with MASCOT search engine from the Proteomics Lab
at the University of Delaware.
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Table 4. List of Burkholderia Strains.

Organism Name Taxonomy ID # of files | # of Sequences
Burkholderia mallei (Pseudomonas mallei) 13373 77 4831
Burkholderia vietnamiensis (strain G4 / LMG 269482 35 7410

22486) (Burkholderia cepacia (strain R1808))

Burkholderia thailandensis (strain E264 / ATCC 271848 38 5563

700388 / DSM 13276 / CIP 106301)

Burkholderia pseudomallei (strain 668) 320373 26 7215
Burkholderia mallei (strain NCTC 10229) 412022 24 5309

Each spectrum is searched against its corresponding sequence databases using Mascot Peptide
Mass Fingerprint. Search engine used is Mascot versi on 2.2, the inform ation associated with
Mascot Peptide Mass Fingerprint search is listed as follows:
Search Parameters:

Type of search: Peptide Mass Fingerprint

Enzyme: Trypsin

Fixed modifications: Carbamidomethyl (C)

Variable modifications: Oxidation (M)

Mass values: Monoisotopic

Protein Mass: Unrestricted

Peptide Mass Tolerance: + 1.2 Da

Peptide Charge State: 1+

Max Missed Cleavages: 1

Protein score is -10*Log(P), wh ere P is the probability that the observed m atch is a random
event. For each spectra, we recorded all the identified proteins which are significant (p<0.05),
not just top scoring protein. Over all, we reanaly zed the data us ing MASCOT, finished the final
identification, functional annotation of the proteins and m apping them to the 2-D gel spots, and
identified 173 unique UniProtKB IDs (W81 XWH-07-2-0112_Supplement.xls) [Appendix VI].

2. Manual Annotation of Identified Proteins in RACE-P interface. Of the proteins identified,
31 are UniProtKB/Swiss-Prot entries and have already been manually curated. The next step was
to annotate the other proteins . Rapid Annotation interfaCE fo r proteins (RACE-P) a web
interface developed at PIR was used to annotate these proteins. The features of the RACE-P page
are divided into following blocks:

BLOCK 1: Protein Name.

The name of the protein, short nam e, EC Numb er and synonym s are de rived from publications
and/or closely related U niProtKB/Swiss-Prot homolog. In twenty -one cases, no publications or
closely related UniProtKB/Swiss- Prot homolog of the protein ¢ ould be found; hence the nam e
was derived from the author submitted data in the corresponding UniProtK B/TrTEMBL entry.

BLOCK 2: Gene Name.

The Gene Na me, synonym and Gene ID are de rived from the publications, m odel organism
database and/or the author subm itted data in UniProtKB/TrEMBL. This block also contains a
link to the gene record in Organism Database, www.burkholderia.com.
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BLOCK 3: Bibliography.

This block contains inform ation on the protein fr om Publications. Publications which describe
experiments performed on the gene or protein are included in this section. Review articles are
usually excluded.

BLOCK 4: Gene Ontology.
The Gene Ontology terms included in this section are derived only from publications.

BLOCK 5: Computational Analysis.
This is done to confirm and/or add new inform  ation. The tools used are European Molecular
Biology Open Software Suite (EMBOSS) and PIR developed tools.

BLOCK 6: Protein family.

Families are created consisting of 50 BLAST hits with a t least 70 % end-to-end overlap to the
query and e-value better than 1.0E-10. The family names, synonym and EC Numbers are derived
from the UniProtKB/SwissProt entr  iesin the fam ily. There were ins  tances where no
UniProtKB/SwissProt protein fit the family criteria.

A total of 66 proteins are a nnotated in the RACE-P, 24 of =~ which have closely related
UniProtKB/Swiss-Prot entries and 42 proteins do not. The rem aining 76 are uncharacterized
hypothetical proteins. An Excel file (W 81XWH-07-2-0112 Supplement.xls) was created with
the following column. Table 5 shows the manual annotation of identified Burkholderia proteins,
displaying partial sections of the annotated file.

Spectrum — The spectrum file name of the spot

Accession — UniProtKB ID mapped to the spot

Protein Name— Name given in the RACE-P annotation or UniProtKB/Swiss-Prot name
Mascot Protein — UniProtKB Accession, UniProt KB Protein Name and organism
Score, Threshold, Expect, PeptideMatched — Numerical results from mascot
Organism used in experiment — Organism name in Dr Powell’s original file
Identified Strains — Burkholderia strains in the NCBI taxonomy database mapped to the TaxID
TaxID — Taxonomy ID

Un/Induced — Experimental condition; Induced/Uninduced

Sample — Gel Number

Spot Number — Spot on the gel

Comp. — Experimental comparison file name

Comp description — Experimental observation from comparisons between gels

OLD TIGR - Original TIGR annotation

Possible Associations searching by spot - Comments from Dr. Powell

Comments — Comments from Dr. Powel

3. Large-scale Annotation of the Five Burkholderia genomes using RAST. In addition the
manual annotation of the proteins, we perfor med large-scale autom ated annotation using Rapid
Annotation using Subsystem Technology (RAST) server. RAST is an autom  ated service
provided by one of PIR collaborat  ors and it is useful in annot  ating bacterial and archaeal
genomes (Aziz et al., 2008). We ran the 5 Burkholderia genome used in the 2-D gel experiments.
The input into the web based program is the genom e sequence in GenBank for mat. Figure 3
represents the output for Burkholderia mallei ATCC 23344. The image provides an overview of
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the genome and classifies the proteins into subs ystems. The subsystem classification is different
for the five genomes: for instance, B. mallei ATCC 23344 has 125 protein involved in virulence,

while B. vietnamiensis has 204. The RAST r esult also provides additional annotation of the

proteins identified.

Table 5. Manual annotation of identified Burkholderia proteins
Showing only partial sections of the annotated file (W81XWH-07-2-0112_Supplement.xls)

Spectrum Accession Protein Name Identified Strains Un/Induced | Sample | Spot Number
8.206_44 0001 Q62GL8 30S ribosomal protein S14 B. mallei ATCC 23344 | Induced 8B 206
Usamrid 66 0001 | A3NEG6 | 30S ribosomal protein S14 B. pseudomallei 668 Uninduced 4( 144
8.161_52 0001 Q62GL1 30S ribosomal protein S3 B. mallei ATCC 23344 | Induced 8B 161
Usamrid 92 0001 | A4JAP6 30S ribosomal protein S3 B. vietnamiensis G4 Uninduced 6B
Usamrid_ 25 0001 | Q62182 60 kDa chaperonin B. mallei ATCC 23344 | Uninduced 1( 41
7.19 28 0001 Q62AN7 Cellulose synthase operon protein C B. mallei ATCC 23344 | Induced 7C 19
Usamrid 11 0001 Q62AV7 Cellulose synthase operon protein C B. mallei ATCC 23344 | Uninduced 1B 97
9.78 69 0001 A2SAMO | D-alanyl-D-alanine carboxypeptidase family protein B. mallei NCTC 10229 | Induced 9 78
Usamrid 57 0001 | A2SAMO | D-alanyl-D-alanine carboxypeptidase family protein B. mallei NCTC 10229 | Uninduced 3 338
8.144 41 0001 Q62KW4 DNA helicase 1T B. mallei ATCC 23344 | Induced 8 144
6.118 05 0001 A4TV87 DNA topoisomerase B. vietnamiensis G4 Uninduced 6Q 118
12.154 47 0001 A4JAR6 DNA-directed RNA polymerase subunit alpha B. vietnamiensis G4 Induced 12C 154
8.136_51 0001 Q62B16 Effector protein bopA B. mallei ATCC 23344 | Induced 8 136
Usamrid_ 43 0001 | Q62B16 Effector protein bopA B. mallei ATCC 23344 | Uninduced 2( 102
Usamrid 77 0001 | Q2T703 Effector protein bopA B. thailandensis E264 Uninduced 5B 12
Usamrid__ 18 0001 Q62E W4 Ferredoxin--NADP reductase B. mallei ATCC 23344 | Uninduced 1B 166
9.3 67 0001 A2RZ L5 GMC oxidoreductase B. mallei NCTC 10229 | Induced 9B 3
Usamrid__ 94 0001 | A4JPC6 GP32 family protein B. vietnamiensis G4 Uninduced 6( 12
12.171_51 0001 A4JCC6 Guanosine-3,5-bis(diphosphate) 3-pyrophosphohydrolase B. vietnamiensis G4 Induced 12C 171
Usamrid 55 0001 | A2S4Y3 Isocitrate dehydrogenase [NADP] B. mallei NCTC 10229 | Uninduced 3( 324
11.208 29 0001 Q28§W A7 | Putative aldehyde dehydrogenase B. thailandensis E264 Induced 11C 208
Usamrid 71 0001 | A3NED6 | Putative PilN protein B. pseudomallei 668 Uninduced 4( 221
7.27 30 0001 Q62K99 Putative Syringomycin biosynthesis enzyme B. mallei ATCC 23344 | Induced 7C 27
Usamrid_ 29 0001 | Q62K99 Putative Syringomycin biosynthesis enzyme B. mallei ATCC 23344 | Uninduced 1( 111
Usamrid 85 0001 | Q2T7B5 Putative Syringomycin biosynthesis enzyme B. thailandensis E264 Uninduced 5B 90
6.69 01 _0002 A4INY7 Putative transposase B. vietnamiensis G4 Uninduced 6 69
7.167b_17 0001 Q62IX8 Pyruvate dehydrogenase, E1 component B. mallei ATCC 23344 | Induced 7A 167
6.125_06_0001 A4JPQ7 Response regulator receiver protein B. vietnamiensis G4 Uninduced 6Q 125
Usamrid 84 0001 Q2T 916 Rhsl protein B. thailandensis E264 Uninduced 5B 75
Usamrid 55 0001 A2S2I 2 Ribonuclease R B. mallei NCTC 10229 | Uninduced 3( 324
Usamrid 65 0001 A3NAUS Ribosome-recycling factor B. pseudomallei 668 Uninduced 4Q 134
Usamrid_ 08_0001 62JC7 Ribosome-recycling factor B. mallei ATCC 23344 | Uninduced 1B 52
12.83 42 0001 A4JT92 RNA-directed DNA polymerase (Reverse transcriptase) B. vietnamiensis G4 Induced 12C 33
Usamrid 82 0001 | Q2T1R7 Sensor histidine kinase B. thailandensis E264 Uninduced 5B 63
7.179_39 0001 Q62¢Q2 Sensor protein B. mallei ATCC 23344 | Induced 7C 179
7.153 23 0001 Q4V296 Sigma-54 dependent transcriptional regulator B. mallei ATCC 23344 | Induced 7B 153
11.112_22 0001 Q2SVC6 Succinyl-CoA:3-ketoacid-coenzyme A transferase subunit A | B. thailandensis E264 Induced 11C 112
10.27 85 0001 A3NAI 6 Trigger factor B. pseudomallei 668 Induced 10B 27
9.162_63 0001 A2SBG2 Trigger factor B. mallei NCTC 10229 | Induced 9 162
Usamrid_ 09_0001 ¢62JK6 Trigger factor B. mallei ATCC 23344 | Uninduced 1B 55

4. Literature mining for Burkholdria Pathogenicity. Less than 4000 articles were retrieved
from PubMed using the keyword search “Burkholderia”. We could not find publications on most
of the thirty-two UniProtKB/TrEMBL proteins indentified in the previous quarter. Though we

could not get m uch inform ation based on our dataset, useful infor
parthenogenesis can be derived from
developed in the first year of th
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publicat ions in PubMed. The
is proje ct is used to s earch for sc ientific a rticles that show

mation on Burkholderia
literature m ining tool
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Pathogen-Host Protein-Protein Interaction (Guixian et al., 2008). Of the 3712 articles searched,
34 research articles are recognized as positive. 16 were m anually determined to be true positive

for Pathogen-Host Protein-Protei n Interaction. Most of the othe

proteins and complexes without the host proteins they interact with.

r articles describe pathogenic

Genome

Domain

Size

Number of Contigs
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Sequences
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243160) ‘)
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2

332

5025

66

Subsystem Information

Subsystem Statistics | Features in Subsystems

For each genome we offer a wide set of information to browse,

Organism Overview for Burkholderia mallei ATCC 23344 (243160.10)

compare and download.

Browse | Compare| Download | Annotate|

Browse through the features of Burkholderia
mallei ATCC 23344 both graphically and through
3 table. Both allow quick navigation and filtering
for features of your interest. Each feature is

linked to its own detail page.

Click here to get to the Genome Browser
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Subsystem Feature Counts

Phages, Prophages, Transposable elements (0)
Cofactors, Vitamins, Prosthetic Groups, Pigments (238)

Cell wall and Capsule (157)
Photosynthesis (0)

Potassium metabolism (17)
Plasmids (0)

Miscellaneous (3)

Membrane Transport (70)
Nucleosides and Nucleotides (87)
RNA Metabolism (81)

Protein Metabolism (222)

Cell Division and Cell Cycle (78)
Motility and Chemotaxis (49)
Regulation and Cell signaling (51)
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DNA Metabolism (50)

Virulence (125)

Fatty Acids, Lipids, and Isoprenoids (104)
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Dormancy and Sporulation (1)
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Sulfur Metabolism (42)
Metabolism of Aromatic Compounds (137)
Amino Acids and Derivatives (430)
Phosphorus Metabalism (58)
Carbohydrates (412)

Figure 3. RAST results for Burkholderia mallei ATCC 23344.

5. Integration of proteins identified into iProXpress. iProXpress (integrated Protein

eXpression) is an integrated protein expres

proteins identified by MA SCOT with p-value <= 0.05
(Figure 4). iProXpress lists all entries and they are grouped by Spectrum . The data can be
analyzed in the web in terface. Functions of the system include Functional Profiling (sample in
Figure 5), Protein Inform ation Matrix and ID m apping. The infor mation is accessible from
http://pir.georgetown.edu/iproxpress/, under “Other data sets”. The web pages are password

have been uploaded into

protected and is provided to Dr. Powell for visualization of the annotated dataset.
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sion analysis system (Huang et al., 2007). 141
iProXpress
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G0:0000166 | nucleotide binding 15 | .
G0:0001882 | nucleoside binding 12 | .
G0:0003676 | nucleic acid binding 27 | I
G0:0003824 | catalytic activity 9 | .
G0:0004386 | helicase activity 2|1
G0:0004803 | transposase activity 1)1
G0:0004871 | signal transducer activity 1)1
G0:0005198 | structural molecule activity S ||
G0:0005215 | transporter activity 1]
G0:0005488 | binding 4 |
G0:0005515 | protein binding 4 | H
G0:0008233 | peptidase activity 2|1
G0:0009055 | electron carrier activity ERR
G0:0016491 | oxidoreductase activity 9 | .
G0:0016740 | transferase activity 9 | .
G0:0016787 | hydrolase activity 12 | .
G0:0016829 | lyase activity 1]
GO:0016853 | isomerase activity 5| H
G0:0016874 | ligase activity 4 | H
G0:0019842 | witamin binding 11
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All 59
Figure 5. Functional profile of 141 proteins, showing GO Slim functional categories.
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KEY RESEARCH ACCOMPLISHMENTS:

e We manually curated p athogen-host PPI literature data sets that aren  ecessary for the
machine learning m ethod as well as benefici al to the text m  ining community when
becoming publicly available.

e We developed and evaluated the S VM methods for classifying the abstracts with PH-PPI
information, whose overall perform ance is best when using sentence level training and
feature selection.

e We identified and evaluated exis ting public te xt mining tools such as PIE that can be
augmenting the Pathogen Mining System.

e We initiated a comm unity collaborative ef fort under the iPr oLINK framework, which
will be of great benefit to the Pathogen Mining System.

e We established close collaborations with U SAMRIID research groups to analyze
pathogen genomic and proteomic data that will take advantage of the PH-PPI text mining.

e We identified proteins from prior 2DGE-MS Burkholderia proteomics data.

e We manually annotated the proteins in the RACE-P interface of iProClass.

e We integrated the identified proteins into iProXpress to perform mining and analysis of
the data.

REPORTABLE OUTCOMES:

1. Cooperative Research and Development Agreement between Georgetown University and
USAMRIID

2. Three research papers were generated from the project, reporting the SVM-based PH-PPI
text m ining system (Xu et al., 2008; Yinet al., 2009) and an inte grated text m ining
framework for text mining and biology communities (Hu et al., 2008).

3. A workshop presentation at the 2009 PAG XV II (Plant and Animal Genome Conference)
on the iProLINK framework (Wu, 2009) (http://www.intl-pag.org/17/17-pir.html).

CONCLUSIONS:

Biomedical literature represents the prim ary source of experim ental data, and developing text
mining systems for mining such data for pathogens of biodefense relevance is the main objective
for the first year of the projec t. We focus on text m ining of the host-pathogen protein-protein
interactions. W e developed an SVM-based automated system to identify MEDLINE abstracts
containing HP-PPI inform ation. We observed that feature selec tion w as effective not only in
reducing the dim ensionality of features to  build a compact system , but also inim proving
document classification perform ance. W e also observed abstract-level system s and sentence-
level system s yielded di fferent cl assification of MEDLIN E ab stracts, and the co mbination o f
these systems could improve the overall docum ent classification. To augm ent the SVM-base d
PH-PPI mining methods, we also explored the public text mini ng tools for the PH-PPI m ining.
We performed prelim inary evaluation on the P PI extraction tool P IE, and the results showed
encouraging performance at leas t at the abs tract lev el, sug gesting that PIE can be potentially
integrated into the Pathogen Mining System for improving the overall text mining capabilities of
the system. Exploring public text mining tools is  also part of the initia tive by PIR in order to
develop a basic framework to bring together the text mining and biological communities to better
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develop text m ining tools for re al-world applications. Our s econd year tasks focused on the
identification, annotation and analysis of and pr oteomic data for pathogens of biodefense and
military relevance.
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A COOPERATIVE RESEARCH AND DEVELOPMENT AGREEMENT
Between

Georgetown University
37" and O Streets, NW
Washington, District of Columbia 20057
(Cooperator)
and
U.S. Army Medical Research Institute of Infectious Diseases
Fort Detrick, Maryland 21702-5011

(Laboratory)

Article 1. Background

1.00 This Agreement is entered into under the authority of the Federal
Technology Transfer Act of 1986, 15 U.S.C. 3710a, et seq., between the
Cooperator and the Laboratory, the parties to this Agreement.

1.01 Laboratory, on behalf of the U.S. Government, and Cooperator
desire to cooperate in research and development on Reanalysis and Functional
Interpretation of Proteomics Data from Bacterial Cells under Simulated Growth
Condition according to the attached Statement of Work (SOW) described in
Appendix A. NOW, THEREFORE, the parties agree as follows:

Article 2. Definitions
2.00 The following terms are defined for this Agreement as follows:

2.01 "Agreement"” means this cooperative research and development
agreement.

2.02 "Invention" and "Made" have the meanings set forth in Title 15
U.S.C. Section 3703(9) and (10).

2.03 "Proprietary Information" means information marked with a
proprietary legend which embodies trade secrets developed at private expense
or which is confidential business or financial information, provided that such
information:

(i) is not generally known, or which becomes generally known or available
during the period of this Agreement from other sources without obligations
concerning their confidentiality;

(i) has not been made available by the owners to others without obligation
concerning its confidentiality; and
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(iii) is not already available to the receiving party without obligation
concerning its confidentiality.

(iv) is not independently developed by or on behalf of the receiving party,
without reliance on the information received hereunder.

2.04 "Subject Data" means all recorded information first produced in the
performance of this Agreement.

2.05 "Subject Invention” means any Invention Made as a consequence of,
or in relation to, the performance of work under this Agreement.

Article 3. Research Scope and Administration

3.00 Statement of Work. Research performed under this Agreement shall
be performed in accordance with the SOW incorporated as a part of this
Agreement at Appendix A. It is agreed that any descriptions, statements, or
specifications in the SOW shall be interpreted as goals and objectives of the
services to be provided under this Agreement and not requirements or
warranties. Laboratory and Cooperator will endeavor to achieve the goals and
objectives of such services; however, each party acknowledges that such goals
and objectives, or any anticipated schedule of performance, may not be
achieved.

3.01 Review of Work. Periodic conferences shall be held between the
parties for the purpose of reviewing the progress of work. It is understood that
the nature of this research is such that completion within the period of
performance specified, or within the limits of financial support allocated, cannot
be guaranteed. Accordingly, all research will be performed in good faith.

3.02 Principal Investigator. Any work required by the Laboratory under
the SOW will be performed under the supervision of Dr. Bradford Powell, U.S.
Army Medical Research Institute of Infectious Diseases (USAMRIID) 1425 Porter
Street, Fort Detrick, MD 21702-5011, Phone: 301-619-4933, Fax 301-619-2152
and Email: bradford.powell@amedd.army.mil, who, as co-principal investigator
has responsibility for the scientific and technical conduct of this project on behalf
of the Laboratory. Any work required by the Cooperator under the SOW will be
performed under the supervision of Dr. Cathy H. Wu, Georgetown University
Medical Center, 3300 Whitehaven Street, NW, Suite 1200, Washington, DC
20007, Phone: 202-687-1039, Fax: 202-687-0057, and Email;
wuc@georgetown.edu, who, as co-principal investigator has responsibility for the
scientific and technical conduct of this project on behalf of the Cooperator.

3.03 Collaboration Changes. If at any time the co-principal investigators
determine that the research data dictates a substantial change in the direction of
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the work, the parties shall make a good faith effort to agree on any necessary
change to the SOW and make the change by written notice to the addresses
listed in section 12.05 Notices.

3.04 Final Report. The parties shall prepare a final report of the results of
this project within six months after completing the SOW.

Article 4. Ownership and Use of Physical Property

4.01 Ownership of Materials or Equipment. All materials or equipment
developed or acquired under this Agreement by the parties shall be the property
of the party which developed or acquired the property, except that government
equipment provided by Laboratory (1) which through mixed funding or mixed
development must be integrated into a larger system, or (2) which through
normal use at the termination of the Agreement has a salvage value that is less
than the return shipping costs, shall become the property of Cooperator.

4.02 Use of Provided Materials. Both parties agree that any materials
relating to them which were provided by one party to the other party will be used
for research purposes only. The materials shall not be sold, offered for sale,
used for commercial purposes, or be furnished to any other party without
advance written approval from the Provider's official signing this Agreement or
from another official to whom the authority has been delegated, and any use or
furnishing of material shall be subject to the restrictions and obligations imposed
by this Agreement.

Article 5. Patent Rights

5.00 Reporting. The parties shall promptly report to each other all
Subject Inventions reported to either party by its employees. All Subject
Inventions Made during the performance of this Agreement shall be listed in the
Final Report required by this Agreement.

5.01 Cooperator Employee Inventions. Laboratory waives any ownership
rights the U.S. Government may have in Subject Inventions Made by Cooperator
employees and agrees that Cooperator shall have the option to retain title in
Subject Inventions Made by Cooperator employees. Cooperator shall notify
Laboratory promptly upon making this election and agrees to timely file patent
applications on Cooperator's Subject Invention at its own expense. Cooperator
agrees to grant to the U.S. Government on Cooperator's Subject Inventions a
nonexclusive, nontransferable, irrevocable, paid-up license in the patents
covering a Subject Invention, to practice or have practiced, throughout the world
by, or on behalf of the U.S. Government. The nonexclusive license shall be
evidenced by a confirmatory license agreement prepared by Cooperator in a
form satisfactory to Laboratory.

Page 3 of 11



5.02 Laboratory Employee Inventions. Laboratory shall have the initial
option to retain title to, and file patent application on, each Subject Invention
Made by its employees. The Laboratory agrees to grant an exclusive license to
any invention arising under this Agreement to which it has ownership to the
Cooperator in accordance with Title 15 U.S. Code Section 3710a, on terms
negotiated in good faith. Any invention arising under this Agreement is subject to
the retention by the U.S. Government of nonexclusive, nontransferable,
irrevocable, paid-up license to practice, or have practiced, the invention
throughout the world by or on behalf of the U.S. Government.

5.03 Joint Inventions. Any Subject Invention patentable under U.S. patent
law which is Made jointly by Laboratory employees and Cooperator employees
under the Scope of Work of this Agreement shall be jointly owned by the parties.
The parties shall discuss together a filing strategy and filing expenses related to
the filing of the patent covering the Subject Invention. If a party decides not to
retain its ownership rights to a jointly owned Subject Invention, it shall offer to
assign such rights to the other party, pursuant to Paragraph 5.05, below.

5.04 Government Contractor Inventions. In accordance with 37 Code of
Federal Regulations 401.14, if one of Laboratory’s Contractors conceives an
invention while performing services at Laboratory to fulfill Laboratory’s obligations
under this Agreement, Laboratory may require the Contractor to negotiate a
separate agreement with Cooperator regarding allocation of rights to any Subject
Invention the Contractor makes, solely or jointly, under this Agreement. The
separate agreement (i.e., between the Cooperator and the Contractor) shall be
negotiated prior to the Contractor undertaking work under this Agreement or, with
the Laboratory’s permission, upon the identification of a Subject Invention. In the
absence of such a separate agreement, the Contractor agrees to grant the
Cooperator an option for a license in Contractor’s inventions of the same scope
and terms set forth in this Agreement for inventions made by Laboratory
employees.

5.05 Filing of Patent Applications. The party having the right to retain title
to, and file patent applications on, a specific Subject Invention may elect not to
file patent applications, provided it so advises the other party within 90 days from
the date it reports the Subject Invention to the other party. Thereafter, the other
party may elect to file patent applications on the Subject Invention and the party
initially reporting the Subject Invention agrees to assign its ownership interest in
the Subject Invention to the other party.

5.06 Patent Expenses. The expenses attendant to the filing of patent
applications shall be borne by the party filing the patent application. Each party
shali provide the other party with copies of the patent applications it files on any
Subject Invention, along with the power to inspect and make copies of all
documents retained in the official patent application files by the applicable patent
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office. The parties agree to reasonably cooperate with each other in the
preparation and filing of patent applications resulting from this Agreement.

Article 6. Exclusive License

6.00 Grant. The Laboratory agrees to grant to the Cooperator an
exclusive license in each U.S. patent application, and patents issued thereon,
covering a Subject Invention, which is filed by the Laboratory subject to the
reservation of a nonexclusive, nontransferable, irrevocable, paid-up license to
practice and have practiced the Subject Invention on behalf of the United States.

6.01 Exclusive License Terms. The Cooperator shall elect or decline to
exercise its right to acquire an exclusive license to any Subject Invention within
six months of being informed by the Laboratory of the Subject Invention. The
specific royalty rate and other terms of license shall be negotiated promptly in
good faith and in conformance with the laws of the United States.

Article 7. Background Patent(s)

7.00 Laboratory Background Patent(s): Laboratory has filed patent
application(s), or is the assignee of issued patent(s) which contain(s) claims that
are related to research contemplated under this Agreement. No license(s) to
this/these patent applications or issue patents is/are granted under this
Agreement, and this/these application(s) and any continuations to it/them are
specifically excluded from the definitions of “Subject Invention” contained in this
Agreement.

7.01 Cooperator Background Patent(s): Cooperator has filed patent
application(s), or is the assignee of issued patent(s) which contain(s) claims that
are related to research contemplated under this Agreement. No license(s) to
this/these patent applications or issue patents is/are granted under this
Agreement, and this/these application(s) and any continuations to it/them are
specifically excluded from the definitions of “Subject Invention” contained in this
Agreement.

Article 8. Subject Data and Proprietary Information

8.00 Subject Data Ownership. Subject Data shall be jointly owned by the
parties. Each party, upon request to the other party, shall have the right to
review and to request delivery of all Subject Data, and delivery shall be made to
the requesting party within two weeks of the request, except to the extent that
such Subject Data are subject to a claim of confidentiality or privilege by a third

party.

8.01 Proprietary Information/Confidential Information. Each party shall
place a proprietary notice on all information it delivers to the other party under
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this Agreement that it asserts is proprietary. The parties agree that any
Proprietary Information or Confidential Information furnished by one party to the
other party under this Agreement, or in contemplation of this Agreement, shall be
used, reproduced and disclosed by the receiving party only for the purpose of
carrying out this Agreement, and shall not be released by the receiving party to
third parties unless consent to such release is obtained from the providing party.

8.02 Army limited-access database. Notwithstanding anything to the
contrary in this Article, the existence of established CRADAs specifying areas of
research and their total dollar amounts may be documented on limited access,
password-protected websites of the U.S. Army Medical Research and Materiel
Command (the parent organization of Laboratory), to provide the Command’s
leadership with a complete picture of military research efforts.

8.03 Laboratory Contractors. Cooperator acknowledges and agrees to
allow Laboratory’s disclosure of Cooperator’s proprietary information to
Laboratory’s Contractors for the purposes of carrying out this Agreement.
Laboratory agrees that it has or will ensure that its Contractors are under written
obligation not to disclose Cooperator’s proprietary information, except as
required by law or court order, before Contractor employees have access to
Cooperator’s proprietary information under this Agreement.

8.04 Release Restrictions. Laboratory shall have the right to use all
Subject Data for any Governmental purpose, but shall not release Subject Data
publicly except: (i) Laboratory in reporting on the results of research may publish
Subject Data in technical articles and other documents to the extent it determines
to be appropriate; and (ii) Laboratory may release Subject Data where release is
required by law or court order. The parties agree to confer prior to the
publication of Subject Data to assure that no Proprietary Information is released
and that patent rights are not jeopardized. Prior to submitting a manuscript for
review which contains the results of the research under this Agreement, or prior
to publication if no such review is made, each party shall be offered an ample
opportunity to review any proposed manuscript and to file patent applications in a
timely manner.

8.05 FDA Documents. If this Agreement involves a product regulated by
the U.S. Food and Drug Administration (FDA), then the Cooperator or the U.S.
Army Medical Research and Materiel Command, as appropriate, may file any
required documentation with the FDA. In addition, the parties authorize and
consent to allow each other or their contractors or agents access to, or to cross-
reference, any documents filed with the FDA related to the product.

Article 9. Termination
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9.00 Termination by Mutual Consent. Cooperator and Laboratory may
elect to terminate this Agreement, or portions thereof, at any time by mutual
consent.

9.01 Termination by Unilateral Action. Either party may unilaterally
terminate this entire Agreement at any time by giving the other party written
notice, not less than 30 days prior to the desired termination date.

9.02 Termination Procedures. In the event of termination, the parties
shall specify the disposition of all property, patents and other results of work
accomplished or in progress, arising from or performed under this Agreement by
written notice. Upon receipt of a written termination notice, the parties shall not
make any new commitments and shall, to the extent feasible, cancel all
outstanding commitments that relate to this Agreement. Notwithstanding any
other provision of this Agreement, any exclusive license entered into by the
parties relating to this Agreement shall be simultaneously terminated unless the
parties agree to retain such exclusive license.

Article 10. Disputes

10.00 Settlement. Any dispute arising under this Agreement which is not
disposed of by agreement of the principal investigators shall be submitted jointly
to the signatories of this Agreement. A joint decision of the signatories or their
designees shall be the disposition of such dispute. However, nothing in this
section shall prevent any party from pursuing any and all administrative and/or
judicial remedies which may be allowable.

Article 11. Liability

11.00 Property. Neither party shall be responsible for damages to any
property provided to, or acquired by, the other party pursuant to this Agreement.

11.01 No Warranty. The parties make no express or implied warranty as
to any matter whatsoever, including the conditions of the research or any
Invention or product, whether tangible or intangible, Made, or developed under
this agreement, or the ownership, merchantability, or fitness for a particular
purpose of the research or any Invention or product. The parties further make no
warranty that the use of any invention or other intellectual property or product
contributed, made or developed under this Agreement will not infringe any other
United States or foreign patent or other intellectual property right. In no event will
any party be liable to any other party for compensatory, punitive, exemplary or
consequential damages.
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Article 12. Miscellaneous

12.00 Governing Law. This Agreement shall be governed by the laws of
the United States Government.

12.01 Export Control and Biological Select Agents and Toxins. The
obligations of the parties to transfer technology to one or more other parties,
provide technical information and reports to one or more other parties, and
otherwise perform under this Agreement are contingent upon compliance with
applicable United States export control laws and regulations. The transfer of
certain technical data and commodities may require a license from a cognizant
agency of the United States Government or written assurances by the Parties
that the Parties shall not export technical data, computer software, or certain
commodities to specified foreign countries without prior approval of an
appropriate agency of the United States Government. The Parties do not, alone
or collectively, represent that a license shall not be required, nor that, if required,
it shall be issued. In addition, where applicable, the parties agree to fully comply
with all laws, regulations, and guidelines governing biological select agents and
toxins.

12.02 Independent Contractors. The relationship of the parties to this
Agreement is that of independent contractors and not as agents of each other or
as joint venturers or partners.

12.03 Use of Name or Endorsements. (a) The parties shall not use the
name of the other party on any product or service which is directly or indirectly
related to either this Agreement or any patent license or assignment agreement
which implements this Agreement without the prior approval of the other party.
(b) By entering into this Agreement, Laboratory does not directly or indirectly
endorse any product or service provided, or to be provided, by Cooperator, its
successors, assignees, or licensees. Cooperator shall not in any way imply that
this Agreement is an endorsement of any such product or service. Press
releases or other public releases of information shall be coordinated between the
parties prior to release, except that the Laboratory may release the name of the
Cooperator and the title of the research without prior approval from the
Cooperator.

12.04 Survival of Specified Provisions. The rights specified in provisions
of this Agreement covering Patent Rights, Subject Data and Proprietary
Information, and Liability shall survive the termination or expiration of this
Agreement.

12.05 Notices. All notices pertaining to or required by this Agreement
shall be in writing and shall be signed by an authorized representative addressed
as follows:
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If to Cooperator: Georgetown University
Office of Technology Commercialization
3300 Whitehaven Street, N.W.
Harris Building, Suite 1500
Washington, DC 20007
Phone: 202-687-2702
Fax: 202-687-3111 (if by Fed Ex or courier)

Or use

Office of Technology Commercialization
Georgetown University
Box 571408

Washington, DC 20057-1408 (for US Mail)

If to Laboratory: USAMRIID
Business Plans and Programs Office
1425 Porter Street
Fort Detrick, MD 21702-5011
Phone: 301-619-6886 Fax: 301-619-8379

Any party may change such address by notice given to the other in the manner
set forth above.

Article 13. Duration of Agreement and Effective Date

13.01 Effective Date. This Agreement shall enter into force as of the date
it is signed by the last authorized representative of the parties.

13.02 Signature Execution. This Agreement may be executed in one or
more counterparts by the parties by signature of a person having authority to
bind the party, which may be by facsimile signature, each of which when
executed and delivered, by facsimile transmission, mail, or email delivery, will be
an original and all of which will constitute but one and the same Agreement.

13.03 Expiration Date. This Agreement will automatically expire two (2) years
from effective date unless it is revised by written notice and mutual agreement.
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IN WITNESS WHEREOF, the Parties have caused this agreement to be
executed by their duly authorized representatives as follows:

For the Cooperator: Georgetown University P
MW
(Signature)

Claudia Cherney Stewart, Ph.D.
DATE_/// 7/0 g Vice President, Office of Technology Commercialization

Forthe U.S. Government: U. S. Army Medical Research Institute of
Infectious Diseases

U ' (Signatlre)
John P. Skvorak
Colonel, Veterinary Corps

DATE Z @(/TOZ{ Commanding

For the USAMRIID Principal Investigator:

I hereby acknowledge the terms and conditions of this Agreement:

DATE QU Set o ¥ ‘M@\N

“—{Signature)
Dr. Bradford Powell
(Printed Name)
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(CRADA) APPENDIX A
STATEMENT OF WORK

Title: “Reanalysis and Functional Interpretation of Proteomics Data from
Bacterial Cells under Simulated Growth Condition”

Background/Objectives:

Prior bacterial proteomics data needs to be reanalyzed due to the updates
to the relevant bacterial protein databases and/or annotations, as well as
accumulation of literature information regarding prior unknown genes. The
objective of this collaboration is to use the integrated proteomics analysis
system, iProXpress developed at PIR, coupled with the current TATRC- funded
project, Pathogen Mining System, to facilitate the re-evaluation and functional
interpretation and hypothesis formulation from the legacy proteomics data.

Prior 2DGE-MS proteomics data from Burkholderia strains grown under
simulated host growth condition will be reanalyzed using iProXpress system for:
1) up-to-date functional assignment of bacterial protein annotations; 2)
annotations of homologous proteins from other related pathogens of interests; 3)
function and pathway analysis of the bacteria under given growth conditions.

Collaboration:

Laboratory agrees to:

e Provide MS data comprising protein lists and other information of
relevance for matched data sets to be re-analyzed by the Pathogen
Mining system.

Cooperator agrees to:

» Integrate all available annotations for proteins of Burkholderia and
related bacteria into the iProXpress system, including biological
pathways and experimental protein-protein interactions.

 Integrate into iProXpress the text mining results on pathogenesis
proteins from the Pathogen Mining System.

e Incorporate the experimental Burkholderia proteomics data into the
iProXpress system, and perform function and pathway analysis of
the data.

e Enhance the iProXpress analysis interface based on the specific
needs.
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Abstract

Due to the heightened concern about
bioterrorism and emerging/reemerging infectious
diseases, a flood of molecular data about human
pathogens has been generated and maintained in
disparate databases. However, scientific findings
regarding these pathogens and their host responses
are buried in the growing volume of biomedical
literature and there is an urgent need to mine
information  pertaining to pathogenesis-related
proteins especially host-pathogen protein-protein
interactions from literature. In this paper, we report
our exploration of developing an automated system to
identify =~ MEDLINE  abstracts  referring to
host-pathogen  protein-protein  interactions. An
annotated corpus consisting of 1,360 MEDLINE
abstracts was generated. With this corpus, we
developed and evaluated document classification
systems using support vector machines (SVMs). We
also investigated the effects of feature selection using
the information gain (IG) measure. Document
classification systems were designed at two levels,
abstract-level and sentence-level. We observed that
feature selection was effective not only in reducing the
dimensionality of features to build a compact system,
but also in improving document classification
performance. We also observed abstract-level systems
and sentence-level systems yielded different
classification of MEDLINE abstracts, and the
combination of these systems could improve the
overall document classification.

* Equal contribution to the work.

1. Introduction

Due to th e heightened co ncern about
bioterrorism and ~ emerging/reemerging infectious
diseases, t hereh aveb een majori nitiatives for
large-scale genomic and proteomic project s to study
the basic biol ogy and disease-causing mechanisms of
human pat hogens [1,2] .A sares ult,a floodo f
molecular dat ai s bei ng generated, butim portant
scientific discoveries re garding t hese pathogens a nd
their host res ponses are often buried  under the
increasing volume of biomedical literature.

Overt he years, biomedical literature m ining
advanced greatly. In t his paper, our investig ation
focused on the development of an automated system
to id entify research articles describing pathogenicity
and host-pathogen p rotein-protein i nteractions. Our
goal is to facilitate literature-based curatio n of
pathogenesis-related proteins i nU niProt
Knowledgebase ( UniProtKB) [ 3] by i ncorporating
pathogenesis i nformation extracted fro m literatu re
and promoting basic understanding of vi rulence and
pathogenicity fact orsa s well as  host-interacting
proteins o f human pat hogens. S uch knowledge wi 1l
facilitate th ed evelopment o fprev entative and
therapeutic strategies against human pathogens.

In the following, we first d escribe th e researc h
background a nd related work. T he e xperimental
method is introduced next. We then present the results
and discussion, and conclude our work.

2. Background and related work

The task con sidered in th is stud y is a special
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case ofidentifying papers that desc ribe
protein-protein interactions (P PIs). There are s everal
components in de veloping an aut omated literature

mining sy stem, i ncluding t he ¢ onstruction of an

annotated c orpus, the selection of features and their

representations, a nd t he choice of m achine learning
algorithms. In the following, we present the research
background and related work of each component.

2.1. Constructing annotated corpora from
MEDLINE

One step towards constructing annotated corpora
from MEDLINE is to select a subset of MEDLINE
abstracts. T here a re different ways to ob tain su ch
subset. One approach is to use keyword search. For
example, abstracts select ed fo r the GEN IA corpus
were retrieved fr om M EDLINE u sing thre e M eSH
terms, “h uman”, “b lood cell” an d “t ranscription
factor” [4]. An alternative way to obtain a subset is to
exploit the use of existing biomedical databases. For
example, in order to construct an annotated corpus for
the In teraction Article Su btaskatt he second
BioCreative workshop, con tents oftwo ex isting
interaction databases, namely IntAct and MINT, have
been exploited [5]. After deriving such subset, domain
experts can manually annotate them.

2.2. Feature representation/selection

In order to use machine learning methods, each
document nee dst o be t ransformed i nto a feat ure
representation, which is us uvally a feature vect or.
Commonly, features are based on words appearing in
the document. Va rious feat ure sel ection t echniques
have  beenexplore dtoove rcome the
high-dimensionality o f word -based features [6 , 7],
e.g., Term Frequency (TF), TF * Inverse Document
Frequency ( IDF), I nformation Gain (IG), M utual
Information ( MI), or ¢ hi-square statistics. Int his
paper, we ex plored IG for feat ure sel ection. I G
represents th e qu antity of i nformation in a feat ure
withre gardt ocl assp redictiono nt hebase of
presence/absence of the feature ina document. Let

{C.;}, beasetofcateg oriesto be predicted. Then

IG of feature w in a document collection is defined as
follows:

G(W): E_El_Ez,
E= —i P(c)log,P(c),

E, =—PW)> P(c, | W)log,P(c, | W),

i=1

. — —
E, = _P(W)Z P(c; [w)log,P(c; [w),
i=1
where E is the entropy of the document collection; m

N
represents th e nu mber of categ ories; P(C) = WC is

occurrence pro bability of categ ory C,whe re N
represents the number of doc uments and N, is the

N
file num bers of class ¢, P(w)= WW and

—  N- .
P(w) =—% are occurrence probabilities of presence

N

and absence of w, NW and N\Tv are the file numbers
of including and not including feat ure Win t he

document col lection; an d finally P(c|w) :M

w

and P(C\v_v)z NG are occu rrence con ditional
w

probability o fth e categ ory Con occurrence an d

absence of term w, where N, and NWc are the file

C

numbers o fincluding an d n ot i ncluding term wi n
class c[8]. It is assumed that the larger the IG value of
a term is, the more important the term is in classifying
documents.

2.3. Machine learning algorithms

A growing number of statistical and probabilistic
machine | earning al gorithms hav e bee n a pplied t o
document classification, including K nearest neighbor,
Bayesian approache s, decision t rees, sy mbolic r ule
learning, and neural networks [9-12]. Here, we chose
Support Vector M achines (S VMs),a su pervised
learning algorithm proposed by Vladimir Vapnik and
his co-workers [ 13, 14]. It has been widely used for
text mining and achieved promising results. Given a
training set with n class-labeled instances, (X1, y1), (X2,
¥2), - (Xi, Vi), - -+, (Xn, Yn), Where X; is a feature vector

for th e i-th instance and y; €{+1,—1 } indicates the

class, an SVM classifier | earnsa hyper-planeas a
decision boundary in the feature space. The class of
an unlabelled instance x is d etermined by on which
side of the hyperplane x lies. The purpose of training
SVM classifiers is to find a hyperplane that has the
maximum margin to separate the two classes [16-18].

3. Method



Figure 1 illustrates the overall data flow of the
classification system. It consists of several steps
including i) generating annotated MEDLINE abstracts,
where each abstract was an notated eith er positive or
negative (e.g.,+1 or -1)basedonits relevancet o
host-pathogen p rotein-protein i nteractions (PH-PPI),
i) conducti ng m achine learni ng e xperiments to
evaluate different kinds of feature representations and
feature selection m ethods, an d iii) im plementing a
system that a ssigns confi dence sc ores t o abstracts
based on their PH-PPI relevance.

3.1. Generation of an annotated corpus

The a nnotated co rpus wa s generated from two
different sources. One was from UniProtKB database
where th e PH-PPI in formation is ann otated fo r th e
protein entries and the rel evant M EDLINE abstracts
are cited. Ifa cited a bstract contains an i nteraction
pair consisting of one host protein and one pathogen
protein, it is co nsidered as positive. The other source
was from PubMed, from which a set of MEDLINE
abstracts was retrieved using keyword searches. Two
domain experts reviewed and manually annotated this
set, and categ orized t he ab stracts as positive or
negative. Additionally, for positive abstracts sentences
describing the interactions were highlighted.

3.2. Machine learning

Instead of cla ssifying a document as PH-PPI
relevant or not, the m achine learning task c onsidered
here is t o rank a set of documents according to their
PH-PPI relevance. We de fined two machine learning
tasks. One task is at ab stract level (ALT), which uses
the a bstracts to builda systemtora nkaset of
abstracts accordi ng to thei r PH-PPI rele vance. T he
otheris ons entence | evel (S LT) w hich ra nks al 1
sentences in  abstracts by  considering ti tles and
highlighted sentences in positive abstracts as positive
and all se ntences in ne gative abst racts as ne gative.
The ranking of a set of abstracts can then be obtained
according to the rank of the most relevant sentence in
an abstract.

3.2.1. Feature representation/selection

We n ormalized the textby ch anging n ouns in
plural forms into singular forms, verbs in past tense
into present tense, and replacing nouns and adjectives
byt heirc orresponding verbsba sedo nt he
SPECTALIST lexicon, a ¢ omponent i n t he U nified
Medical Language System (UMLS). We also replaced
punctuation marks with spaces a ndc hanged

Obtain annotated corpus
UniProt
Hnowiedgebase
Retrieve positive papers from O v Categorize abstracts retrieved using
knowiedge bases > keywords into positiee and negative
Annatated
MEDLINE
abstracts
[l
Experi with abstract- and level hine leaming
Feature representation. —*, SVM Classifier " Ranked list generation
& selection = construction " based on classfication
Implement system
¥ b SVM Classifier
Gold standard o =
ranked lists e Score assgnment

Figure 1. Overall architecture of the study.

uppercase letters to lowercase letters.

After norm alization, we used  unigrams and
bigrams as fea tures, and the frequencies of unigrams
and bigrams as their corresponding feature values. To
reduce the dimensionality of the feature space, we
used information gain to select features with high IG
values. Note that we did not remove features that are
stop or rare words in this work.

3.2.2. Machine learning algorithms

We usedthe SVM light package andchose a
linear function as t he kernel [13]. Weals o
experimented wi th other t ypes of k ernels suc h as
polynomial orra dial basis f unction ( RBF), but
observed no performance improvement.

3.2.3. Experiments

The experiments were designed to 1) compare IG
feature selecti on (IG-FS) with no feat ure selectio n
(NO-FS), and ii) compare ALT and SLT. We used
100 runs of 10-fold cross validation. For each run,
the sam e 10 fo 1d partitions were used forth e
following four settings: (IG-FS, ALT), (IG-FS, SLT),
(NO-FS, ALT), and (NO-FS, SLT). For each setting,
we obtained a ranked list consisting of abstracts in the
annotated co rpus ranked a ccording to the results of
the 1 0-fold cross validation e xperiment. The
performance was t hen m easured using true po sitive
rate (TPR): given rank threshold P and ranked list L,
TPR(P, L) is defined as the ratio of the number of true
positives ranked astop P inL to P. We selected 18
different rank thresholds: from 10 to 90 (incremented
by 10) and fr om 100 to 500 (incremented by 50 ). In
case of IG-FS, we set 20 IG th resholds: 0 to 0.0009



(incremented by 0.0001) a nd f rom 0.0 01t o 0.01
(incremented by 0.001). F or eac h I G t hreshold, we
ignored all featu res with IG values less th ant he
threshold when constructing the systems. The average
TPR of 100 runs for each setting was c omputed to
compare the perform ance. Confidence intervals at
95% Confidence Level were also computed [15].

3.3. System implementation

As we have discussed, the machine learning task
considered hereisto  rankaset of documents
according to their PH-PPI relevance. In order to judge
the PH-PPI relevance for any given abstract, we used
the following method:

i) obtain N score lists by ex ecuting N ru ns of
10-fold c ross val idation using t he ¢ orpus as
described in Section 3.2.3 where sco res were
ones assigned by SVM classifiers,

ii) builda SVM classifier C with all i nstances in
the corpus,

iii) for a new a bstract, use classifier C to obtain
score S,

iv) for each sco re listth at was ob tainedin i)
compute the percentage of instancest hat are
positive among the instances with sco res larger
than S, and

v) average the above percentage over N score lists
and display t he percentage as the rele vance
score. T he higher the score, the more rele vant
the abstract.

To test the effectiveness of the proposed method,
we used o nerun of 1 0-fold cr oss validation a nd
measured TPRs for a given relevance score threshold.

4. Result and discussion

Most pat hogen p rotein-protein interaction (PPI)
information annotated in knowledgebases is fo r viral
proteins or PPI within bacteria. We obtained less than
50 po sitiveab stracts onsp ecificb acterial
pathogen-human host PPI from knowledge bases such
as Un iProtKB/Swiss-Protand , IntAct, Bru cella
Bioinformatics P ortal (B BP). Usi ng key w ords
“bacterial”, “host”, “pathogen”, and “interaction”, we
retrieved ar ound 214,000 abstracts, and we ob tained
1,225 n egative abstracts and 99 po sitive abstracts
after m anual annotation. M erging th e two sets, th e
annotated corpus consists of 1,225 negative abstracts
and 135 positive ones.

Figure 2 showst he relationship bet ween I G
threshold and TPR av eraged over 100 runs. The IG
threshold o f0 corresponds t o no feat ure selection
(NO-FS). F rom Figure 2, we can see that for IG
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Figure 2. The relationship b etween IG th reshold and
TPR averaged over 100 runs in (IG-TF, ALT) and (IG-FS,
SLT).
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Figure 3. Co mbination result of (IG-FS, ALT)-0.001 and
(IG-FS. SLT-0.001.

thresholds between 0.001 and 0.005,the TPRsare
comparable to the one without feature selection (i.e.
NO-FS). However, the number o f feat ures u sed for
classifiers with feature selection decrease S
dramatically. For e xample, in (IG-FS, AL T) with

threshold 0.002 a nd ( IG-FS, S LT) wi th threshold
0.001, the number of features after feature selection is
reduced to only 10% (around 10,000) of the original
(over 100,000).




Table 1. The detailed TPRs with the corresponding 95% confidence intervals computed from 100 runs for (IG-FS,
ALT), (IG-FS, SLT), (NO-FS, ALT) with IG threshold 0.002, and (NO-FS, SLT) with IG threshold 0.001. RT

stands for rank threshold.

_T NO-FS IG-FS

ALT SLT ALT(0.002) SLT (0.001)

10 0.81 0.905 0.926 0.941
(0.794, 0.827) (0.899, 0.911) (0.915,0.937) (0.930,0.952)

%0 0.857 0.883 0.898 0.844
(0.852, 0.862) (0.875, 0.891) (0.890,0.906) (0.834,0.854)

30 0.867 0.832 0.852 0.79
(0.862, 0.873) (0.825, 0.839) (0.845,0.859) (0.782, 0.798)

20 0.819 0.786 0.83 0.764
(0.812, 0.826) (0.779, 0.793) (0.823,0.837) (0.757,0.771)

0 0.768 0.737 0.807 0.745
(0.762, 0.774) (0.731, 0.744) (0.801,0.813) (0.739, 0.751)

6 0.74 0.697 0.775 0.706
(0.735, 0.745) (0.692, 0.702) (0.770, 0.780) (0.700, 0.712)

0 0.715 0.67 0.738 0.67
(0.710, 0.720) (0.665, 0.675) (0.733,0.743) (0.665, 0.675)

%0 0.69 0.65 0.71 0.637
(0.686, 0.694) (0.646, 0.654) (0.705, 0.715) (0.633, 0.642)

%0 0.666 0.629 0.679 0.604
(0.662, 0.67) (0.625, 0.633) (0.674, 0.684) (0.600, 0.608)

100 0.639 0.611 0.649 0.577
(0.635, 0.643) (0.6068,0.6152) (0.645, 0.653) (0.574, 0.581)

150 0515 0.514 0.522 0.491
(0.513,0.517) (0.511, 0.517) (0.519, 0.525) (0.488,0.494)

200 0.431 0.431 0.438 0.429
(0.429, 0.433) (0.429, 0.433) (0.436, 0.440) (0.427,0.431)

250 0377 0371 0.378 0.379
(0.376, 0.379) (0.369, 0.373) (0.376, 0.380) (0.377,0.381)

300 0336 0.33 0.334 0.336
(0.335, 0.337) (0.329, 0.331) (0.332, 0.336) (0.334, 0.338)

350 0303 0.301 03 0.301
(0.302, 0.304) (0.300, 0.302) (0.299, 0.301) (0.300, 0.302)

400 0278 0276 0273 0.272
(0.277,0.279) (0.275,0.277) (0.272, 0.274) (0.271, 0.273)

450 0.257 0.255 0.251 0.249
(0.256, 0.258) (0.254, 0.256) (0.250, 0.252) (0.248, 0.250)

<00 0238 0.236 0.232 0.229
(0.237, 0.239) (0.235,0.237) (0.231, 0.233) (0.228, 0.230)

Table 1 shows t

he detailed results

of fo ur

Table 2. The performance of the implementation.

settings: (NO-FS, ALT), (NO-FS, SLT), (IG-FS, ALT)
with I G threshold 0.002, and (I G-FS, SLT) with IG
threshold 0.001. For example, among top 50 abstracts,
there are 76.8%, 73.7%, 80.7%, and 74 .5% ofthe
abstracts are positive for (NO-FS, ALT), (NO-FS,
SLT), (IG-FS, ALT), and (IG-FS, LT), re spectively.
The avera ge TPRs us ually decrease when the rank
thresholdsi ncrease. T  he perform ance  of
sentence-level syste msis comparablet othat of
abstract-level syste ms when th e rank thresho Id is
small (e.g., 10 or 20). When the rank threshold (e.g.,
>20) is lar ge, abstract-level systems tend to p erform
better.

Table 2 s howst he pe rformance oft het rue
positive rate  when im plementing th e system u sing
(IG-FS, ALT) with IG threshold 0.002 and the number
of runs as 5. Given a r elevance sc ore threshold 0.5,
the true positive rate is 50.7% which indicates that if
an abstract rec eives a rele vance score of larger than

Threshold Total Positive TPR
0 1,360 135 0.099
0l 1,185 118 0.099
02 519 106 0.204
03 304 93 0.306
04 207 82 0.3%
05 136 69 0.507
06 96 63 0.656
0.7 69 52 0.754
038 41 30 0.732
09 8 7 0.875

0.5, the chance of the abstract to be positive is 50.7%.
Even sentence-level systems perform inferior t o
abstract-level systems, but one advantage of them s
that sente nces desc ribing protein interact ions are
automatically highlighted. We can highlight sentences



(and titles)  yieldingt heh ighestrank sam ong
sentences within th e ab stract when pres enting the
results to e nd-users. F or e xample, for ( IG-FS, SLT)
with IG thr eshold 0.001,t he av erage nu mber of
positive abstracts is 1 7 (or 37) among the top 20 (or
50) ab stracts. Am ong tho se po sitive abstracts, an
average of 13 (or 26) abstracts have the highlighted
sentences ranked as the highest among all sentences
in the corresponding a bstract by t he sent ence-level
systems, and an average of 16 (or 33) abstracts have
the highlighted sentences ranked as the highest or the
second highest.

We also noticed that sentence-level systems and
abstract-level systems behave differently. The finding
is con sistent with t he wo rk of Dinget al where
different text units (e.g., abstracts, se ntences, or
phrases) were in vestigated for in formation retriev al
[16]. Given rank threshold 10, and IG threshold 0.001,
the av erage number of overlapped true po sitives
between se ntence-level and abstract-level systems is
around 4. Wec heckedthecom  bination of
sentence-level and a bstract-level sys tems by
averaging the ranks of sentence -level and
abstract-level. Figure 3 s hows t he resu It. Th ere is
some im provement oft  he performance aft er
combination.

5. Conclusion

We ha ve re ported a st udy of ¢ onstructing an
automated syste m that can detect the host pathogen
protein-protein i nteraction r elevance of MEDLINE
abstracts. The results indicated that fe ature selection
can reduce the number of features at least 10  folds
withno or little sacrificeo f performance.
Additionally, th em ajorityo fth e highlighted
sentences are ranked as the first or se cond among all
sentences in the ¢ orresponding a bstracts. We
conclude th at au tomated syste ms can be bu ilt for
retrieving abstracts and highlighting sentences based
on t heir rel evance t o host pathogen protein-protein
interaction.
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Summary

Objective: Scientific findings regarding human pathogens and their host re-
sponses are buried in the growing volume of biomedical literature and there
is an urgent need to mine information pertaining to pathogenesis-related pro-
teins especially host pathogen protein-protein interactions (HP-PPIs) from
literature.

Methods: In this paper, we report our exploration of developing an
automated system to identify MEDLINE abstracts referring to HP-PPIs.
An annotated corpus consisting of 1360 MEDLINE abstracts was generated.
With this corpus, we developed and evaluated document classification sys-
tems using support vector machines (SVMs). We also investigated the effects
of three feature selection methods (information gain, mutual information,
and x? test). The performance was measured using Normalized Discounted
Cumulative Gain (NDCG) and Positive Predictive Value (PPV) and all mea-
sures were obtained through 10-fold cross validation.
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Results: NDCG measures for classification systems using all features or
a subset of features selected using information gain and x? range from 0.83 to
0.89 while classification systems built based on features selected using mutual
information had relatively lower NDCG measures. The classification system
achieved a PPV of 50.7% for the top 10% ranked documents comparing to a
baseline PPV of 10.0%.

Conclusions: Our results indicate that document classification systems
can be constructed to efficiently retrieve HP-PPI related documents. Feature
selection was effective in reducing the dimensionality of features to build a
compact system.

Key words: document classification, host pathogen protein-protein
interaction, feature selection, literature mining

1. Introduction

The causative agents of infectious diseases consist of a great diversity of
agents including bacteria, viruses, fungi, helminthes and protozoa. Because
of the development of new molecular biology assays, there has been continu-
ing progress in the study of pathogenicity mechanism. Meanwhile, due to the
heightened concern about bioterrorism and emerging/reemerging infectious
diseases, there have been major initiatives for large-scale genomic and pro-
teomic projects to study the basic biology and disease-causing mechanisms
of human pathogens [1, 2]. As a result, a flood of molecular data is be-
ing generated, but important scientific discoveries regarding these pathogens
and their host responses are often buried under the increasing volume of
biomedical literature. It was reported that the growth of peer-reviewed lit-
erature in MEDLINE is exponential [3]. With this volume of publication, it
is very difficult or even impossible for biologists to find or assimilate the rel-
evant publications of pathogenicity. To effectively manage the knowledge of
pathogens and to better understand the pathogens, an automated text min-
ing system that can extract pathogen related information from the scientific
literature is highly desired.

In this paper, we focus on the development of an automated text mining
system to identify research articles describing host pathogen protein-protein
interactions (HP-PPIs). We focus on pathogens that are bacteria. By review-
ing thousands of documents in MEDLINE, we constructed a corpus consist-



ing of 1360 abstracts where 135 abstracts are HP-PPI relevant (i.e., positive)
and the remaining are not HP-PPI relevant (i.e., negative). The corpus was
then used to train a machine learning classifier to identify HP-PPI related
articles where samples are abstracts and features are words or phrases in the
abstracts. Three feature selection methods, information gain (IG), x? test,
and specific mutual information (SI) were compared for reducing the high
dimensionality of the feature space.

2. Background and related work

The task considered in this study is a special case of identifying papers
that describe protein-protein interactions (PPIs). There are several compo-
nents in developing an automated literature mining system, including the
construction of an annotated corpus, the selection of features and their rep-
resentations, and the choice of machine learning algorithms. In the following,
we present the research background and related work of each component.

2.1. Construction of annotated corpora from MEDLINE

One step towards constructing annotated corpora from MEDLINE is to
select a subset of MEDLINE abstracts. There are different ways to obtain
such subset. One approach is to use keyword search. For example, abstracts
selected for the GENIA corpus were retrieved from MEDLINE using three
MeSH terms, "human”, "blood cell” and ”transcription factor” [4]. An al-
ternative way to obtain a subset is to exploit the use of existing biomedical
databases. For example, in order to construct an annotated corpus for the
Interaction Article Subtask at the second BioCreative workshop, contents
of two existing interaction databases, namely IntAct and MINT, have been
exploited [5]. After deriving such subset, domain experts can manually an-
notate them.

2.2. Feature representation/selection

In order to use machine learning methods, usually each document needs to
be transformed into a feature vector. Commonly, features are based on words
appearing in the document. Various feature selection techniques have been
explored to overcome the high-dimensionality of word-based features. In this
paper, three widely used feature selection methods, information gain (IG),
specific mutual information (SI), and x? test, were applied and compared.



IG represents the quantity of information in a feature with regard to class
prediction on the basis of presence/absence of the feature in a document. Let
{c;}, be a set of categories to be predicted. Then the IG value of feature ¢
in a document collection /G(t) is defined as follows:

IG(t) = E — By — B, (1)
E=— Z P(c;) log, P(c;), (2)

E, = —P(t) Z P(c;|t) logy P(ci|t), (3)
Ey = —P(t) Z P(c;t)logy P(cilt), (4)

where E is the entropy of the document collection; P(c) is the occurrence
probability of category ¢; P(t) and P(t) are the occurrence probabilities of
presence and absence of ¢; and finally P(c|t) and P(c|t) are the conditional
probabilities of the occurrence of category ¢ with or without feature ¢t. The
larger IG(t) is, the more important t is. By calculating IG value for each
variable appearing in the abstracts, a rank list for all the variables can be
obtained. Given a threshold value, features with IG values ranked high are
selected to build classifiers.

In information theory, the SI of two random variables has been used to
describe the mutual dependence of the two variables. In text mining, the SI
of feature t in category ¢, SI(t,c), can be defined as:

p(t,c)
p(t)p(e)’
where p(t,c) is the joint occurrence probability of ¢ and ¢; and p(t) and

p(c) are occurrence probabilities of ¢ and ¢, respectively. Then the mutual
information of ¢, M1(t), can be defined as [6]:

SI(t,c) = log (5)

m m

MI(t) = Zp(t, ¢;)SI(t,ci) + ZP@ ¢;)S1(t, ¢;) (6)

i=1 =1

The definition here yields the equivalence of MI(t) and IG(t) [7]. To distin-
guish from IG, Yang and Pedersen computed SI only based on the presence of
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a specific term. The feature value of feature ¢ was defined in two alternative
ways [7]:

MI_MAX(t) = Hil:%X{SI(t, )}, (7)
MI_AVG(t) = Xm: p(e)SI(t,¢;). (8)

Feature words were ranked accordingly and only the top-ranked features were
used to build classifiers.

The third feature selection method we applied is x? test which is com-
monly used to test the independence of two variables. Here, the two variables
are feature t and document class ¢. The null hypothesis is that the occur-
rence of ¢t and the occurrence of ¢ are independent. The statistics of x? is

defined as: © 2
2 o et,ec = Iet,ec
X (C’ t) B Z Z Eet,ec ’ (9>

ece{0,1} ete{0,1}

where x? is the test statistic that asymptotically approaches a y? distribution.
O is an observed frequency; F is an expected (theoretical) frequency, asserted
by the null hypothesis. Similarly, features are ranked with respect to their
x? scores, and the top-ranked features in are selected to train the classifier,
since a high 2 score indicates that the hypothesis of independence between
the feature and the class is incorrect.

3. Method and experimental design

Figure 1 illustrates the overall data flow of constructing the classification
system. It consists of several steps:

e Generating an annotated MEDLINE corpus: each abstract was anno-
tated either positive or negative based on its relevance to HP-PPI;

e Reducing the high dimensional feature space: three feature selection
methods (IG, MI, and x? test), and the resulting features were applied
to train classifiers;

e Evaluating the performance: ten-fold cross-validation was used to eval-
uate the performance.



Figure 1: Experimental design
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3.1. Annotated data generation

In order to gather HP-PPI related abstracts, two biomedical databases
were investigated. First, a data file was downloaded from UniProtKB, where
the HP-PPI information is annotated for the protein entries, and the relevant
MEDLINE abstracts are cited. If a cited abstract contains HP-PPI informa-
tion, it is considered as positive, while unrelated abstracts are labeled as neg-
ative. Second, a set of MEDLINE abstracts obtained by keyword searching
were reviewed by two domain experts. The pathogen related and unrelated
abstracts were tagged manually. Mining these two databases resulted in 135
positive abstracts and 1225 negative abstracts, with a total of 1360 samples.

3.2. Feature representation and selection

Each document was normalized by changing lexical variants to their base
forms and replacing nouns and adjectives by their corresponding verbs based
on the SPECIALIST lexicon, a component of the Unified Medical Language
System (UMLS) [8]. We also replaced punctuation marks with spaces, and
changed uppercase letters to lowercase letters. After normalization, we used
uni-grams and bi-grams as features. An n-gram is a subsequence of n items



from a given sequence. Accordingly, our features included every single nor-
malized word (uni-gram) in the corpus and every two neighboring normalized
words (bi-gram) present in the corpus. The frequency of a uni- and bi-gram in
each abstract was used as the feature value. Three feature selection methods
introduced previously were applied. Additionally, for mutual information, we
experimented with different document frequency thresholds where features
with frequency lower than the given threshold were removed.

3.8. Document classification

A growing number of statistical and probabilistic machine learning al-
gorithms have been applied to document classification, including K nearest
neighbor, Bayesian approaches, decision trees, symbolic rule learning, and
neural networks [9]. Here, we chose Support Vector Machines (SVMs), a su-
pervised learning algorithm proposed by Vapnik and his co-workers [10, 11].
It has been widely used for text mining and achieved promising results. The
purpose of training SVM classifiers is to find a hyperplane to separate the
two classes with the maximum margin [10, 11]. SVMlight, by Joachims,
is one of the most widely used SVM classification and regression packages.
The algorithms used in SVMlight has scalable memory requirements and can
handle problems with many thousands of support vectors efficiently [12, 13].
In the present project, we used the SVMlight package and chose the linear
kernel. We also experimented with other types of kernels such as polynomial
or radial basis function (RBF), but observed no performance improvement.

3.4. Performance evaluation

The performance was evaluated through 10-fold cross validation. In 10-
fold cross validation, an annotated corpus is partitioned into 10 portions, and
each portion is used to evaluate a classifier trained with the remaining 9 por-
tions. Instead of traditional binary classification, for each run, we generated
a rank list based on the classification scores.

The following metrics were used to measure the performance:

e Simplified Normalized Discounted Cumulative Gain (NDCG).

k

ofm _ 1
NDCG = 7, Z 1
m=1

og(1+m) (10)

where 7}, is a normalization factor calculated to make it so that the
NDCG of a perfect ranking at k is 1. R, is the relevance of an abstract
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to HP-PPI, ecither 1 (relevant) or 0 (irrelevant), m is the rank of the
abstract in the final list, and £ is the total number of the abstract
[6]. The advantage of NDCG is that among the classifiers with same
accuracy, the classifier which can rank the true positive literature higher
will be awarded more.

Receiver Operating Characteristic curve (ROC curve). This is a graph-
ical plot of the true positive rate against the false positive rate for the
different possible cut-points of a binary classifier system [14].

Another measure used is the Positive Predictive Value (PPV) [15] which
is the same as precision (i.e., the probability of predicted positives to
be true positives) given a cut-point of a binary classifier system.

3.5. System implementation

As we have discussed, the machine learning task considered here is to
rank a set of documents according to their PH-PPI relevance. In order to
judge the PH-PPI relevance for any given abstract, we used the following
method:

obtain N score lists by executing N runs of 10-fold cross validation
using the corpus where scores were ones assigned by SVM classifiers,

build an SVM classifier C' with all documents in the corpus,
for a new abstract d, use classifier C' to obtain a score S(d) for d,

for each score list that was obtained, compute the percentage of docu-
ments that are positive among the documents with scores larger than

S(d), and

average the above percentage over N score lists and display the per-
centage as the relevance score. The higher the score, the more relevant
the abstract.

To test the effectiveness of the proposed method, we used one run of 10-
fold cross validation and measured PPVs for a given relevance score thresh-

old.



4. Results and discussion

4.1. Document frequency for specific mutual information

Figures 2 and 3 display the performance of SVM classifiers on our corpus
after using MI_MAX and MI_AVG as the feature selection method with differ-
ent document frequency thresholds. In general, MI_MAX has better perfor-
mance than MI_AVG. The classification results showed that the NDCG (nor-
malized discounted cumulative gain) value of both MI_.MAX and MI_AVG
generally decreases as the number of features decreased, which can be ex-
plained by the smaller amount of information (fewer features) recruited by
the classifier. However, the performance of MI_MAX was improved as the
document frequency threshold increased. By setting the threshold of docu-
ment frequency, low frequency terms with document frequency less than the
threshold can be removed from the feature space. In our case, the NDCG
of the classifier based on MI_MAX remains above 0.83 even with only 1000
feature terms if the document frequency threshold was no less than 3, while
the NDCG of other classifiers with threshold of 1 and 2 was less than 0.82
with 3000 feature terms. Therefore, setting document frequency threshold is
a crucial step for applying MI_MAX. But for MI_AVG, the performance was
not improved by increasing the threshold of document frequency. To calcu-
late the average mutual information for each term, a weight was assigned to
each term for each class. Here, we use the occurrence probability of each
class as the weight. Due to the imbalanced distribution of classes (only 10%
documents are positive), the weight for the terms in positive abstracts would
be 0.1, much lower than the terms in negative abstracts. Consequently, the
informative terms in positive documents were swamped by the terms in neg-
atives. In our project, the features of positive documents are more helpful
in recognizing the pattern. Together, the poor performance of MI_AVG and
the distinct characteristics from MI_MAX were caused by the bias towards
low-frequency words and the bias towards words in negative abstracts.

4.2. Comparison of feature selection methods

Table 1 and Figure 4 show the comparison results of three feature selection
methods. When there were more than 4000 feature terms, MI_MAX, IG, and
CHI had similar performance. But as the number of features used in the
classifier decreases to less than 4000, the performance of MI_.MAX declines
much faster than IG and CHI. The classifier curve goes to the minimum
0.769 if the classifier used 100 terms selected based on MI_-MAX, while using



Figure 2: Performance of maximum mutual information (MI_-MAX)
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Figure 3: Performance of average mutual information (MI_AVG)
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FEATURE IG CHI MI_MAX
NUMBER AVG SD AVG SD AVG SD
14,000 0.881 0.011 0.883 0.006 0.881 0.008
13,000 0.885 0.013 0.875 0.013 0.881 0.007
12,000 0.888 0.007 0.880 0.009 0.879 0.009
11,000 0.890 0.006 0.885 0.005 0.882 0.004
10,000 0.888 0.005 0.884 0.006 0.880 0.007
9,000 0.886 0.008 0.886 0.005 0.881 0.009
8,000 0.882 0.006 0.883 0.006 0.876 0.006
7,000 0.882 0.007 0.880 0.006 0.874 0.008
6,000 0.880 0.006 0.878 0.008 0.876 0.005
5,000 0.882 0.007 0.880 0.007 0.871 0.007
4,000 0.881 0.006 0.874 0.007 0.873 0.007
3,000 0.883 0.006 0.881 0.006 0.862 0.005
2,000 0.881 0.009 0.880 0.006 0.846 0.011
1,000 0.874 0.010 0.872 0.015 0.838 0.015
900 0.876 0.006 0.878 0.012 0.843 0.018
800 0.871 0.011 0.877 0.008 0.831 0.015
700 0.872 0.008 0.872 0.007 0.833 0.013
600 0.873 0.008 0.872 0.011 0.842 0.015
500 0.874 0.005 0.863 0.012 0.839 0.014
400 0.874 0.009 0.860 0.013 0.831 0.015
300 0.868 0.009 0.866 0.007 0.817 0.013
200 0.862 0.006 0.862 0.007 0.792 0.013
100 0.850 0.009 0.831 0.008 0.769 0.010

Table 1: Average NDCG of classifiers with feature selection
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Figure 4: Comparison results of three feature selection methods
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the same number of features selected from information gain or x? test the
classifier’s NDCG is still above the line of 0.831, indicating MI_MAX does
not have comparable performance to the other two methods: information
gain and y? test.

4.8. Comparison of systems with and without feature selection

The overall performance of no feature selection, information gain, and
x? test is shown in Figure 5. We found that as the feature number became
greater than 500, the performance of the IG and x? test were comparable to
that of no feature selection. Both IG and y? test outperformed no feature
selection by virtue of the much lower dimensional feature spaces they used.
These two feature selection methods selected a small number of variables and
then generated compact models.

In implementation, each abstract in the test dataset was assigned a score
by an SVM classifier, and the abstracts were ordered by those scores. The
higher the score, the more likely the abstract to be positive. Therefore,
given a rank threshold NV, the abstracts with rank above N were classified as
positive abstracts, while the abstracts with lower rank were categorized as
negative. Given a series of rank thresholds, ROC curves of different classifiers
built upon no feature selection, information gain, and x? test were shown
in Figure 6. All three curves approach the left-hand border and then the
top border of the ROC space, located far from the no-discrimination line,
indicating competent classification capability. The x? curve lies closer to the
45-degree diagonal of the ROC space, suggesting poor performance. Figure
7 shows the positive predictive value of three models at rank thresholds of
25, 50, 75, 100, and 135. A classifier with no feature selection gave the
best performance among the three at each threshold because it utilized all
uni-grams and bi-grams as features, thereby using as much information as
possible from the samples. However, classifiers build upon information gain
and x? achieved comparable results with much lower cost. The number of
term used was reduced to 2000 (a 98.3% reduction).

4.4. FEvaluation of implementation

Table 2 shows the performance of PPVs when implementing the system
using information gain (IG) threshold of 0.002 and the number of runs pa-
rameter is set to 5. Given a relevance score threshold 0.5, PPV is 50.7%
which indicates that if an abstract receives relevance score higher than 0.5,
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Figure 5: Performance of no feature selection vs. feature selection
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Threshold | TOTAL TP PPV
0 1360 135 0.099
0.1 1185 118 0.099
0.2 519 106  0.204
0.3 304 93 0.306
0.4 207 82  0.396
0.5 136 69 0.507
0.6 96 63 0.656
0.7 69 52  0.754
0.8 41 30 0.732
0.9 8 7 0.875

Table 2: The performance of implementation
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Figure 6: Receiver operating characteristic curve of different classifiers
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Figure 7: The positive predictive value of different classifiers
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the probability of the abstract to be positive is 50.7%, which is much higher
than the random chance to select positive abstracts (9.9%; 135 out of 1360).

5. Conclusions

In summary, we built a text mining system that retrieves MEDLINE ab-
stracts pertaining to host-pathogen protein-protein interaction. We manually
constructed a literature corpus consisting of 1360 Medline abstracts, where
135 are HP-PPI related and the remaining ones are HP-PPI unrelated. This
corpus was used to build automated text categorization system that classifies
MEDLINE abstracts as HP-PPI related or not. As a classification algorithm,
SVM was used. In addition, three feature selection methods (IG, MI, and x?
test) were considered to reduce the high dimensionality of the feature space.
Among them, IG and y? test were found effective in reducing the dimen-
sionality and, thus, in building a compact system. Our results indicate that
an automated document classification system can help curators search and
retrieve HP-PPI related biomedical literature.
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Abstract

The ever-increasing scientific literature and the
exponential growth of large-scale molecular data have
prompted active research in biological text mining to
facilitate  literature-based  curation of molecular
databases. Meanwhile, systems biology and bio-
ontologies are emerging as critical tools in biological
research where complex data in disparate resources are
generated, integrated and analyzed. Both rely on
literature for data annotation and analysis. The
challenges facing us are to develop broadly utilized text
mining tools and systems, and to bring together
developer and user communities for system development
and evaluation. We describe a framework for linking text
mining tools with ontology and systems biology,
extending from a previously developed text mining
resource, iProLINK. We focus on molecular and
ontological resources, including genes/proteins, protein-
protein interaction (PPI), and Protein Ontology. The
framework consists of two major components: a user
interface for text mining of PPI from an integrated tool
server and software modules to allow text mining outputs
to be created, ranked, and used by the community. Use
cases are presented for assessing the gaps and making
recommendations for future development.

1. Introduction: current status of text mining
as an enabling tool for biology

The biological literature represents the repository of
biological knowledge. As biology becomes more
dependent on information technology, there has been an
explosion of computable resources and databases [1],
e.g. GenBank, UniProt, model organism databases, and
systems biology databases, e¢.g., Reactome, KEGG, that

* Corresponding author.

capture much of the structured information on sequence
and functional data. It becomes critical to link these data
sources to their associated context, e.g., experimental
methods and evidence. Such information is largely
buried in the literature and it has become prohibitively
expensive for curators to keep up with its growth.

1.1. Text mining resource development

Most of the work in biomedical text mining over the
past decade has focused on solving specific problems,
often using task-tailored and private datasets, which were
rarely reused. As more research groups began to make
resources publicly available, there have been a number of
projects, initiatives and organizations dedicated to
building and providing access to biomedical text mining
resources, such as those listed at the National Center for
Text Mining at UK (http://www.nactem.ac.uk) and Text
Mining Group at the Center for Computational
Pharmacology (http://compbio.uchsc.edu/ccp/corpora).

Researchers at PIR have contributed to this effort by
developing a literature mining resource, iProLINK, to
support text mining and NLP research for bibliography
mapping (references cited in a protein entry), annotation
extraction, entity recognition and protein ontology
development [2]. The data sources for bibliography
mapping and feature evidence attribution include
mapped citations and annotation-tagged literature
corpora [3]. The data sources for entity recognition and
ontology development include protein name dictionaries
and protein name-tagged literature corpora along with
tagging guidelines [4]. These curated corpora have been
used for training and benchmarking text mining tools
such as RLIMS-P, an information extraction tool for
protein phosphorylation [5]. iProLINK also provides the
online BioThesaurus, a large collection of gene/protein
names with UniProt entry associations [6].

1.2. Text mining critical evaluations



As the BioCreative [7, 8] and TREC Genomics track
[9] evaluations have shown, common evaluations are
important to create an active research community and to
accelerate the research progress. There have been two
BioCreative workshops to date, with 27 groups
participating in the first [7], and 44 groups participating
in the second [8]. These workshops have focused on
tasks relevant to the biological curation community,
including identification of gene mention (GM) and gene
normalization (GN), and on more advanced tasks. For
BioCreative I, the focus was on functional annotation,
including linkage of evidence passages to support GO
annotations for proteins in full text articles. For
BioCreative II, the advanced task focused on extraction
of protein-protein interaction (PPI) information, using
“gold standard” data provided by the MINT and IntAct
databases. The BioCreative evaluations have driven
progress in biomedical text mining and have led to
release of annotated data collections for further
evaluation (http://BioCreative.sourceforge.net).

1.3. Text mining tool integration

It has been observed that “accurate and diverse”
tools targeting the same application area can make a
combination system outperform a single constituent tool
[10, 11]. For example, Si et al. [12] combined systems
that participated in the JINLPBA shared task (recognition
of five types of entities in abstracts), and reported
excellent performance using Conditional Random Fields
(CRFs). Similarly [13, 14] reported results obtained by
combining 21 systems from the BioCreative II GM task,
and reported an F-measure over 90% using CRFs.

A major accomplishment of BioCreative II was the
establishment of BioCreative MetaServer (BCMS,
http://becms.bioinfo.cnio.es/) [15], a prototype platform
that combines text mining services from multiple groups,
currently covers some major tasks from BioCreative I,
including GM/GN, taxon classification and PPI
identification, and provides annotations from 13 servers
for the BioCreative corpus of MEDLINE abstracts.

1.4. Text mining standards development

Common standards for data exchange and tool
integration are critical for text mining. Currently there is
a lack of formal standards and candidates for de facto
standards are not widely accepted at this time. The first
concrete proposal for a data exchange standard for
biomedical text processing was GPML, the GENIA
Project Mark-up Language [16]. A corpus annotated in
this format has been released in multiple revisions and
has experienced significant acceptance in the text mining
community [17], but tool producers have not embraced it
as an output format. For the tool integration, there has
been considerable amount of interest in the Unstructured
Information Management Architecture (UIMA) [18-21],

but it is not considered the de facto standard for tool
integration yet. A meeting held in conjunction with the
recent BioNLP 2008 workshop concluded that there was
little hope for convergence on a common format in the
near future, and that the best that could be hoped for at
this time with respect to corpora and data exchange is
that corpus builders produce formats that can be
interconverted—no small feat in itself [22].

1.5. Motivation for a community framework

Even with advancements in tool and system
development and the growing collaborative efforts of the
text mining community, literature mining tools are still
not broadly used by biological communities. Such a gap
is partly due to intrinsic complexity of biological text for
mining, and partly to the lack of close interactions
between the text mining and the user communities,
represented by biology researchers and curators.

BioCreative I and II focused on critical assessment
of text mining tool performance on individual tasks
involved in the overall molecular data curation process.
The next step is to link these tools together to provide an
environment that supports end users. The communities
represented by biologists/curators and tool developers
can be brought together by a common interface and
through community workshops. In this paper, we
describe an extended iProLINK framework that aims to
link the three communities, allowing text mining tools to
be evaluated and adopted by the broad communities.
This work builds on four threads of research: the
previous iProLINK text mining resource; BioCreative
evaluations; tools and data resources developed under
BioCreative, in particular the vision of a MetaServer to
provide text mining services to users; and work at PIR
focused on building a framework for the capture of PPI,
including post-translational modifications (PTM). We
present several case studies that illustrate the mutual
benefit each community can gain from the others.

2. Linking text mining with ontology and
systems biology: a basic framework

2.1. iProLINK framework

An overview of the iProLINK framework is shown
in Figure 1. It contains two major components: text
mining tools, and the interface that links the text mining
to ontology and systems biology communities. Text
mining tools are integrated into a metaserver that will
generate text mining results, and the user interface will
display ranked outputs (circle #1) and the visualized
protein networks (#2) based on the output. The interface
also allows users/curators to curate the text mining
results (#1) and make assertions on the extracted
knowledge. The curated information is used for or
captured in ontologies (e.g. Protein Ontology) (#3) and



knowledgebases (#4), and is also saved in a curated
literature corpus (#6) used for improving the text mining
output ranking (#7) and for enhancing text mining tool
development (#8). The systems biology data can also be
used to help assertion of the text mining results (#5).
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Figure 1. Overview of the iProLINK framework

2.2. Linking text mining, ontology and systems
biology for protein-protein interactions

PPI generally refers to physical associations of two
protein objects, stable or transient, such as in protein
complexes or in signaling cascades. There are many
types of PPIs; in this context, we define PPI as protein
pairs with either direct or indirect associations such as
through intermediate steps.

Text mining. The text mining tasks for iProLINK
include integration of tools, presently covering gene or
protein mention, gene or protein normalization, and
information retrieval and extraction of PPI, including
PTMs such as phosphorylation (an interaction between a
protein substrate and a protein kinase). There are a
number of tools for these tasks, including those

participating in the BioCreative I and II challenge
evaluations, and others such as RLIMS-P.

Ontology. Open Biological Ontologies (OBO)
Foundry is a collaborative effort for coordinating various
biological ontology development projects and for
fostering common standards in OBO development [23].
The curation of the content of ontologies, especially
those related to genes or proteins, e.g. specific splice or
modified forms of gene products in Protein Ontology
(PRO) [24], relies heavily on literature information. In
particular, protein PTM and PPI text mining will help
annotate protein nodes (terms) by identifying specific
phosphorylated forms and adding PPI information as
attributes to PRO forms.

Systems biology. Molecular databases represent
structured knowledge of genes/proteins, such as UniProt,
and biological pathway and PPI databases. Annotation of
those databases and utilization of the annotations for
large-scale omics data analysis are an integral part of
systems biology, e.g., iProXpress, an expression analysis
system for systems biology [25]. Text mining results can
be used to infer or add more evidence to pathway and
network analysis results derived from systems biology
data; conversely, large-scale data can be used to support
the text mining results of PPI information.

3. iProLINK use case analysis

3.1. PPI text mining for generation of protein
networks

There are several PPI text mining tools, such as PIE
[26] and iHOP [27], both as part of the BCMS. We use
these two tools to illustrate PPI text mining results and
how they can be used for generation of protein networks.
As shown in Figure 2, the tools typically highlight or
underline sentences containing the PPI, with protein
pairs and words for relations highlighted (bold or colors).
There are 11 pairs of PPI instances in this abstract,

including the title. Most
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on binary
relations (edge) between
interacting partners (node),
we used Cytoscape [28] to
display these mined PPIs
in a single protein network
(Figure 2, lower right). It

T

Figure 2. PPI text mining results for the construction of protein network

shows that Galpha(o) is a



major hub protein that interacts with six other proteins
directly or indirectly. RaplGAP is another important
protein that interacts with three other proteins. The
UniProt IDs for the protein nodes are displayed with
mouse-over, and the text evidence for relations (edges)
between protein nodes is also visualized by mouse-over
(PMID in this case). The protein networks can also be
built from multiple abstracts either through batch
retrieval (section 3.3) or by gene/protein name searches.
The latter would be a more useful feature in analyzing
PPI of particular proteins based on PubMed searches.

The essential requirements for the interface in PPI
text mining and protein network generation are to 1)
provide ranking of PPI outputs based on scores or
confidence levels for each protein pairs; 2) support
user/curator feedback on the output ranking and content,
and an ability to save the output in standard data formats
compatible to other software tools such as Cytoscape and
OBO editor; and 3) display the protein nodes and edges
with weightings and evidence attributions.

3.2. PTM text mining for Protein Ontology form
curation

The Protein Ontology is designed to describe the
relationships of proteins and protein evolutionary classes,
to delineate the multiple protein forms of a gene locus,
and to interconnect existing ontologies [24]. Multiple
protein forms include splice isoforms and various PTMs.
Knowledge of protein splice forms and modifications are
mostly embedded in the literature, thus text mining of
such information greatly facilitates the curation of PRO
nodes (terms) and relations. Protein phosphorylation is a
common type of PTM, and proteins with distinct
phosphorylated residue(s) represent unique protein
forms. RLIMS-P is designed to extract the three protein
phosphorylation objects: kinase, substrate and the
phosphorylation sites/residues. The kinase and substrate
interaction is a special case of PPI that can be mined by

text mining tools, such as PIE. However, RLIMS-P also
extracts phosphorylation sites, useful for PRO curation.

Figure 3 shows the output of the RLIMS-P extracted
PPI and phosphorylation sites (PMID: 18003885), which
can be directly used for curation of the protein node,
RUNX1, a transcription factor. RLIMS-P outputs contain
a summary table for the extracted PPI and evidence-
tagged sentences in the abstract. One of the 11 isoforms,
AML-1G, of human RUNXI is described in PRO format
as being phosphorylated at Ser 48, 303, and 424; the
specific PTM type (phosphorylation at L-serine)
annotated using the PSI-MOD ontology (MOD:00046)
(Figure 3). Experimental PPI information can also be
used for annotating properties to protein forms in PRO,
e.g., the associated functions of the phosphorylated form
of RUNXI1 in this paper can be annotated for AML-1G,
e.g., “increases transactivation potency and stimulates
cell proliferation”. The RLIMS-P outputs need to be
saved in standard formats, such as OWL or OBO, for
protein network display and PRO curation.

Protein1 | Protein2 | Rel. PMID Tool Ghiphap)

Galpha(o) | RapiGAP I | 10419452 | PIE 0
Cdc2 Rap1GAP P | 8046970 | RUMSP | p p1GAP

G2 | BAD P | 12049737 ;‘]”EMSP {43
vz | R o0
BAD 14-3-3 I LS Cdc2 o Pressrostan
10949026 [Phospho-5128 0
PIE
BAD Bkl I |85 | PIE ronuncer | (Belx

phosphorylated

Figure 4. Text mining summary and network
generation of PPI, including general “Interaction” (1)
and protein phosphorlyation (P)

3.3. PPI text mining for systems biology

Systems biology data include gene/protein databases
and large-scale omics data repositories. Annotation and
analysis of systems biology data can benefit from PPI
text mining. The protein network in Figure 2 contains the

Rapl-MAPK pathway, which is

No. Protein Kinase phory Protein (:
cdk6

RUNX1

aln|s|w|N~

N/A RUNX1/AML1
Cyclin-dependent kinase 6 " }

Cyclin -dependent kinase RUNX1/AML1

aa Protein substrate RUNX1

modulated by Go(o)-RaplGAP
interaction. Other papers describe
the activation of Rapl GAP through
phosphorylation by Cdc2 (CDK1),

Text Evidence

AB - RUNX1/AML1 regulates lineage-specific genes during G1 cell -cycle

G2/M. We now use an in vitro kmase assay, pl P
PHOSphorylated by cdk1 or cdk®6 i cells. Seras

affinity while increasing

TI - Cyclin -dependent kinase PHOSphorylation of RUNX1/AML1 on 3 sites increases transactivation potency and stimulates cell proliferation.

. Within RUNX1, Ser48, Ser303 and Ser424 fit the cyclin-
dependent kinase ( cdk ) PHOSphorylation consensus, ( S/T ) PX (R/K). PHOSphoryIakmn of RUNX1 by cdks on serine 303 was shown to mediate destabilization of RUNX1 in
and the cdk inhibitor roscovitine to demonstrate that Ser48 and Ser424 are also
ylaTION of RUNX1 paralleled total RUNX1 levels during cell -cycle progression, Ser303 was more
effectively PHOSphorylated in GZ/M and Ser424 in G1. Single, double and mple mutation of the cdk sites to the partially phosphomimetic aspartic acid mildly reduced DNA

of a model reporter. Mutation to alanine increased DNA affinity, suggesting that in other gene or cellular contexts

PHOSphorylation of RUNX1 by cdks may reduce transactivation. The tripleD RUNX1 mutant rescued Ba/F3 cells from inhibition of proliferation by CBFbeta-SMMHC more forms ()f BAD interact W]th

which also phosphorylates the BAD
protein at distinct site (Serl28)
(Figure 4). Interestingly, distinct

effectively than the tripleA mutant. Together these findings indicate that cdk PHOSphory of RUNX1 couples
progression.

[ Tag Protein Kinase [“1Tag Protein Substrate [F1Tag Phosphorylation Site

and lineage

different partners.

‘ Runt-related transcription factor 1 (precursor) [{UniProtkKB: Q01196/RUNX1_HUMAN}

| Is_a Runt-related transcription factor 1 isoform AML-1G

IM‘ Phosphorylated Runt-related transcription factor 1 isoform AML-1G \{Ser 48, 303, 424; PMID: 18003885}

has_modification: MOD:00046 O-phosphorylated L-serine

When combining PPI mining
results from Figure 2 and 4, a larger
protein network can be generated,
showing four highly-connected
protein nodes—Goo), RaplGAP,

PRO

Cdc2 and BAD (Figure 5A).

Figure 3. RLIMS-P text mining for Protein Ontology curation

Compared to a pathway diagram



based on the analysis of a proteomics dataset [29]
(Figure 5B), this text mining-based PPI network graph
not only provides literature evidence for the interactions
shown in the pathway map (e.g., GNAO2-Rap1GAP,
RaplGAP-Rapl), but also reveals a missing interacting
protein pair (Cdc2-RaplGAP) in the pathway (red
dashed arrow), as well as missing partners of BAD
protein (14-3-3 and Bcl-xL).
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Figure 5. Text mining of PPI (A) for annotation and
analysis of systems biology data (B)

3.4. PPI text mining supported by systems
biology data

Systems biology data can also strengthen PPI text
mining results. Figure 6 shows an example where PPI
proteomic data from large-scale immunoprecipitation are
linked to text mining results. The Spl-p38 interaction
from a proteomics experiment was deposited in IntAct,
one of the PPI and pathway databases integrated into the
iProXpress underlying data warehouse. This information
supports the protein network derived from text mining,
showing p38-Sp1 interaction and activation of filamin-A.

The display of protein networks will allow linkage
of protein nodes to pathway maps or high-throughput
PPI data from molecular databases. Alternatively, saved
text mining outputs can also be integrated into users’
pathway and network analysis pipeline.

PPI Proteomic Data in Knowledgebase iProClass

O protenAC/D  Proeinfame |, ongheOrgamismedane ntact
-

-~ by
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ML |
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-
S TN N

Figure 6. Systems biology data support the text mining
of Sp1-p38 interaction (PMID: 12324467)

4. Future work

From above case studies, we have identified major
gaps between the text mining and the ontology and
systems biology communities that need to be addressed:

Standards development. Text mining standards
include those of data exchange and tool integration. Tool
integration involves issues such as process control and
preserving state information as well as a mechanism for
exchanging data. Standards must also support data
exchange, including both syntactic standards (e.g., XML
or SGML tags) and semantic standards — perhaps based
on widely accepted biological resources, such as
EntrezGene and UniProt.

User interface requirements. The web interface is a
major component of the iProLINK framework for the
communities. The new interface will allow biologists to
browse, curate, and save the text mined PPI/PTM
information. The interface should provide several key
functionalities: 1) The output from multiple text mining
tools should be ranked, and the display of protein
network and associated text evidence should be
weighted; 2) Users should be able to edit the text mining
results, and the asserted knowledge should be saved in
standard or convertible formats for use by different
communities; 3) The interface should be simple to users
with customizable options and views.

Usability testing. A major activity of iProLINK will
be to facilitate interactions between text mining and user
communities through annual workshops including joint
workshops with existing activities, such as BioCreative
and International BioCuration Meetings. An annotation
workshop will allow database curators to experiment
with integrating multiple text mining tools into their
workflow. This will provide an opportunity for
investigation of usability testing, a widely neglected
topic in literature text mining. Building on the coauthors’
extensive experience in evaluation of interactive systems
[30], we will employ well-understood formal and
informal techniques for user interface evaluation—those
specific to search interfaces [31] or in general [32]—to
address the lack of research into user interface design for
biomedical text mining tools for curators.

5. Conclusion

We have presented a basic framework, iProLINK, to
link the text mining tool developers to the ontology and
systems biology user/curator communities. We used
several use cases to illustrate the need and feasibility of
bridging  disparate = communities, and analyzed
requirements of the interface and major gaps in the
community effort. A well designed interface and
community workshops for curation and evaluation of
tools will be the keys for success.
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ABSTRACT

The biological literature represents the repository of biological knowledge. The
increasing volume of scientific literature now available electronically and the exponential
growth of large-s cale molecular d ata have p rompted active research in biolog ical text
mining to fa cilitate literature-based database curation. In particular, evidence attribution
of experimentally validated inform ation extr acted f rom the sc ientific litera ture will
become increasingly important to e nsure the annotation quality of biological databases.
Many text mining tools and resources have been developed. There are community efforts,
such as the BioCreativ e Challenge Evalua tions, for evaluating text m  ining systems
applied to the biological domain. However, these tools are still not being fully utilized by
the broad biological user communities. Such a gap is partly due to intrinsic complexity of
biological text for m ining, and partly to the 1 ack of data standards and close interactions
between the text m ining and user comm unities to conduct utility /usability analysis and
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facilitate the developm ent of text m  ining system s that address the needs of the
biocuration and biological research community.
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Text-Mining to Aid Annotation of the Gallus Reactome

Carl J. Schmidt', Catalina Oana Tudor', Li Jin, Keith Decker', Peter D’Eustachio?, and
Vijay Shanker'

'University of Delaware, > New York University, School of Medicine
schmidtc@udel.edu, oanat@UDel.Edu, jin@mail.eecis.udel.edu, decker@cis.udel.edu,
Peter.D'Eustachio@nyumc.org, vijay@cis.udel.edu

The objective of Gallus Reactome is to provide a curated set of metabolic and signaling
pathways for the chicken. To assist annotators, we are developing a set of tools designed
to extract and prioritize text from abstracts that are relevant to the gene products being
annotated. Key terms extracted from abstracts with eGIFT are grouped by whether the
key term describes the target gene product alone or describes its interaction with other
proteins. The latter group is likely to be of greater importance to Reactome annotators.
Since Gallus Reactome is particularly interested in papers that document pathways in the
chicken, abstracts are classified according to the species that were the source of the
experimental material. The annotator is provided with a web page containing sentences
that have been prioritized according to the species of interest, and the likelihood that the
sentences are relevant to pathways. The annotator can choose to view the complete
abstract or article containing sentences that appear relevant to the current task. Sentences
can also be saved to a GeneWiki page that allows the scientific community rapid access
to information the annotator viewed as germane to the reaction pathway.

BioCreative: Evaluating Text Mining for the BioCuration Workflow

Lynette Hirschman
The MITRE Corporation
lynette@mitre.org

There has been increasing interest in applying text mining technology to BioCuration, but
it is still difficult to point to major successful applications, or to determine what tools are
available for which aspects of curation. BioCreative (Critical Assessment of Information
Extraction in Biology) was organized to encourage progress in this important area
through development of Challenge Evaluations, focused largely on the biocuration
workflow — see the recent special issue of Genome Biology (Vol 9, Suppl 2 2008). In
BioCreative II, the curators from the MINT and IntAct protein-protein interaction
databases provided a “gold standard” expert curated data set against which to compare
performance of text mining tools. This advanced task, developed by Martin Krallinger in
Alfonso Valencia’s group at CNIO, included identification of relevant articles for
curation, extraction of interacting proteins (with their SwissProt identifiers), extraction of
experimental methods, and identification of supporting textual evidence. In a first step
towards making these tools available, many of the participants in BioCreative II have
contributed their tools to a MetaServer (http://bcms.bioinfo.cnio.es/), developed by the
team at the CNIO. For BioCreative III, working with Cathy Wu and the PIR curation



team, our goal is to assess text mining tools “in situ” — for example, in the context of a
curation jamboree, with curators providing an evaluation of the usability and utility of the
tools. BioCreative III is planned for 2009-2010, and we are soliciting input, requirements
and participation from the BioCurator community.

*This work is supported by NSF Grant 11S-0844419.

iProLINK: Linking Text Mining with Ontology and Systems Biology

Cathy H. Wu
Georgetown University Medical Center
wuc@georgetown.edu

The rapid growth of scientific literature a nd of large-s cale molecular data has prompte d
active research in bio logical text m ining to facilitate literature-based database curation.
Meanwhile, system s biology knowledgebases a nd ontologies are em erging as critica |
tools in bio logical research where com plex data in disp arate resources need to  be
integrated and annotated. PIR has develope d iProLINK as a resource to support text
mining research. It p rovides literature co rpora with annotation-tagged abstracts for
training and benchm arking text mining tools, as well as tools such as RLIMS-P for
mining protein phosphorylation objects from MEDLINE abstracts and BioThesaurus for
identification of synonymous and ambiguous gene/protein names to support named entity
recognition. Built on iP roLINK, PIR is deve loping a fram ework for linking text m ining
with ontology and system s biology, focusing on integration of public text m ining tools
for mining protein-protein interactions, including the post-translational modifications and
pathogen-host interactions. Use cases will be presented with applications for curation of
molecular and ontological data and analysis of systems biology data in the network and
pathway co ntext. The f ramework will f acilitate the u tility, usability a nd requirement
analyses by biologists to guide future development of text mining tools and systems that
will be broadly utilized by biologists for database curation and knowledge discovery.
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Glycosyl transferase, family 2 A4JLN3_BURVG Glycosyl transferase, family 2 (26948.
DNA-directed RNA polymerase subunit alp RPOA_BURVG DNA-directed RNA polymerase subunit
Putative uncharacterized protein A4JNK7_BURVG Putative uncharacterized protein (26
Putative uncharacterized protein A4JRH3_BURVG Putative uncharacterized protein (26
Efflux transporter, RND family, MFP subun A4JE78_BURVG Efflux transporter, RND family, MFP s
Guanosine-3,5-bis(diphosphate) 3-pyrophcA4JCC6_BURVG (P)ppGpp synthetase |, SpoT/RelA (2¢€

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Transcriptional regulator, Sir2 family
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Transcriptional regulator, Sir2 family
Putative uncharacterized protein
Trigger factor

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
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12.197_52_0001
12.198_57_0001
12.198_57_0001
12.218_53_0001
12.22_36_0001
12.22_36_0001
12.26_33_0001
12.28_37_0001
12.39_38_0001
12.39_38_0001
12.46_39_0001
12.73_40_0001
12.83_42_0001
12.83_42_0001
12.89_43_0001
12.9_34_0001
12.93_54_0001
12.99_44_0001
6.102_04_0001
6.118_05_0001
6.118_05_0001
6.125_06_0001
6.136_07_0001
6.15_08_0001
6.69_01_0001
6.69_01_0002
6.99_03_0001
7.101_14_0001
7.132_15_0001
7.134_21_0001
7.142_22_0001
7.153_23_0001
7.153_23_0001
7.153_23_0001
7.167_16_0001
7.167b_17_0001
7.167b_17_0001
7.167b_17_0001
7.178_38_0001
7.179_39_0001
7.19_28_0001
7.20_29 0001
7.20_29 0001
7.27_30_0001
7.31_10_0001
7.31_10_0001
7.59_11_0001
7.63_33_0001
7.69_34_0001
7.9_26_0001
7.95_12_0001
7.97_13_0001
7.97_13_0001
8.12_57_0001
8.124_58 0001
8.131_49_0001
8.131_49_0001
8.133_50_0001

A4INK7
A4)D54
A4JFW6
A4JT92
A4JRC7
A4JT51
A4JQW6
A4JNK3
A4JSF9
A4JWA42
A4)DC4
A4JE78
A4)T92
A4JPC6
A4)T92
A4JE78
A4JE78
A4JPR6
A4)QL9
A4JTG8
A4)V87
A4JPQ7
A4IJWeE7
A4JFW6
A4)PQ7
A4INV7
A4JAC2
Q62KI2
Q62C20
Q62IH9
Q4V2G9
Q4v2Q0
Q4V296
Q62GL9
Q62176
Q62A00
Q621X8
Q62K96
Q62GG1
Q62CQ2
Q62AV7
Q62LX9
Q4V2G9
Q62K99
Q62JC5
Q4v2G9
Q62176
Q4v2Q0
Q62KK6
Q62KA8
Q4V2G9
Q62176
Q62IH9
Q62176
Q62G22
Q62A00
Q62A78
Q62L73
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Putative uncharacterized protein A4JNK7_BURVG Putative uncharacterized protein (26
Putative uncharacterized protein A4JD54_BURVG Putative uncharacterized protein (26!
Phage integrase family protein A4JFW6_BURVG Phage integrase family protein (2694
RNA-directed DNA polymerase (Reverse tr A4JT92_BURVG RNA-directed DNA polymerase (Revel
Putative uncharacterized protein A4JRC7_BURVG Putative uncharacterized protein (26!
Prolyl aminopeptidase A4JT51_BURVG Prolyl aminopeptidase (269482: Burkl
Putative uncharacterized protein A4)JQW6_BURVG Putative uncharacterized protein (2t
Putative uncharacterized protein A4JNK3_BURVG Putative uncharacterized protein (26
Putative uncharacterized protein A4JSF9_BURVG Putative uncharacterized protein (26¢
Putative uncharacterized protein A4JW42 BURVG Putative uncharacterized protein (2€
Putative uncharacterized protein A4JDC4_BURVG Putative uncharacterized protein (26'
Efflux transporter, RND family, MFP subun A4JE78_BURVG Efflux transporter, RND family, MFP s
RNA-directed DNA polymerase (Reverse tr A4JT92_BURVG RNA-directed DNA polymerase (Revel
GP32 family protein A4JPC6_BURVG GP32 family protein (269482: Burkho
RNA-directed DNA polymerase (Reverse tr A4JT92_BURVG RNA-directed DNA polymerase (Revel
Efflux transporter, RND family, MFP subun A4JE78_ BURVG Efflux transporter, RND family, MFP s
Efflux transporter, RND family, MFP subun A4JE78_BURVG Efflux transporter, RND family, MFP s
Putative uncharacterized protein A4JPR6_BURVG Putative uncharacterized protein (26!
Putative uncharacterized protein A4)QL9_BURVG Putative uncharacterized protein (26!
Putative uncharacterized protein A4JTG8_BURVG Putative uncharacterized protein (26!
DNA topoisomerase A4JV87_BURVG DNA topoisomerase (269482: Burkho
Response regulator receiver protein A4JPQ7_BURVG Response regulator receiver protein |
Putative uncharacterized protein A4JW67_BURVG Putative uncharacterized protein (2€
Phage integrase family protein A4JFW6_BURVG Phage integrase family protein (2694
Response regulator receiver protein A4JPQ7_BURVG Response regulator receiver protein |
Putative transposase A4JNV7_BURVG Putative transposase (269482: Burkh
Transposase, Helix-turn-helix, type 11 dorr A4JAC2_BURVG Helix-turn-helix, type 11 domain prot
Threonyl-tRNA synthetase SYT_BURMA Threonyl-tRNA synthetase (13373: Burkt
Putative uncharacterized protein Q62C20_BURMA Putative uncharacterized protein (1:
Putative uncharacterized protein Q62IH9_BURMA Putative uncharacterized protein (13
Putative uncharacterized protein Q4V2G9_BURMA Putative uncharacterized protein (1
Hcpl Q4V2Q0_BURMA Hcp1 (13373: Burkholderia mallei)

Sigma-54 dependent transcriptional regule Q4V296_BURMA Sigma-54 dependent transcriptional
30S ribosomal protein S8 RS8_BURMA 30S ribosomal protein S8 (13373: Burkhe
Putative uncharacterized protein Q62176_BURMA Putative uncharacterized protein (13
Putative uncharacterized protein Q62A00_BURMA Putative uncharacterized protein (1:
Pyruvate dehydrogenase, E1 component Q62IX8 BURMA Pyruvate dehydrogenase, E1 compor
Putative uncharacterized protein Q62K96_BURMA Putative uncharacterized protein (1:
Putative uncharacterized protein Q62GG1_BURMA Putative uncharacterized protein (1
Sensor protein Q62CQ2_BURMA Sensor protein (13373: Burkholderi:
cellulose synthase operon protein C Q62AV7_BURMA Cellulose synthase operon protein C
Isocitrate dehydrogenase [NADP] Q62LX9_BURMA Isocitrate dehydrogenase [NADP] (1:
Putative uncharacterized protein Q4V2G9_BURMA Putative uncharacterized protein (1
Putative Syringomycin biosynthesis enzym Q62K99 BURMA Syringomycin biosynthesis enzyme,

Elongation factor Ts EFTS_BURMA Elongation factor Ts (13373: Burkholde!
Putative uncharacterized protein Q4V2G9_BURMA Putative uncharacterized protein (1
Putative uncharacterized protein Q62176_BURMA Putative uncharacterized protein (13
Hcpl Q4V2Q0_BURMA Hcp1 (13373: Burkholderia mallei)

Pseudouridine synthase Q62KK6_BURMA Pseudouridine synthase (13373: Bur
L-ornithine 5-monooxygenase Q62KA8 BURMA L-ornithine 5-monooxygenase (1337
Putative uncharacterized protein Q4V2G9_BURMA Putative uncharacterized protein (1
Putative uncharacterized protein Q62176_BURMA Putative uncharacterized protein (13
Putative uncharacterized protein Q62IH9_BURMA Putative uncharacterized protein (13
Putative uncharacterized protein Q62176_BURMA Putative uncharacterized protein (13
Adenosylhomocysteinase SAHH_BURMA Adenosylhomocysteinase (13373: Burl
Putative uncharacterized protein Q62A00_BURMA Putative uncharacterized protein (1:
Putative uncharacterized protein Q62A78_BURMA Putative uncharacterized protein (1:
Aminopeptidase N Q62LZ3_BURMA Aminopeptidase N (13373: Burkhold
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8.133_50_0001
8.136_51_0001
8.136_51_0001
8.141_40_0001
8.144_41_0001
8.16_45_0001
8.161_52_0001
8.161_52_0001
8.167_59_0001
8.167_59_0001
8.172_53_0001
8.181_60_0001
8.183_42_0001
8.191_43_0001
8.191_43_0001
8.206_44_0001
8.29 55 0001
8.30_46_0001
8.318_54_0001
8.53_47_0001
8.53_47_0001
8.57_56_0001
8.78_48_0001
9.1_74_0001
9.119_70_0001
9.12_68_0001
9.12_71_0001
9.121_72_0001
9.121_72_0001
9.162_63_0001
9.162_63_0001
9.164_73_0001
9.165_76_0001
9.165_76_0001
9.165_76_0001
9.182_77_0001
9.183_64_0001
9.279_65_0001
9.294_79_0001
9.294_79_0001
9.3_67_0001
9.48_75_0001

9.78_69_0001
Usamrid__01_0001

Usamrid__01_0001
Usamrid__01_0001
Usamrid__01_0001
Usamrid__01_0001
Usamrid__05_0001
Usamrid__05_0001
Usamrid__05_0001

Usamrid__06_0001
Usamrid__06_0001
Usamrid__07_0001
Usamrid__07_0001
Usamrid__07_0001

Q62EG1
Q62EQ4
Q62B16
Q62950
Q62KW4
Q62BP9
Q621Y3
Q626GL1
Q62A00
Q62EDY
Q4V2G9
Q62176
Q62IH9
Q62CT8
Q62GK8
Q62GL8
Q62ED9
Q62A78
Q62A00
Q62A00
Q62A78
Q62176
Q62A00
A2RX76
A2RZ02
A2RX76
A2RXT6
A2RX76
A2RWN4
A2SBG2
A2S1N6
A25472
A254H3
A2RZC3
A250S0
A2RZC3
A2RZC3
A2RXT6
A2RZ02
A25375
A2RZL5
A2RZC3
A2SAMO
Q62A00
Q62A78
Q62KY2
Q62KP7
Q62JX9
Q62KD9
Q62/D3
Q62GK8

Q62A00
Q62JD3
Q62A00
Q62A78
Q62JX9
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H-NS histone family protein
Argininosuccinate synthase
Effector protein bopA

Putative uncharacterized protein
DNA helicase Il

Putative uncharacterized protein
Phasin family protein

30S ribosomal protein S3
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
50S ribosomal protein L2

30S ribosomal protein S14
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Polyphosphate kinase 2

Trigger factor

Q62EG1_BURMA H-NS histone family protein (13373:
ASSY_BURMA Argininosuccinate synthase (13373: Bui
BOPA_BURMA Effector protein bopA (13373: Burkhol
Q629S0_BURMA Putative uncharacterized protein (1:
Q62KW4_BURMA DNA helicase Il (13373: Burkholder
Q62BP9_BURMA Putative uncharacterized protein (1:
Q621Y3_BURMA Phasin family protein (13373: Burkhc
RS3_BURMA 30S ribosomal protein S3 (13373: Burkhe
Q62A00_BURMA Putative uncharacterized protein (1:
Q62ED9_BURMA Putative uncharacterized protein (1.
Q4V2G9_BURMA Putative uncharacterized protein (1
Q62176_BURMA Putative uncharacterized protein (13
Q62IH9_BURMA Putative uncharacterized protein (13
Q62CT8_BURMA Putative uncharacterized protein (1:
RL2_BURMA 50S ribosomal protein L2 (13373: Burkhc
RS14_BURMA 30S ribosomal protein S14 (13373: Burl
Q62ED9_BURMA Putative uncharacterized protein (1.
Q62A78 BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q62A78_BURMA Putative uncharacterized protein (1:
Q62176_BURMA Putative uncharacterized protein (13
Q62A00_BURMA Putative uncharacterized protein (1:
A2RX76_BURM?9 Putative uncharacterized protein (41
A2RZ02_BURMSO Putative uncharacterized protein (41
A2RX76_BURM?9 Putative uncharacterized protein (41
A2RXT6_BURMY Putative uncharacterized protein (41
A2RX76_BURM?9 Putative uncharacterized protein (41
A2RWN4_BURMO Polyphosphate kinase 2 (412022: B
TIG_BURMO Trigger factor (412022: Burkholderia mal

Type lll secretion system transcriptional re A2SIN6_BURMO Type lll secretion system transcriptic

Ketol-acid reductoisomerase
Transaldolase

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
GMC oxidoreductase

Putative uncharacterized protein

ILVC_BURMO Ketol-acid reductoisomerase (412022: B
A2S4H3_BURMS9 Transaldolase (412022: Burkholderiz
A2RZC3_BURMQ Putative uncharacterized protein (41
A250S0_BURMSO Putative uncharacterized protein (41
A2RZC3_BURMO Putative uncharacterized protein (41
A2RZC3_BURMO Putative uncharacterized protein (41
A2RXT6_BURMO Putative uncharacterized protein (41
A2RZ02_BURMSO Putative uncharacterized protein (41
A2S375 BURMO Putative uncharacterized protein (41
A2RZL5_BURMO Putative cholesterol oxidase (412022
A2RZC3_BURMQ Putative uncharacterized protein (41

D-alanyl-D-alanine carboxypeptidase famil A2SAMO_BURM?9 D-alanyl-D-alanine carboxypeptidas
Putative uncharacterized protein Q62A00_BURMA Putative uncharacterized protein (1:

Putative uncharacterized protein Q62A78 BURMA Putative uncharacterized protein (1:
Branched-chain amino acid ABC transporte Q62KY2_BURMA Branched-chain amino acid ABC trar
Q62KP7_BURMA Putative uncharacterized protein (1:
Q62JX9_BURMA Putative uncharacterized protein (13
Arginine deiminase ARCA_BURMA Arginine deiminase (13373: Burkholde
Outer membrane protein, OmpH/HIpA fan Q62JD3_BURMA Outer membrane protein, OmpH/HI
RL2_BURMA 50S ribosomal protein L2 (13373: Burkhc

Putative uncharacterized protein Q62A00_BURMA Putative uncharacterized protein (1:
Outer membrane protein, OmpH/HIpA fan Q62JD3_BURMA Outer membrane protein, OmpH/HI
Putative uncharacterized protein Q62A00_BURMA Putative uncharacterized protein (1:
Putative uncharacterized protein Q62A78_BURMA Putative uncharacterized protein (1:
Putative uncharacterized protein Q62JX9_BURMA Putative uncharacterized protein (13

Putative uncharacterized protein
Putative uncharacterized protein

50S ribosomal protein L3
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Usamrid__08 0001
Usamrid__08_0001
Usamrid__08 0001
Usamrid__08_0001
Usamrid__09_0001
Usamrid__09_0001
Usamrid__09_0001
Usamrid__09_0001
Usamrid__10_0001
Usamrid__10_0001
Usamrid__11 0001
Usamrid__11 0001
Usamrid__11 0001
Usamrid__13 0001
Usamrid__13_0001
Usamrid__13 0001
Usamrid__13_0001
Usamrid__13 0001
Usamrid__14 0001
Usamrid__14 0001
Usamrid__14 0001
Usamrid__14 0001

Usamrid__15_0001
Usamrid__16_0001
Usamrid__18 0001

Usamrid__18 0001
Usamrid__19 0001
Usamrid__19 0001

Usamrid__21 0001
Usamrid__22 0001

Usamrid__22 0001
Usamrid__23_ 0001
Usamrid__24 0001
Usamrid__25_0001
Usamrid__25 0001
Usamrid__25_0001

Usamrid__26_0001
Usamrid__27_0001
Usamrid__27_0001
Usamrid__28 0001

Usamrid__ 28 0001
Usamrid__28 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__29 0001
Usamrid__31_0001

Q62IH9
Q4v2D7
Q62JC7

Q62A00
Q62JK6

Q62C71
Q62A00
Q62CK6
Q62A00
Q62807
Q62A00
Q62AV7
Q62CR4
Q62A00
Q62807
Q4Vv2C6
Q62A78
Q4V2G9
Q62A00
Q4V2S5
Q62IH9

Q62IL5

Q4v2G9
Q62A00
Q62EW4

Q62M00
Q62A00
Q62GK8

Q62IH9
Q62IH9

Q62IN1
Q62LV0
Q62A00
Q62182
Q62182
Q62A00

Q62FN4
Q62IH9
Q62A78
Q62A00

Q62D46
Q62LX9

Q62HP5
Q62A78
Q62A00
Q62H93
Q62K96
Q62K99
Q4v2D7
Q4Vv2B6
Q62BP9

WB81XWH-07-2-0112_Supplement

Putative uncharacterized protein
Putative uncharacterized protein
Ribosome-recycling factor
Putative uncharacterized protein
Trigger factor

Putative uncharacterized protein
Putative uncharacterized protein
UvrABC system protein B
Putative uncharacterized protein
Translocator protein bipB
Putative uncharacterized protein

cellulose synthase operon protein C

Isovaleryl-CoA dehydrogenase
Putative uncharacterized protein
Translocator protein bipB
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Ferredoxin--NADP reductase
Putative uncharacterized protein
Putative uncharacterized protein
50S ribosomal protein L4
Putative uncharacterized protein
Putative uncharacterized protein

Polyribonucleotide nucleotidyltransferase

Pseudouridine synthase

Putative uncharacterized protein
60 kDa chaperonin

60 kDa chaperonin

Putative uncharacterized protein

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

Putative uncharacterized protein
Isocitrate dehydrogenase [NADP]
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

Q62IH9_BURMA Putative uncharacterized protein (13
Q4V2D7_BURMA Putative uncharacterized protein (1
RRF_BURMA Ribosome-recycling factor (13373: Burkt
Q62A00_BURMA Putative uncharacterized protein (1:
TIG_BURMA Trigger factor (13373: Burkholderia mall
Q62C71_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
UVRB_BURMA UvrABC system protein B (13373: Burk
Q62A00_BURMA Putative uncharacterized protein (1:
BIPB_BURMA Translocator protein bipB (13373: Burk
Q62A00_BURMA Putative uncharacterized protein (1:
Q62AV7_BURMA Cellulose synthase operon protein C
Q62CR4_BURMA Isovaleryl-CoA dehydrogenase (133"
Q62A00_BURMA Putative uncharacterized protein (1:
BIPB_BURMA Translocator protein bipB (13373: Burk
Q4V2C6_BURMA Putative uncharacterized protein (1.
Q62A78_BURMA Putative uncharacterized protein (1:
Q4V2G9_BURMA Putative uncharacterized protein (1
Q62A00_BURMA Putative uncharacterized protein (1:
Q4V2S5_BURMA Putative uncharacterized protein (1:
Q62IH9_BURMA Putative uncharacterized protein (13
Q62JL5_BURMA Putative uncharacterized protein (13

Q4V2G9_BURMA Putative uncharacterized protein (1
Q62A00_BURMA Putative uncharacterized protein (1:
Q62EW4_BURMA Ferredoxin--NADP reductase (1337.

Q62MO00_BURMA Putative uncharacterized protein (1
Q62A00_BURMA Putative uncharacterized protein (1:
RL2_BURMA 50S ribosomal protein L2 (13373: Burkhc

Q621H9_BURMA Putative uncharacterized protein (13
Q62IH9_BURMA Putative uncharacterized protein (13

PNP_BURMA Polyribonucleotide nucleotidyltransfera
Q62LV0_BURMA Pseudouridine synthase (13373: Bur
Q62A00_BURMA Putative uncharacterized protein (1:
Q4PPC2_BURMA 60 kDa chaperonin (13373: Burkholc
CH60_BURMA 60 kDa chaperonin (13373: Burkholder
Q62A00_BURMA Putative uncharacterized protein (1:

Q62FN4_BURMA Putative uncharacterized protein (1.
Q62IH9_BURMA Putative uncharacterized protein (13
Q62A78_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:

Q62D46_BURMA Putative uncharacterized protein (1.
Q62LX9_BURMA Isocitrate dehydrogenase [NADP] (1:
Q62HP5_BURMA Putative uncharacterized protein (1.
Q62A78_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q62H93_BURMA Putative uncharacterized protein (1.
Q62K96_BURMA Putative uncharacterized protein (1:

Putative Syringomycin biosynthesis enzym Q62K99_BURMA Syringomycin biosynthesis enzyme,

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
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Q4V2D7_BURMA Putative uncharacterized protein (1
Q4V2B6_BURMA Putative uncharacterized protein (1.
Q62BP9_BURMA Putative uncharacterized protein (1:



Usamrid__33_0001
Usamrid__34 0001
Usamrid__34_0001
Usamrid__34_ 0001
Usamrid__34_0001
Usamrid__35 0001
Usamrid__35_0001
Usamrid__35_ 0001
Usamrid__35_0001
Usamrid__36_0001
Usamrid__37_0001
Usamrid__38 0001
Usamrid__39_0001
Usamrid__39 0001
Usamrid__40_0001
Usamrid__40_0001
Usamrid__40_0001
Usamrid__41_0001

Usamrid__42 0001
Usamrid__42_0001
Usamrid__42 0001
Usamrid__43_0001
Usamrid__43 0001
Usamrid__43_0001
Usamrid__43 0001

Usamrid__44 0001
Usamrid__44 0001
Usamrid__45 0001
Usamrid__45_0001
Usamrid__45 0001
Usamrid__45_0001
Usamrid__47_0001
Usamrid__48 0001

Usamrid__48 0001
Usamrid__48 0001
Usamrid__51_0001
Usamrid__54_0001
Usamrid__55_0001
Usamrid__55_ 0001
Usamrid__56_0001
Usamrid__56_0001
Usamrid__57_0001
Usamrid__57_0001
Usamrid__57_0001
Usamrid__58 0001
Usamrid__59 0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__63_0001
Usamrid__64_0001

Q62176
Q62A00
Q62IH9
Q4v2G9
Q4Vv2B6
Q62A00
Q62ED9
Q62JX9
Q62IH9
Q62A00
Q62A00
Q62A00
Q4V2B6
Q62A78
Q62A00
Q62HI5
Q62JX9
Q62LV0

Q4Vv2B6
Q62A00
Q62K96
Q62B16
Q62HM5
Q62G91
Q62)71

Q62A00
Q62BP9
A2RZC3
A2S6F9
A2RZI8
A25254
A2SAG4
A2RXP7

A25511
A2RX76
A2RZ02
A2RX76
A254Y3
A2S212
A2RZC3
A2RX76
A2SAMO
A254])8
A259G6
A25967
A3NAH7
A3NAV1
A3NL65
A3NAF4
A3NAC6
A3NMH3
A3NGM?7
A3NFE4
A3N7W9
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Putative uncharacterized protein

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

Exodeoxyribonuclease 7 large subunit

Putative uncharacterized protein
Pseudouridine synthase

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Effector protein bopA

50S ribosomal protein L28
Putative uncharacterized protein

Q62176_BURMA Putative uncharacterized protein (13
Q62A00_BURMA Putative uncharacterized protein (1:
Q621H9_BURMA Putative uncharacterized protein (13
Q4V2G9_BURMA Putative uncharacterized protein (1
Q4V2B6_BURMA Putative uncharacterized protein (1.
Q62A00_BURMA Putative uncharacterized protein (1:
Q62ED9_BURMA Putative uncharacterized protein (1.
Q62JX9_BURMA Putative uncharacterized protein (13
Q621H9_BURMA Putative uncharacterized protein (13
Q62A00_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q4V2B6_BURMA Putative uncharacterized protein (1.
Q62A78 BURMA Putative uncharacterized protein (1:
Q62A00_BURMA Putative uncharacterized protein (1:
Q62HI5_BURMA Exodeoxyribonuclease 7 large subun
Q62JX9_BURMA Putative uncharacterized protein (13
Q62LV0_BURMA Pseudouridine synthase (13373: Bur

Q4V2B6_BURMA Putative uncharacterized protein (1.
Q62A00_BURMA Putative uncharacterized protein (1:
Q62K96_BURMA Putative uncharacterized protein (1:
BOPA_BURMA Effector protein bopA (13373: Burkhol
RL28_BURMA 50S ribosomal protein L28 (13373: Burl
Q62G91_BURMA Putative uncharacterized protein (1.

Molybdenum cofactor biosynthesis proteit Q62J71_BURMA Molybdenum cofactor biosynthesis

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Conserved domain protein

Putative uncharacterized protein
Putative uncharacterized protein

Q62A00_BURMA Putative uncharacterized protein (1:
Q62BP9_BURMA Putative uncharacterized protein (1:
A2RZC3_BURMQ Putative uncharacterized protein (41
A2S6F9_BURMSO Putative uncharacterized protein (41
A2RZI8_BURMY9 Conserved domain protein (412022: |
A25254 BURMSO Putative uncharacterized protein (41
A2SAG4_BURMS9 Putative uncharacterized protein (4:

Probable acyl-coenzyme A carboxylase, bic A2ZRXP7_BURMS Putative acetyl-CoA carboxylase, bio

Exodeoxyribonuclease 7 large subunit

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Isocitrate dehydrogenase [NADP]
Ribonuclease R

Putative uncharacterized protein
Putative uncharacterized protein

A25511_BURM9 Exodeoxyribonuclease 7 large subun
A2RX76_BURM9 Putative uncharacterized protein (41

A2RZ02_BURMSO Putative uncharacterized protein (41
A2RX76_BURM?9 Putative uncharacterized protein (41
A254Y3_BURMO Isocitrate dehydrogenase [NADP] (41

A2S212_BURMS9 Ribonuclease R (412022: Burkholderi
A2RZC3_BURMO Putative uncharacterized protein (41
A2RX76_BURM?9 Putative uncharacterized protein (41

D-alanyl-D-alanine carboxypeptidase famil A2SAMO_BURM?9 D-alanyl-D-alanine carboxypeptidas

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

A254)8_BURMO Putative uncharacterized protein (41
A259G6_BURMS9 Putative uncharacterized protein (41
A25967_ BURM9 Putative uncharacterized protein (41
A3NAH7_BURP6 Putative uncharacterized protein (32
A3NAV1_BURP6 RNA pseudouridine synthase family j
A3NL65_ BURP6 Putative uncharacterized protein (32!
A3NAF4_BURPG6 Putative uncharacterized protein (32
A3NAC6_BURP6 Putative uncharacterized protein (32

Zinc-containing alcohol dehydrogenase suj ASNMH3_BURP6 Zinc-containing alcohol dehydrogen

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
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A3NGM7_BURPS6 Putative uncharacterized protein (3.
A3NFE4_BURPG6 Putative uncharacterized protein (32!
A3N7W9_BURP6 Pentapeptide mxkdx repeat protein



Usamrid__65_0001
Usamrid__66_0001
Usamrid__67_0001
Usamrid__67_0001
Usamrid__67_0001
Usamrid__68 0001
Usamrid__68_0001
Usamrid__68 0001
Usamrid__69_0001
Usamrid__69 0001
Usamrid__70_0001
Usamrid__70_0001
Usamrid__71_0001
Usamrid__72_0001
Usamrid__72_0001
Usamrid__72_0001
Usamrid__72_0001
Usamrid__72_0001
Usamrid__76_0001
Usamrid__76_0001
Usamrid__77_0001
Usamrid__78 0001
Usamrid__79_0001
Usamrid__79 0001
Usamrid__79_0001
Usamrid__79 0001
Usamrid__80_0001
Usamrid__82_0001
Usamrid__83 0001
Usamrid__84 0001
Usamrid__85_ 0001
Usamrid__87_0001
Usamrid__87_0001
Usamrid__88 0001
Usamrid__90_0001
Usamrid__90_0001
Usamrid__92 0001
Usamrid__93 0001
Usamrid__93_0001
Usamrid__93 0001
Usamrid__94 0001
Usamrid__95 0001
Usamrid__96_0001
Usamrid__96_0001

A3NAUS5S
A3NEG6
A3NIS1
A3NFY4
A3NAH7
A3NL65
A3NFE4
A3N920
A3NAH7
A3NL65
A3NLR8
A3NI21
A3NED6
A3NH76
A3NBO6
A3NAH7
A3NCH6
A3N749
Q2T205
Q27412
Q271703
Q27711
Q27703
Q2T4T2
Q2T8E3
Q2sVv18
Q25Wz7
Q2T1R7
Q2T4T2
Q27916
Q2T7B5
Q27916
Q2syc2
Q27703
Q27703
Q2T1W?2
A4JAP6
A4JWA42
A4JF74
Ad4JMJ1
A4JPC6
A4)G61
A4)D20
A4)GC8
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Ribosome-recycling factor

30S ribosomal protein S14

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

Transcriptional regulator, GntR family

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein

Putative uncharacterized protein
Putative PilN protein
Putative uncharacterized protein

RRF_BURP6 Ribosome-recycling factor (320373: Burkl
RS14_BURPG6 30S ribosomal protein S14 (320373: Bur
A3NIS1_BURP6 Putative uncharacterized protein (32C
A3NFY4_BURPG6 Putative uncharacterized protein (32!
A3NAH7_BURP6 Putative uncharacterized protein (32
A3NL65_ BURP6 Putative uncharacterized protein (32!
A3NFE4_BURPG6 Putative uncharacterized protein (32!
A3N920_BURPS6 Transcriptional regulator, GntR famil
A3NAH7_BURP6 Putative uncharacterized protein (32
A3NL65_ BURP6 Putative uncharacterized protein (32!
A3NLR8_BURPS6 Putative uncharacterized protein (32!

A3NI21_BURP6 Putative uncharacterized protein (32(
A3NED6_BURP6 Putative PilN protein (320373: Burkh
A3NH76_BURPG6 Putative uncharacterized protein (32

Molybdenum cofactor biosynthesis proteit ASNBO6_BURP6 Molybdenum cofactor biosynthesis p

Putative uncharacterized protein
Putative uncharacterized protein
Putative uncharacterized protein
Multifunctional CCA protein
Putative uncharacterized protein
Effector protein bopA
Translocator protein bipB
Effector protein bopA

Putative uncharacterized protein
ISA07A, transposase OrfA

Phage integrase

Elongation factor Ts

Sensor histidine kinase

Putative uncharacterized protein

Rhs1 protein

A3NAH7_BURP6 Putative uncharacterized protein (32
A3NCH6_BURP6 Putative uncharacterized protein (32
A3N749_BURP6 Putative uncharacterized protein (32
Q2T205_BURTA tRNA nucleotidyltransferase (271848
Q2T4T2_BURTA Putative uncharacterized protein (27
BOPA_BURTA Effector protein bopA (271848: Burkho
BIPB_BURTA Translocator protein bipB (271848: Burk
BOPA_BURTA Effector protein bopA (271848: Burkho
Q2T4T2_BURTA Putative uncharacterized protein (27
Q2T8E3_BURTA IS407A, transposase OrfA (271848: Bl
Q2SV18 _BURTA Phage integrase (271848: Burkholder
EFTS_BURTA Elongation factor Ts (271848: Burkholde

Q2T1R7_BURTA Sensor histidine kinase (271848: Burl
Q2T4T2_BURTA Putative uncharacterized protein (27
Q2T916_BURTA Rhs1 protein (271848: Burkholderia t

Putative Syringomycin biosynthesis enzym Q2T7B5_BURTA Syringomycin biosynthesis enzyme, g

Rhs1 protein

Putative uncharacterized protein
Effector protein bopA

Effector protein bopA
Argininosuccinate synthase

30S ribosomal protein S3
Putative uncharacterized protein
Elongation factor Ts

Q2T916_BURTA Rhs1 protein (271848: Burkholderia t
Q2SYC2_BURTA Putative uncharacterized protein (27
BOPA_BURTA Effector protein bopA (271848: Burkho
BOPA_BURTA Effector protein bopA (271848: Burkho
ASSY_BURTA Argininosuccinate synthase (271848: Bu
RS3_BURVG 30S ribosomal protein S3 (269482: Burkh
A4JW42 BURVG Putative uncharacterized protein (2€
EFTS_BURVG Elongation factor Ts (269482: Burkholde

Phage putative head morphogenesis prote A4JMJ1_BURVG Phage putative head morphogenesis

GP32 family protein
Phage integrase domain protein
Putative uncharacterized protein

A4JPC6_BURVG GP32 family protein (269482: Burkho
A4)JG61_BURVG Phage integrase domain protein SAM
A4JD20_BURVG Putative uncharacterized protein (26!

NADH-quinone oxidoreductase subunit C NUOC_BURVG NADH-quinone oxidoreductase subuni
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Score Threshold Expect PeptideMatche Organism used in experiment Identifed Strains TaxID  Un/Induced

59 51 0.0089 56 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
90 51 0.0000066 124 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
55 51 0.023 59 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
43 50 0.31 133 B. thailandensis E264 B. thailandensis E264 271848 Induced
63 51 0.0033 129 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
53 51 0.035 47 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
53 51 0.038 109 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
64 51 0.003 103 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
49 51 0.083 45 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
49 51 0.1 79 B. pseudomallei 11268 B. pseudomallei 668 320373 Induced
60 51 0.0077 128 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
50 51 0.066 48 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
54 51 0.032 66 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
63 51 0.0041 128 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
54 51 0.03 137 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
58 51 0.011 69 B. pseudomallei 11268 B. pseudomallei 668 320373 Induced
53 51 0.036 82 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
45 51 0.26 121 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
57 51 0.013 127 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
65 51 0.0021 133 B. pseudomallei 1126B B. pseudomallei 668 320373 Induced
52 50 0.036 118 B. thailandensis E264 B. thailandensis E264 271848 Induced
46 50 0.13 70 B. thailandensis E264 B. thailandensis E264 271848 Induced
51 50 0.042 126 B. thailandensis E254 B. thailandensis E264 271848 Induced
46 50 0.14 64 B. thailandensis E254 B. thailandensis E264 271848 Inuduced
45 50 0.17 78 B. thailandensis E254 B. thailandensis E264 271848 Induced
55 50 0.016 152 B. thailandensis E264 B. thailandensis E264 271848 Induced
54 50 0.022 149 B. thailandensis E264 B. thailandensis E264 271848 Induced
55 50 0.019 136 B. thailandensis E264 B. thailandensis E264 271848 Induced
45 50 0.19 139 B. thailandensis E264 B. thailandensis E264 271848 Induced
49 50 0.077 60 B. thailandensis E264 B. thailandensis E264 271848 Induced
62 50 0.0038 139 B. thailandensis E264 B. thailandensis E264 271848 Induced
44 50 0.21 56 B. thailandensis E264 B. thailandensis E264 271848 Induced
53 50 0.027 96 B. thailandensis E264 B. thailandensis E264 271848 Induced
60 50 0.0062 210 B. thailandensis E264 B. thailandensis E264 271848 Induced
53 50 0.027 186 B. thailandensis E264 B. thailandensis E264 271848 Induced
56 50 0.015 45 B. thailandensis E264 B. thailandensis E264 271848 Induced
54 50 0.021 130 B. thailandensis E264 B. thailandensis E264 271848 Induced
42 50 0.33 166 B. thailandensis E264 B. thailandensis E264 271848 Induced
80 50 0.00006 47 B. thailandensis E264 B. thailandensis E264 271848 Induced
54 50 0.023 48 B. thailandensis E264 B. thailandensis E264 271848 Induced
58 50 0.0094 75 B. thailandensis E264 B. thailandensis E264 271848 Induced
63 50 0.0031 174 B. thailandensis E264 B. thailandensis E264 271848 Induced
41 50 0.43 45 B. thailandensis E264 B. thailandensis E264 271848 Induced
53 50 0.028 83 B. thailandensis E264 B. thailandensis E264 271848 Induced
59 50 0.0068 80 B. thailandensis E264 B. thailandensis E264 271848 Induced
71 50 0.00041 74 B. thailandensis E264 B. thailandensis E264 271848 Induced
54 50 0.025 91 B. thailandensis E264 B. thailandensis E264 271848 Induced
55 50 0.019 130 B. thailandensis E264 B. thailandensis E264 271848 Induced
45 50 0.17 34 B. thailandensis E264 B. thailandensis E264 271848 Induced
41 51 0.58 55 B. thailandensis E264 B. thailandensis E264 271848 Induced
41 51 0.63 126 B. vietnamensis FCO369 B. vietnamiensis G4 269482 Induced
44 51 0.3 81 B. viethamensis FCO369 B. viethamiensis G4 269482 Induced
66 51 0.0019 90 B. vietnamensis FCO369 B. vietnamiensis G4 269482 Induced
46 51 0.18 89 B. viethamensis FCO369 B. vietnamiensis G4 269482 Induced
39 51 0.91 32 B. vietnamensis FCO369 B. vietnamiensis G4 269482 Induced
45 51 0.22 115 B. vietnamensis FCO369 B. vietnamiensis G4 269482 Induced
51 51 0.065 192 B. vietnamensis FCO369 B. vietnamiensis G4 269482 Induced
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74
51
41
67
52
39
43
51
67
57
51
42
57
53
55
53
49
47
49
52
41
50
45
55
57
44
53
50
47
46
41
77
54
50
51
61
54
52
46
45
48
60
55
62
76
51
55
62
48
44
48
66
55
46
73
53
53
57

51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49

0.00031
0.055
0.55
0.0016
0.05
0.93
0.36
0.065
0.0014
0.015
0.066
0.5
0.014
0.037
0.024
0.034
0.095
0.13
0.098
0.05
0.6
0.079
0.22
0.026
0.014
0.32
0.04
0.045
0.11
0.13
0.37
0.000088
0.02
0.049
0.038
0.0035
0.018
0.028
0.12
0.17
0.084
0.0053
0.014
0.0034
0.00013
0.043
0.014
0.0028
0.086
0.19
0.075
0.0013
0.015
0.14
0.00027
0.025
0.025
0.0096
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112 B.
253 B.
158 B.
155 B.

. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. viethnamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. viethnamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO369
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB6

mallei GB6
mallei GB6
mallei GB6
mallei GB6
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. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. viethamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. viethamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. vietnamiensis G4
. viethamiensis G4
. viethamiensis G4
. viethamiensis G4
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Induced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 NR
269482 Uninduced
269482 Uninduced
269482 Uninduced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced



52
133
58
51
56
58
55
51
54
50
48
47
43
55
54
47
49
60
56
69
55
57
57
51
42
59
66
50
44
103
56
66
65
55
53
66
53
58
57
51
44
47
39
61

60
52
51
50
60
53
51

88
51
67
58
50

49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
49

49
49
49
49
49
49
49

49
49
49
49
49

0.03
2.4E-10
0.0078
0.038
0.013
0.0084
0.016
0.039
0.021
0.048
0.078
0.11
0.23
0.016
0.018
0.11
0.068
0.0047
0.013
0.00062
0.014
0.01
0.0094
0.042
0.35
0.0061
0.0013
0.053
0.23
0.00000027
0.013
0.0013
0.0018
0.018
0.029
0.0012
0.029
0.0079
0.0097
0.044
0.2
0.097
0.68
0.0043

0.0053
0.033
0.04
0.048
0.0047
0.023
0.035

0.0000086
0.037
0.00088
0.0073
0.047
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49 B.
150 B.
193 B.

70 B.
150 B.
180 B.

56 B.
105 B.
264 B.

93 B.

95 B.

82 B.

99 B.

63 B.

94 B.

54 B.

74 B.
154 B.
244 B.
256 B.
175 B.
B.
. mallei GB6
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB5
. mallei GB8

. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8

. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8
. mallei GB8

64
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63
75
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113
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208
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mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
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. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
243160 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
412022 Induced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced



62
55
53
52
114
61
57
54
70
53
66
55
55
61
53
52
51
51
60
56
55
50

51
66
91

52
70
55

54
53

50
56
68
78
78
58

52
67
63
58

57
51
66
60
59
57
55
54
51
51
52

49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49

49
49
49

49
49
49

49
49

49
49
49
49
49
49

49
49
49
49

49
49
49
49
49
49
49
49
49
49
49

0.0032
0.017
0.025
0.034

0.000000019

0.0041

0.0088
0.018

0.00048
0.023

0.0012
0.015
0.017

0.0043
0.025
0.034

0.04
0.042

0.0052
0.013
0.015
0.045

0.036
0.0012
0.0000043

0.031
0.00048
0.014

0.02
0.022

0.046
0.012
0.00071
0.000086
0.000086
0.0077

0.029
0.00099
0.0025
0.0075

0.0088
0.037
0.0013
0.0049
0.0055
0.01
0.015
0.018
0.036
0.042
0.028

WB81XWH-07-2-0112_Supplement

141 B.
201 B.
114 B.
324 B.
181 B.
153 B.
300 B.
247 B.
297 B.
225 B.
285 B.
327 B.
107 B.
304 B.
243 B.
57 B.
200 B.
111 B.
325 B.
163 B.
137 B.
63 B.

105 B.
297 B.
98 B.

91 B.
234 B.
116 B.

123 B.
134 B.

191 B.
139 B.
327 B.
187 B.
187 B.
314 B.

164 B.
135 B.
187 B.
259 B.

120 B.
140 B.
107 B.
200 B.
294 B.
62 B.
152 B.
99 B.
163 B.
128 B.
181

mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8

mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8

mallei GB8
mallei GB8
mallei GB8

mallei GBS
mallei GB8
mallei GB8

mallei GBS
mallei GB8
mallei GBS

mallei GBS
mallei GBS

mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8

mallei GB8
mallei GB8
mallei GB8
mallei GB8

mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
mallei GB8
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. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced



57
91
57
54
50
95
66
56
54
58
64
75
64
57
77
59
51
44

61
55
52
72
57
54
52

68
59
52
52
51
51
51
61

53
51
66
53
54
52
58
51
55
53
51
59
56
67
63
57
57
56
53
52
54

49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49

49
49
49
49
49
49
49

49
49
50
50
50
50
50
50

50
50
50
50
50
50
50
50
50
50
50
50
51
51
51
51
51
51
51
51
51

0.0092
0.0000038
0.011
0.019
0.048
0.0000014
0.0012
0.014

0.02
0.0084
0.002
0.00017
0.0022
0.0092
0.0001
0.0061
0.037

0.18

0.004
0.015
0.03
0.0003
0.0088
0.02
0.03

0.0007
0.0064
0.033
0.036
0.039
0.045
0.039
0.0045

0.028
0.045
0.0012
0.03
0.022
0.036
0.0094
0.042
0.016
0.029
0.038
0.0073
0.017
0.0014
0.0035
0.014
0.015
0.018
0.036
0.042
0.031

WB81XWH-07-2-0112_Supplement

101 B.
303 B.
118 B.
115 B.
128 B.
336 B.
101 B.
88 B.
139 B.
301 B.
294 B.
336 B.
137 B.
200 B.
325 B.
176 B.
78 B.
144 B.

132 B.
302 B.
151 B.
228 B.
43 B.
69 B.
227 B.
320 B.
212 B.
115 B.
156 B.
269 B.
151 B.
129 B.
152 B.
142 B.
77 B.

83 B.
86 B.
142 B.

247 B.
108 B.
89 B.
157 B.
154 B.
119 B.
86 B.

215
203
161

71
144

82
123
121
111

o)

O 0 W W W wWwww

mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6

mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB6
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5

mallei GB5
mallei GB5
mallei GB5

mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5
mallei GB5

. pseudomallei 1126B
. pseudomallei 11268
. pseudomallei 1126B
. pseudomallei 11268
. pseudomallei 1126B
. pseudomallei 11268
. pseudomallei 1126B
. pseudomallei 11268
. pseudomallei 1126B
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. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344
. mallei ATCC 23344

. mallei ATCC 23344
. mallei ATCC 23344
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229

. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. mallei NCTC 10229
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced
243160 Uninduced

243160 Uninduced
243160 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced

412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
412022 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced



48
48
60
55
54
54
53
52
56
54
57
52
52
68
61
59
58
56
57
51
68
74
57
55
54
54
51
51
55
48
50
50
49
49
88
51
68
69
66
52
49
45
53
53

51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
51
51
51
51
51
51
51
51

0.11
0.11
0.0074
0.026
0.031
0.032
0.033
0.042
0.017
0.028
0.016
0.048
0.046
0.0013
0.0056
0.0093
0.011
0.018
0.01
0.043
0.00097
0.00022
0.01
0.018
0.022
0.023
0.041
0.044
0.019
0.086
0.058
0.054
0.065
0.079
0.0000082
0.041
0.0013
0.00098
0.0017
0.047
0.095
0.23
0.038
0.04

WB81XWH-07-2-0112_Supplement

116 B.
70 B.
74 B.
73 B.

178 B.

181 B.

136 B.

136 B.

236 B.

187 B.
50 B.
74 B.

117 B.

137 B.

172 B.

226 B.
68 B.

144 B.

165 B.

219 B.

230 B.

251 B.

251 8B

223 B
828B

211 B.

112 B

B
B

pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126b
pseudomallei 1126b
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
pseudomallei 1126B
thailandensis E264

thailandensis E264

thailandensis E264

thailandensis E264

. thailandensis E264
. thailandensis E264
. thailandensis E264

thailandensis E264

. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264

. thailandensis E264
. thailandensis E264
. viethamensis FCO369
. viethamensis FCO369
. viethamensis FCO369
. vietnamensis FCO369
. viethamensis FCO370
. vietnamensis FCO369
. viethamensis FCO369

. vietnamensis FCO369

Page 12

W W 0 0 0 W W 0 W m W 0 W 0 0 0 0 0000 W O 0 0000 0 0 0 0 0 0 0 0 OO W O W W W@ W @

. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. pseudomallei 668
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. thailandensis E264
. viethamiensis G4

. vietnamiensis G4

. viethamiensis G4

. vietnamiensis G4

. viethamiensis G4

. vietnamiensis G4

. viethamiensis G4

. vietnamiensis G4

320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
320373 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
271848 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced
269482 Uninduced



Sample Spot Number Comp.

10
10
10
108
10
10
10
10C
10
108
10A
10
10
108
10B
10
10
10
10
10
11C
11C
11C
11B
11
11C
11C
11
11
11B
11A
11C
11C
11B
11B
11
11
11C
11
11
11
11
11
11
11C
11
11
11
11
12
12
12C
12C
12
12
12
12C

11 Comp04
111 Comp04
111 Comp04
131 Compl8B
135 Comp04
154 Comp04B
154 Comp04B
155 Comp04B
159 Comp15
174 Compl9B
207 Comp19B

25 Comp4

25 CompO04A

27 Comp4B

27 Comp4B

47 Comp4

47 Comp4

62 CompO04A

67 Comp19A

91 Comp1l8
108 Comp5B
112 Comp20B
131 CompO05A
137 Comp05B
139 Comp5B
150 Comp05B
155 Comp05B

16 Compl8
161 CompO05
184 Comp05B

19 Comp05B
191 Comp18C
208 Comp18
218 Comp05B
218 Comp05B

22 Comp5B

22 Comp5B
240 Comp5B
241 Comp5B
241 Comp5B
243 Comp18C

47 CompO05B

49 Comp05B

57 Comp05B

72 Comp20B

78 Comp18C

78 Comp18C

81 Comp05B

90 Comp05B

1
101 Comp06B
117 CompO6A
154 Comp19C
156 Comp06B
160 Comp06B
167 Comp06B
171 Compl7A

WB81XWH-07-2-0112_Supplement

Comp description
increased (i.e. Up) in 1126bl vs. 1126b
increased (i.e. Up) in 1126bl vs. 1126b
increased (i.e. Up) in 1126bl vs. 1126b
Unique to 10vs 11

increased (i.e. Up) in 1126bl vs. 1126b
increased (i.e. Up) in 1126bl vs. 1126b
increased (i.e. Up) in 1126bl vs. 1126b
Increased in 10 vs 4

unique (Only) in GB8l vs. 1126l
Unique to 10 vs 12

Unique to 10 vs 12

unique (Only) in 1126bl vs. 1126b
unique (Only) in 1126bl vs. 1126b
Increased in 10 vs 4

Increased in 10 vs 4

increased (Up) in 1126bl vs. 1126b
increased (Up) in 1126bl vs. 1126b
increased (Up) inin 1126bl vs. 1126b
Unique to 10 vs 12

unique (Only) in 1126bl vs. E254I
Increased in 11 vs 5

Unique to 11 vs 12

Uniqueto 11vs5

Increased in 11vs 5

Increased in 11 vs 5

Increased in 11vs 5

Increased in 11 vs 5

unique (Only) E264I vs. 1126bl
increased (Up) in E254l vs. E254
Increased in 11vs 5

Increased in 11 vs 5

Unique to 11 vs 10

Unique to E264l vs

Increased in 11vs 5

Increased in 11 vs 5

Increased in 11vs 5

Increased in 11 vs 5

Increased in 11vs 5

Increased in 11 vs 5

Increased in 11vs 5

Unique to 11 vs 10

Increased in 11vs 5

Increased in 11 vs 5

Increased in 11vs 5

Unique to 11 vs 12

Unique to 11 vs 10

Unique to 11 vs 10

Increased in 11vs 5

Increased in 11 vs 5

Increased in 12 vs 6
Unique to 12 vs 6
Unique to 12 vs 10
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Uniqueto 12 vs 7

Page 13

OLD TIGR Possible Associations sea

found on USAMRIID datak

confirmed and corrected |
confirmed and corrected |
comp20b (i.e., E256I vs.FC



12C
12D
12D
12C
12
12
NR
12
12C
12C
12C
12C
12C
12C
12C
12C
12D
12C
6C
6C
6C
6C
6C
NR

(2}

7A
7A
7B

7B
78
7B
7A
7A
7A
7A
7C
7C
7C
7C
7C
7C
7A
7A
7A
7C
7C
7C
7A

~

8C
8B
8B
8C

197 Comp1l7C
198 Comp1l7C
198 Comp17C
218 Comp19C
22 Comp6B
22 Comp6B
26 Compl7C
37 Comp06B
39 Comp06B
39 Comp06B
46 Comp06B
73 Comp06B
83 Comp06B
83 Comp06B
89 Comp06B
24 CompO06A
93 CompO06A
44 Comp06B
102 Comp06C
118 Comp25C
118 Comp25C
125 Comp26C
136 Comp23C
15 Comp03B
69
69
99 Comp06C
101 Comp01B
132 Compl7B
134 Compl7B
142 Comp7B
153 Comp01B
153 Comp01B
153 Comp01B
142 Comp13B
167 Compl13B7
167 Comp13B7
167 Comp13B7
178 Comp16B7
179 Compl6B7
19 Compl7B
20 Comp08B
20 Comp08B
27 Comp1l5B
31 Compl7B
31 Compl7B
59 Comp13B7
63 Comp078B
69 Comp15B
9 CompO01A
95 Comp08B
97 Comp01B
97 Comp01B
12
124 Comp02B
131 Comp09B
131 Comp09B
133 Comp02B

WB81XWH-07-2-0112_Supplement

Unique to 12 vs 7
Uniqueto 12 vs 7
Unique to 12 vs 7
Unique to 12 vs 10
Increased in 12 vs 6
Increased in 12 vs 6
Uniqueto 12 vs 7
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Increased in 12 vs 6
Unique in 12 vs 6
Unique in 12 vs 6
Increased in 12 vs 6
Unique to 6 vs 12
Unique to 6
Unique to 6
Uniqueto 6vs 5
Unique to 6 vs 12
Increased in 9 vs 3

Unique to 6 vs 12
Increased in 7vs 1
Unique to 7 vs 12
Unique to 7 vs 12
Unique to 7 vs 8
Increased in 7vs 1
Increased in 7vs 1
Increased in 7vs 1
Uniqueto 7vs 8 and 9
Uniqueto 7vs 8 and 9
Unique to 7vs 8 and 9
Uniqueto7vs8and9
Unique to 7 vs 11
Uniqueto 7 vs 11
Unique to 7 vs 12
Uniqueto7vs9
Uniqueto 7vs9
Unique to 7 vs 10
Unique to 7 vs 12
Unique to 7 vs 12
Unique to 7vs 8 and 9
Unique to 7 vs 8
Unique to 7 vs 10
Uniqueto7vs 1
Uniqueto 7vs9
Increased in 7vs 1
Increased in 7vs 1

Increased in 8 vs 2
Uniqueto 8vs 9
Uniqueto 8vs 9
Increased in 8 vs 2

Page 14

not recorded as having be

no spectrum but all other

found by matching spot v«



133 Comp02B
136 Comp02
136 Comp02
141 Comp07C
144 Comp09B
16 Comp1l3
161 Comp02B
161 Comp02B
167 Comp2B
167 Comp2B
172 Comp02B
181 Comp02A
183 Comp13B8
191 CompO02A
191 CompO02A
206 Comp02B
29 Comp09B
30 Comp13B8
318 Comp02B
53 Comp02B
53 Comp02B
57 Comp2B
78 Comp7C
1 Comp13B9
119 Comp8C
12 Comp09C
12 Comp09C
121 CompO03A
121 CompO03A
162 Comp03B
162 CompO03B
164 Comp03B
165 Comp09C
165 Comp09C
165 Comp09C
182 CompO03A
183 CompO03B
279 Comp03B
294 Comp08C
294 Comp08C
3 Comp03B
48 Comp03A
78 Comp3B
11 Compl4

11 Compl4
11 Compl4
11 Compl4
11 Compl4
73 Comp01C
73 Comp01C
73 Comp01C

WB81XWH-07-2-0112_Supplement

Increased in 8 vs 2

Increased in 8 vs 2

Increased in 8 vs 2

Uniqueto 8 vs 7

Uniqueto 8 vs 9

unique (Only) in GB6I vs. GB8I & GB5I

Increased in 8 vs 2

Increased in 8 vs 2

Increased in 8 vs 2

Increased in 8 vs 2

Unique to 8 vs 2

Increased in 8 vs 2

Unique to8vs 7and 9

Unique to 8 vs 2

Unique to 8 vs 2

Increased in 8 vs 2

Uniqueto 8vs 9 unique to 8 vs 9 according
Unique to GB6 induced vs GB8 induced and GB5 induced

Increased in 8 vs 2

Increased in 8 vs 2

Increased in 8 vs 2

Increased in 8 vs 2

Unique to 8 vs 7

Unique to GB5I vs GB8l and GB6I

Uniqueto9vs 7

Unique to9vs 8

Unique to 9 vs 8

Uniqueto9vs 3

Uniqueto9vs 3

Increased in 9 vs 3

Increased in9 vs 3

Increased in 9 vs 3

Unique to 9 vs 8

Unique to 9 vs 8

Unique to 9 vs 8

Uniqueto9vs 3

Increased in 9 vs 3

Increased in 9 vs 3

Increased in9vs 3

Increased in 9 vs 3

Uniqueto9vs 7

Uniqueto9vs 3

Increased in9vs 3

Unique to GB8 uninduced vs GB6 ur chaperone protein DnaK (dnaK) {E
Unique to GB8 uninduced vs GB6 ur chaperone protein DnaK (dnaK) {E
Unique to GB8 uninduced vs GB6 ur chaperone protein DnaK (dnaK) {E
Unique to GB8 uninduced vs GB6 ur chaperone protein DnaK (dnaK) {E
Unique to GB8 uninduced vs GB6 ur chaperone protein DnaK (dnaK) {E
arginine deiminase (arcA) [3.5.3.6]
arginine deiminase (arcA) [3.5.3.6]

arginine deiminase (arcA) [3.5.3.6]

Uniqueto lvs7
Uniqueto 1lvs7
Uniqueto lvs7
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1B
1B
1B
1B
1B
1B
1B
1B
1B
1B
1B
1B
1B

NR
NR
NR
NR
NR
1B

1B
1B
1B

NR
1B

1B
1B
1B

1B
1C

1C
1C
1B
1C
1C
1C

1C
1C
1C
1B

1B
1B
1C
1C
1C
1C
1C
1C
1C
1C

52 Comp10B
52 Comp10B
52 Comp1l0B
52 Comp10B
55 Comp22B
55 Comp22B
55 Comp22B
55 Comp22B
96 Comp1l0B
96 Comp10B
97 Comp23B
97 Comp23B
97 Comp23B
112 Comp23A
112 Comp23A
112 Comp23A
112 Comp23A
112 Comp23A
117 Comp21B
117 Comp21B
117 Comp21B
117 Comp21B

131 Comp23
161 Compl0A
166 Comp21B

166 Comp21B
175 Comp22B
175 Comp22B

231 Comp01C
8 Comp23B

8 Comp23B
26 Comp10B
27 CompllB
41 Comp01C
41 Comp01C
41 Comp01C

51 CompllB
60 Comp01C
60 Comp01C
99 Comp23B

99 Comp23B

99 Comp23B
111 Comp21
111 Comp21
111 Comp21
111 Comp21
111 Comp21
111 Comp21
111 Comp21
111 Comp21
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Unique to 1vs 2
Unique to 1 vs 2
Unique to 1vs 2
Unique to 1vs 2
Uniqueto 1lvs5
Uniqueto1lvs5
Uniqueto 1lvs5
Uniqueto1lvs5
Unique to 1vs 2
Unique to 1 vs 2
Uniqueto 1vs 6
Unique to 1vs 6
Uniqueto 1vs 6
Commonto1land6
Commonto land6
Commonto1land6
Commontoland6
Commonto1land6
Uniqueto1vs4

Uniqueto 1vs4
Uniqueto 1lvs4
Uniqueto 1vs4

Unique (Only) to GB8 vs FCO369

Commonto1land?2
Uniqueto 1lvs 4
Uniqueto 1vs4
Uniqueto 1vs5
Uniqueto1lvs5

Uniqueto 1vs7
Unique to 1vs 6

Uniqueto 1vs 6
Unique to 1 vs 2
Uniqueto1lvs3
Uniqueto1lvs7
Uniqueto lvs7
Uniqueto 1lvs7

Uniqueto1lvs3
Uniqueto1lvs3
Uniqueto1lvs3
Uniqueto 1vs 6

Uniqueto 1vs 6
Uniqueto 1vs 6
Uniqueto 1lvs4
Uniqueto 1vs4
Uniqueto 1lvs 4
Uniqueto 1vs4
Uniqueto 1lvs4
Uniqueto 1vs4
Uniqueto 1lvs 4
Uniqueto 1lvs4
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glutamine synthetase, type | (gInA
glutamine synthetase, type | (gInA
glutamine synthetase, type | (gInA
glutamine synthetase, type | (gInA
trigger factor (tig) [5.2.1.8] {Burkhc
trigger factor (tig) [5.2.1.8] {Burkhc
trigger factor (tig) [5.2.1.8] {Burkhc
trigger factor (tig) [5.2.1.8] {Burkhc
isocitrate dehydrogenase, NADP-c
isocitrate dehydrogenase, NADP-c
isovaleryl-CoA dehydrogenase (ivt
isovaleryl-CoA dehydrogenase (iv¢
isovaleryl-CoA dehydrogenase (ivt
acetylornithine aminotransferase (arg
acetylornithine aminotransferase (arg
acetylornithine aminotransferase (arg
acetylornithine aminotransferase (arg
acetylornithine aminotransferase (arg
conserved hypothetical protein {Bt

conserved hypothetical protein {Bt
conserved hypothetical protein {Bt
conserved hypothetical protein {Bt

translation elongation factor Ts (tsf) {
spot 161 volume 23.925 fi
ferredoxin--NADP reductase (fpr) |

ferredoxin--NADP reductase (fpr) |
antioxidant, AhpC/Tsa family {Bur}
antioxidant, AhpC/Tsa family {Bur}

phasin family protein {Burkholderia v
polyribonucleotide nucleotidyltrans

polyribonucleotide nucleotidyltrans
acetyl-CoA carboxylase, biotin car
prolyl-tRNA synthetase (proS) [6.1
chaperonin, 60 kDa (groEL) {Burkl
chaperonin, 60 kDa (groEL) {Burkl
chaperonin, 60 kDa (groEL) {Burkl

glutamine synthetase, type | (gInA) [6
glutamine synthetase, type | (gInA) [6
isocitrate dehydrogenase, NADP-c

isocitrate dehydrogenase, NADP-c
isocitrate dehydrogenase, NADP-c
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme
syringomycin biosynthesis enzyme



2A

2A
2A
2A
2A

2A

2C
2C
2C
2C
2C
2C
2C
2C

3C
3C

3C
3C
3C

140 Comp02C

177 Compl0C
177 Compl0C
177 Comp1l0C
177 Comp10C

Comp02C

37 Comp1l0C
61 Comp02C
61 Comp02C
61 Comp02C
102 Comp02C
102 Comp02C
102 Comp02C
102 Comp02C

176 Compl4
176 Compl4

296 Comp03C
9 CompllC

9 CompllC

9 CompllC
51 Comp03C

324 Comp03C
324 Comp03C
330 Compll
330 Compll
338 Compll
338 Compll
338 Compll
339 Comp1l2

40 Comp04C
119 Comp04C
119 Comp04C
119 Comp04C
119 Comp04C
119 Comp04C
119 Comp04C
119 Comp04C
120 Comp25B
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Unique to 2 vs 8 translation elongation factor Tu (tu

Uniqueto2vs 1
Uniqueto2vs 1
Uniqueto2vs 1
Uniqueto2vs 1

Unique to 2 vs 8

acetyl-CoA carboxylase, biotin car
extracellular nuclease, putative {Bi
extracellular nuclease, putative {BI
extracellular nuclease, putative {Bi
glycerol kinase (glpK) [2.7.1.30] {B
glycerol kinase (glpK) [2.7.1.30] {E
glycerol kinase (glpK) [2.7.1.30] {B
glycerol kinase (glpK) [2.7.1.30] {E

Unique to GB6 uninduced vs GB8 urisocitrate dehydrogenase, NADP-dep:
Unique to GB6 uninduced vs GB8 ut isocitrate dehydrogenase, NADP-dep:

Uniqueto2vs 1
Unique to 2 vs 8
Unique to 2 vs 8
Uniqueto 2 vs 8
Unique to 2 vs 8
Uniqueto 2 vs 8
Unique to 2 vs 8
Uniqueto 2 vs 8

Uniqueto3vs9
Unique to GB5 uninduced vs GB8 ur acetyl-CoA carboxylase, biotin car
Unique to GBS uninduced vs GBS8 ur acetyl-CoA carboxylase, biotin car
Unique to GB5 uninduced vs GB8 ur acetyl-CoA carboxylase, biotin car
Uniqueto3vs9

isocitrate dehydrogenase, NADP-c
Unique to 3 vs 9 isocitrate dehydrogenase, NADP-c
Unique to GBS uninduced vs GB8 ur carbohydrate porin, OprB family {E
Unique to GB5 uninduced vs GB8 ur carbohydrate porin, OprB family {E
Unique to GB5 uninduced vs GB8 ur syringomycin biosynthesis enzyme
Unique to GB5 uninduced vs GB8 ur syringomycin biosynthesis enzyme
Unique to GB5 uninduced vs GB8 ur syringomycin biosynthesis enzyme
Unique to GB5 uninduced vs GB6 ur rod shape-determining protein Mre

Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 6

Uniqueto3vs9
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4C
4C

4C
4C
4C
4C
4C
4C

4C
4C
4C
4C
4C
4C
4C
4C
5B
5B
5B
5B
5B
5B
5B
5B
5B

5B
5B
5B
5B
5B
5B
5B

5B
5B
6B
6B
6B
6B
6C
6C
6C

6C

134 Comp25B
144 Comp25B
182 Comp21C
182 Comp21C
182 Comp21C
194 Comp24B
194 Comp24B
194 Comp24B
208 Comp21C
208 Comp21C
213 Comp21C
213 Comp21C
221 Comp21C
42 Comp04C
42 Comp04C
42 Comp04C
42 Comp04C
42 Comp04C
Comp05C
Comp05C

12 Comp24C
Comp22C

29 Comp05C
29 Comp05C
29 Comp05C
29 Comp05C
55 Comp26B
63 Comp05C
71 Comp22C
75 Comp22C
90 Comp22C
105 Comp05C
105 Comp05C
123 Comp05C
134 Comp26B
134 Comp26B
Comp23C
Comp23C
Comp23C
Comp23C

12 Comp25C
38 Comp25C
64 Comp06C
64 Comp06C

WB81XWH-07-2-0112_Supplement

Unique to 4 vs 6
Uniqueto 4 vs 6
Uniqueto4vs 1
Uniqueto4vs 1
Uniqueto4vs 1
Uniqueto4vs5
Uniqueto4vs5
Uniqueto4vs5
Uniqueto4vs1
Uniqueto4vs1
Uniqueto4vs1
Uniqueto4vs 1
Uniqueto4vs1
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Unique to 4 vs 10
Uniqueto 5vs 11
Unique to5vs 11
Uniqueto 5vs 4
Uniqueto5vs 1
Uniqueto5vs 11
Uniqueto5vs 11
Uniqueto5vs 11
Uniqueto5vs 11
Unique to5vs 6
Uniqueto5vs 11
Uniqueto5vs 1
Uniqueto5vs 1
Uniqueto5vs 1
Unique to 5vs 6
Unique to5vs 6
Uniqueto5vs 11
Unique to5vs 6
Unique to5vs 6
Uniquetobvs 1
Uniqueto6vs 1
Uniqueto6vs 1
Uniquetobvs 1
Uniqueto 6vs. 4
Uniqueto6vs. 4
Unique to 6 vs 12
Unique to 6 vs 12
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electron transfer flavoprotein, alph
conserved hypothetical protein {Bt

conserved hypothetical protein {Bt
conserved hypothetical protein {Bt
conserved hypothetical protein {Bt
serine-type carboxypeptidase fami
serine-type carboxypeptidase fami
serine-type carboxypeptidase fami
serine-type carboxypeptidase fami
serine-type carboxypeptidase fami

serine-type carboxypeptidase fami

translation elongation factor Ts (ts'
conserved hypothetical protein {Bt
3-oxoadipate CoA-succinyl transfe
3-oxoadipate CoA-succinyl transfe
universal stress protein family {Bui
heat shock protein HtpG (htpG) {B
heat shock protein HtpG (htpG) {B
PspA/IM30 family protein {Burkhol

ATP synthase F1, beta subunit (atpD)
argininosuccinate synthase (argG) [6..

COGO0554: Glycerol kinase [Burkholde
malate dehydrogenase (mdh) [1.1.1.3
NADH dehydrogenase I, C subuni

NADH dehydrogenase I, C subuni
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