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Abstract 
In order for cloud computing infrastructures to be successfully deployed in real world scenarios as tools 

for crisis and catastrophe management, where large amounts of dynamic information – even real time 

information have to be processed, novel algorithm designs, that can address the challenges of resource 

dynamism, scalability and virtualization in cloud environments, are needed. The overarching goal of this 

project is the design and development of a flexible mathematical modeling framework for the cloud 

infrastructure that can also leverage existing mathematical representations (e.g. graph theory), 

performance models (e.g. network models) and analysis tools (e.g. statistical analysis). In pursuit of this 

goal, we conducted an initial study to understand the impact of various cloud hardware and job 

parameters on performance. As part of this study, a cloud simulation environment on 32 compute nodes 

was used to run test programs under varying load conditions. The results and analysis of the initial 

performance study was used to explore adaptive algorithms designs for social network analysis for large 

and dynamic networks. We also identified a scenario, based on the challenging and computationally 

intensive problem of modeling resilience of social groups that we will use to validate our cloud modeling 

framework. It is worth noting that while the original performance period was 3 years, the project had a 

truncated performance period of less than 16 months. 

1 Statement of the Problem Studied 
As cloud computing becomes the dominant computational infrastructure[1] and cloud technologies make 

a transition to hosting applications that process large and dynamic information[2], there is a need for a 

novel high performance computing (HPC) algorithm design and performance analysis framework that will 

guide the deployment of mission critical real world scenarios such as crisis and catastrophe management. 

Over the three year performance period of the project, our overarching goal is to develop an algorithmic 

design and performance analysis framework that addresses the challenges of optimizing performance of 

HPC algorithms such as dynamically changing resources in cloud environments. We seek to design a 

flexible framework that allows for incorporating design features that will allow algorithms adapt to 

changing cloud environment by picking between different strategies such as in-memory and on-disc 

computation and between fine grained and coarse grained solutions. The flexible framework will also help 

in incorporating third party analyses tools and methodologies. 

 



1.1 Project Research Objectives 
The research objectives of the project are1: 
 

1. Formulate rigorous mathematical models representing technological capabilities and resources 
in cloud computing for performance modeling and prediction especially under crises and 
catastrophe scenarios. 

2. Develop algorithms to optimize performance when a cloud is under real-time emerging 
scenarios.  

3. Initial investigation into methodologies to construct social networks based on cloud access and 
utility of users.  

4. Validation of the models and algorithms.  

1.2 Major Research Foci and Accomplishments 
The project had a truncated performance period of less than 16 months. The major research 
accomplishments are summarized below. We also discuss the important research accomplishments in 
more detail in a later section. 
 
1) Initial representations for infrastructure clouds: We focused on determining the critical performance 
parameters in a generic cloud environment. Parallel performance modeling techniques based on the LogP 

model [3], which is a communication model for distributed memory architectures, were used to study 
changes in network parameters such as latency with varying loads and computational resources. These 
can be used in graph representations that also take into account other performance parameters, such as 
overhead due to virtualization and load, for performance prediction.  
 
2) Initial validation tests for basic cloud model: We used a cloud simulation on 32 compute nodes to study 
the performance of test problems under varying load conditions. Matrix multiplication in the ScaLAPACK 
libraries[4-5] was used as a test problem. The impact of communication and virtualization factors on the 
run time was studied. The results and analyses from this initial validation test are being used in the design 
and performance prediction of social network analysis algorithm with specific focus on ego-betweenness 
centrality algorithm. An initial design of the ego-betweenness algorithm has been implemented. 
 
3) Sub-models to represent crises/catastrophe scenarios: In keeping with our objective to develop sub-
models for complex, dynamically changing real world catastrophe scenarios[6], we explored the possibility 
of cross-leveraging our work in modeling resilience of communities, which was conducted as part of a 
DOD project.  

Background 
As part of this project we seek to leverage anytime-anywhere algorithms[7-8] to address the challenges 

of processing extremely large and dynamic data on cloud infrastructures.  We will now discuss the 

properties of anytime and anywhere algorithms and provide a description of the anytime anywhere 

algorithm framework that we seek to leverage for this project.  The concept of anytime algorithms is not 

new. In fact there has been substantial research work in various sub-domains in computer science 

especially agent planning[9] and heuristic search[10] . Anytime algorithms can be interrupted at any point 

during its execution, and still provide a viable or approximate solution. The viability of the solution is 
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measurable, and is usually termed as quality. One of the important characteristics of the anytime 

algorithms is that the quality of the solutions produced is monotonically non-decreasing with respect to 

the amount of processing. Therefore, the more time the algorithm is allowed to progress, the better its 

solution. Also the quality of the anytime algorithm are useful tools when processing large problem 

instantiations within time and resource bounds as it can provide at least a partial solution, where ordinary 

algorithms would fail to provide any solution at all. The partial solutions produced due to the anytime 

property is critical for enabling the anywhere property of our algorithm design methodology. Anywhere 

algorithms[8, 11] have the ability to incorporate complete or partial solutions produced by some other 

algorithm/methodology/processor in its local solutions. Anywhere property also refers to the ability to 

incorporate dynamic changes in the algorithm input with minimal overhead. It is here that the partial 

solutions generated by the anytime aspect become useful as the partial solutions can be reused to reduce 

computational overheads and recalculations triggered due to dynamic data. 

1.3 Anytime Anywhere Framework 
The anytime anywhere algorithm framework [1, 2, 6] is a generic framework that was used to design social 

network analysis (SNA) algorithms in large scale parallel and distributed environments, and has been 

validated for All-Pairs-Shortest-Paths (APSP), centrality and maximum clique problems with large and 

dynamic social networks in a cluster computing environment. The original anytime anywhere framework 

was developed through support by a prior DOD grant, and in this project, we focused on how to effectively 

adapt this for the cloud catastrophe environment. The algorithm designed using this framework go 

through the following phases. 

1. Domain Decomposition (DD): The technique used to partition the graph should lead to a balanced 

partition and minimal inter-processor communication. Balancing the load is a challenge as the 

computations required for the network vertices vary, and depends on the graph algorithm and the vertex 

connectivity. Therefore partitioning algorithm should seek to minimize the number of edges that need to 

be cut when assigning network vertices to compute nodes. Selecting the optimal partitions in many cases 

is NP-Complete. In order to reduce the overhead of graph partitioning, domain decomposition may use 

heuristics to generate the sub-graphs. Such heuristics may use the idea of cut edges to minimize the 

number of edges that need to be disconnected to form the sub-graphs, and therefore reducing potential 

communications between compute nodes.  

2. Initial Approximation (IA): This phase deals with calculating partial results using information local to 

each compute node. Therefore, the results are quick and coarse grained approximations of the final 

results. The quality or accuracy of the approximations with respect to the final results are also dependent 

on the partitions generated during domain decomposition. The initial approximation phase generally 

complete quickly with respect to the other two phases. The local graphs and results are then shared with 

other processors in the recombination phase to refine the results and converge to the final results.  

3. Recombination Phase (RC): The third and final phase has two objectives. The first objective is to share 

the partial results generated during the IA phase and refine the local results. Through an iterative process 

of communication and assimilation of partial results, the local results are refined to the final value. The 

second objective is to incorporate the dynamic changes in the inputs. The changes are first incorporated 

in the local computation of the respective compute nodes, and then propagated to other compute nodes.   



2 Research Results Summary 
As discussed previously, the project, with the original performance period of 3 years, had a truncated 

performance period of less than 16 months due, in part, to the departure of the research team to a 

different organization.  

For this project, we considered two major research foci: 1) initial study of test problems under varying 

load conditions to understand its impact on performance parameters, and 2) initial design of SNA 

algorithms for extremely large (millions of nodes and billions of edges) and dynamically changing graphs 

with specific focus on k order ego-Betweenness centrality measures. During the second year, the focus 

was on identifying a relevant scenario in the domain of catastrophe planning with an application on the 

cloud computing platform. The objective of the initial performance studies was to determine the critical 

cloud parameters that are most relevant for formulating performance models. We also conducted 

experiments using traditional high performance computing (HPC) benchmarks such as ScaLAPACK[5], and 

study the variation in these metrics with different problem sizes and varying resources (processors and 

network characteristics). The goal was to gain an insight into specific problems of cloud infrastructures 

such as VM overhead and contention for resources within a compute node. We also wanted to lay the 

ground work for studying the impact of extreme conditions such as crises and catastrophes on cloud 

performance. We were also interested in understanding how partial failures in cloud infrastructure can 

impact performance of application, and in developing techniques and design paradigms to mitigate the 

impact of such events. However, we note that the results for the first and second studies, described below, 

are preliminary, and will be refined, as appropriate, as part of future work. 

We conducted the initial performance study using a cloud simulation environment called CloudStack. The 

experimental setup consisted of 32 dual processor Xeon processors (with 8 cores) and 10 GBPS Ethernet 

network. The Virtual Machines (VMs) in the CloudStack2 are installed on top of a hypervisor program. The 

experiments were conducted using the matric multiplication kernel called DGEMM from the ScaLAPACK 

library as the test problem. Instrumentation code was added to the kernel to collect test data such as the 

computation and communication times.  The experiments are conducted using the Message Passing 

Interface (MPI). The conditions in the cloud environment was varied by changing the background traffic, 

and performance results were gathered for different conditions. In the first study, we focused on studying 

the variations of the L, o, g performance parameters when moving from VMs that run on the host OS to 

VMs that run on the hypervisor middle ware (guest OS). These parameters are part of a well-known 

parallel distributed memory modeling framework called LogP[3]. LogP performs best in lightly loaded 

networks that are commonly found in low contention environments such as cluster computing 

environments. The cloud, on the other hand, seeks to optimize availability of computing resources and 

this comes at the price of varying load on processors, and contention of network resources. By studying 

the effects of varying cloud resources and the cloud architecture on L, o, and g values, we will be able to 

formulate realistic analytical models of cloud performance. We compared the values of L, o, g for VMs 

running on host machines with those for VMs on guest machines. These values are calculated by 

measuring the time taken to send a unit message between two VMs. This time is a combination of the 

latency and the overhead. Latency is caused by network based factors such as routing delay, and the 

overhead is caused by message preparation operations (creation of a message buffer and copying of the 
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message). The results (Figure 1, Table 1) show that the gap parameter g does not change for the VMs 

running on the guest machines or host machines. This is because g depends solely on the network 

bandwidth, and this remains the same for both the types of VMs.   On comparing the value of the overhead 

parameter o, we see that guest VM has a much larger value for o than the host machine. This due to the 

fact that message buffers are created by system calls that have to go through the extra layer of the 

hypervisor in the guest VMs leading to delays. However the largest differences are seen for the latency 

parameter L. This is largely due to the contention between the guest VM and the host OS for system 

resources. This is borne out when the experiments are repeated with 11 co-located guest VMs (Figure 2, 

Table 2).  With large number of VMs sharing system resources, there is increased contention, which in 

turn leads to higher values of L.  However when we compare the performance parameters between 1, 8 

and 11 co-located VMs (Figure 3 L, o, g values with varying co-located guest VMs4Table 3), we see that 1 

and 8 co-located VMs have similar L, o, g values. This is because in both the cases, each processor core is 

assigned to at most one virtual machine and there is not overhead due to context switching. On the other 

hand, 11 co-located VMs have a drastically high values for L caused by high processor contention. Our 

conclusion is that contention for processor cycles by co-located VMs has a large impact on L, and that the 

values for o and g do not vary much with increasing number of co-located VMs.  

 

Figure 1  L, o, g values with no co-located VMs3 

 g(µs) L(µs) o(µs) 

Host 0.009 26.209 8.900 

VM 0.011 149.325 115.300 
Table 1  L, o, g values with no co-located VMs3 
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Figure 2 L, o, g values with 11 co-located VMs4 

 g(µs) L(µs) o(µs) 

Host 0.009 17.799 9.150 

VM 0.012 453.016 117.950 
Table 2 L, o, g values with 11 co-located VM04 

 

Figure 3 L, o, g values with varying co-located guest VMs4 
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 No co-located VMs 8 co-located VMs 11 co-located VMs 

g(µs) 0.0107 0.015 0.119 

L(µs) 149.32 153.99 453.016 

o(µs) 115.3 116.2 117.95 
Table 3 L, o, g values for varying sizes of co-located guest VMs5 

The second study focused on the variation in computing and communication costs of test problems due 

to varying loads in the cloud environment. We used the parallel matrix multiplication kernel (ScaLAPACK 

DGEMM kernel) as the test problem. We also developed a traffic simulation program that simulated 

different traffic loads in the cloud. The simulator program used a combination of matrix multiplication 

and all-to-all broadcast (MPI libraries) to generate the traffic conditions. We calculated the computation 

and communication times under light, medium, heavy and zero traffic. We also varied the number of 

processor used in the simulations. Figure 4(Table 4) and Figure 5 (Table 5) show the difference in 

computation and communication time taken for running a parallel matrix multiplication kernel 

(ScaLAPACK DGEMM kernel) under varying workloads. As expected, we see the general trend from the 

results (Figure 4, Table 4) is that the computation time does not vary widely under different traffic 

conditions. The results for the communications times (Figure 5, Table 5) also demonstrate that 

communication time increases considerably in heavy traffic conditions. Future work will look into methods 

to analytically represent these trends in communication and computation times due to resource 

contention in our cloud performance model. 

 

Figure 4 Computation time for parallel matrix multiplication on square matrix (n=10000)5 
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No. of processors No Traffic (S)  Light Traffic (S) Medium Traffic (S) Heavy Traffic (S) 

4 449.7 446.92 483.3 284.74 

9 200.33 206.91 214.96 163.44 

9 116.59 121.19 123.69 108.44 

25 75.46 79.11 78.06 71.3 

Table 4 Computation time for parallel matrix multiplication on square matrix (n=10000)6 

 

 

Figure 5 Communication time for parallel matrix multiplication on square matrix(n=10000) under varying workload6 

No. of processors No Traffic (S)  Light Traffic (S) Medium Traffic (S) Heavy Traffic (S) 

4 68.66 74.85 88.72 259.62 

9 55.37 55.26 67.97 190.63 

9 42.96 45.2 50.43 154.55 

25 32.12 35.14 37.63 140.9 

Table 5 Communication time for parallel matrix multiplication on square matrix of (n=10000) under varying workload6 

Social networks [13-15] use the graph theoretic notions of nodes and edges to represent complex social 

structures and relationships. Tools for analyzing social networks called social network analysis (SNA) have 

been formulated and have been successful in gaining new insights to challenging questions in social 

interactions. SNA techniques are able map abstract social concepts to quantitative measures that can be 

used to generate explanations, and even predictions. Centrality forms a widely used class of SNA measures 

called centrality. Centrality measure aims to quantify the importance of a node to its social network. One 

of the major centrality measure is betweenness centrality. 
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Betweenness Centrality: of a vertex 𝑉𝑖 is calculated by finding the fraction of the shortest paths between 

all pairs of vertices in the graph that the vertex is a part of. Due to the time and memory complexity of 

finding the all pairs shortest paths, an approximation in the form of ego-Betweenness centrality can be 

used. An ego network of degree K for a vertex (called the ego vertex) is the sub-graph induced by the 

vertices (called alters) that are at a distance k or less from the ego vertex. Given a graph G(V, E,w) where 

𝑉 is the set of nodes, 𝐸 is the set of all edges between the nodes in 𝑉  and 𝑤 is the set of weights for the 

edges. As mentioned before, the ego network of order k of a vertex 𝑉𝑖 is a sub-graph  Gi
k(Vi

k, Ei
k, wi

k) 

induced from 𝐺 using the vertex set Vi
k , which is the set of nodes in 𝐺 that are at a distance 𝑘 or less from 

𝑉𝑖. Using the definition of Ego-Betweenness centrality of a node 𝑉𝑖 as the fraction of the all pairs shortest 

paths that pass through it, the Ego-Betweenness centrality 𝐶𝑒𝑔𝑜(𝑣𝑖) can be formulated as: 

𝐶𝑒𝑔𝑜(𝑣𝑖) = ∑∑
𝑆𝛼,𝛽(𝑣𝑖)

𝑆𝛼,𝛽

|𝑉𝑖
𝑘|

𝛽=1
𝛽≠𝑖≠𝛼

|𝑉𝑖
𝑘|

𝛼=1

 

where, 

𝑆𝛼,𝛽: no. of shortest paths in 𝐺𝑖
𝑘 between nodes 𝑣𝛼 ,  𝑣𝛽 ∈ 𝑉𝑖

𝑘  

𝑆𝛼,𝛽(𝑣𝑖): no. of shortest paths in 𝐺𝑖
𝑘 between nodes 𝑣𝛼,  𝑣𝛽  that pass through 𝑣𝑖. 

Our work in the first year of the project was to lay the foundations for a generic algorithm design 

framework for cloud computing. Initial designs of the betweenness algorithm that can adapt to changing 

resources and time constraints in the cloud were formulated. The next step was to identify a modeling 

problem where the anytime anywhere algorithm can be used in a cloud computing environment. 

We explored the challenging problem of modeling the social resilience of communities during 

catastrophes as a potential validation scenario for our performance model.  We cross-leveraged work on 

modeling social resilience that was conducted as part of another DoD project lead by the PI. Modeling 

social resilience is a challenging research problem. Myriad socio-cultural factors can have an impact on 

social resilience, and the emergent social structures and processes are very often hard to predict. 

Incorporating relevant factors in the models, and representing their influences on resilience are also 

modeling challenges. We explored cross leveraging the resilience models of the Somali fisherman 

community, and its impact on piracy to validate our performance models for the cloud environment 

during catastrophes.  

3 Concluding Remarks 
The overall goals of this project is to formulate a mathematically modeling framework for the performance 

of cloud infrastructures during catastrophes. In the truncated performance period of the project, we 

focused on three research objectives: 1) Research initial representations for infrastructure clouds, 2) 

Construction of simple validation test for basic cloud model, and 3) Develop sub-models to represent 

crises/catastrophe scenarios. As the first step towards formulating the performance model, we conducted 

experimental studies to study the impact of processor and network contention on performance. We 

selected matric multiplication kernel from ScaLAPACK as the test problem for these experimental results. 

We also leveraged the LogP framework to study the variation of latency (L), overhead (o) and gap (g) 

parameters with different number of virtual machines in the cloud environment. We also explored the 



possibility of using resilience of communities as a validation domain for our cloud modeling framework. 

The initial results provided in this report has laid a strong foundation, and we will leverage these results 

in future work for formulating a performance model for cloud environments. Future publications that are 

built on the results presented in this report will contain appropriate attribution of the support provided 

by this project. 
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