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Abstract 

The DEOCS received responder data, which does not contain non-responses, directly through the 

survey as well as unit population data through DMDC. To estimate statistical characteristic of the 

population, the DEOCS team has merged the unit population data into survey data, which is a dataset of 

~260,000 cases. However, the non-responses rate is more than 60%, so the responder data may not be 

representative of population. In order to compensate for non-responses, weighting is needed to avoid 

bias. In order for computing post-stratification weights, the first step is to design and realize an 

algorithm by Python to re-construct the population. The second step is to compute weights. The last step 

is to weight response cases and analyze. Two methods were adopted in the process of computing 

weights. The first weighting method is to compute post-stratification weights from crosstabs. This 

method is used to compute two types of weights. The type 1 is weighting with respect to unit reference 

population. The type 2 is weighting with respect to the whole reference population. The second method 

is to use Logistic Regression approach to compute weights. SPSS decision tree with CHAID module has 

been used to compute the probabilities of predict factors for Logistic Regression. In the end, we compare 

the effects of the weights from these two different methods on distribution of variables. 
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1. Introduction 

Purpose/Statement of Problem: The DEOCS team has merged the unit population data into survey 

data. It is a dataset of 241,027cases, 310 variables as follows. Each row is for one responder. The data in 

red dotted box is group x gender crosstab, which is the reference population of unit.  

Table 1: Original Dataset 

 

In this dataset, there are several demographical variables, but we are interested in only two variables: 

“group”, which is rank of responders, and “gender”. The variable information is as follows: 

Table 2: Variable-Group 

Value 1 2 3 4 5 6 7 8 10 

Label E1-E3 E4-E6 E7-E9 W1-

W5 

O1-

O3 

O4-

O6 

Grade 

1-8 

Grade 9 -15 & 

SES 

Other 

Table 3: Variable-Gender 

Value 1 2 

Label Male Female 

 

However, in above dataset there exists a lot of non-responses. The responses rate is low ( < 40%).  How 

can we make our analysis meaningful in terms of whole population based on those responses? Or how 
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can we generalize our analysis results into whole population?  Having a representative sample of the 

population is of paramount importance. It is not unusual that a certain demographic characteristics of the 

sample is distributed different from the population. This difference introduces bias into any estimate we 

obtain from sample data because statistical procedures will give greater weight to these oversampled 

people.  

Design/methodology/approach: The solution to solve above “bias” is solved by post-stratification 

weight. However,  in order to calculate a post-stratification weight, we need an auxiliary dataset, that is 

reference population, to which we can compare the sample data. The dataset of this project has the 

reference population on unit level for group and gender, which is in red-dotted box in Table 1.  

The first and most import step of project is to reconstruct the whole population from unit reference 

population by Python in SPSS.  

The second step is to calculate weights. Two methods were adopted in the process of computing 

weights. The first method is to compute post-stratification weights from crosstabs. This method is used 

to compute two types of weights. The type 1 is computing weights with respect to unit reference 

population. The type 2 is computing weights with respect to the whole reference population. The second 

method is to use Logistic Regression approach to compute weight. SPSS decision tree has been used to 

compute the probabilities of predict factors for Logistic Regression. The dataset of re-constructed 

population was used to build the decision trees. Two variables were selected as the inputs for the 

decision trees. Two techniques were employed to build the decision trees - Chi-square automatic 

interaction detection (CHAID), the exhaustive chi-squared automatic interaction detector (ECHAID). 

The output of the decision trees was the classification of responders and non-responders based on 

independent variables - group, gender, and probabilities for responders and non-responders. Next, 

Logistic Regression model which has these probabilities as input, and a binary variable (responders-1; 
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non-responders-2) as dependent variable was adopted to curve these two probabilities. Then, the weights 

were calculated using these probabilities. At last but optional, the weights are usually rescaled so as to 

add to the responding sample numbers. 

In the end, we compare these weights from these different methods, weight each case and analyze. 

Findings: 1. The python is the necessary tool for the data manipulation in this project.  

2. Weights do bring changes to the distribution of survey dataset, but choosing the proper type 

of weight will depend on the original goal of survey. 

3. Missing values and inconsistence values lead to errors. The missing value in population 

data led to no rows would be generated for non-responses for that unit. Inconsistence between 

unit population data and survey data will lead to extra row for non-responses.  

4. A “bigger” decision tree is recommended by using more input variables.  

5. The weight from second method is easier to applied, but may be less accurate.  

Originality/value:  

1. The complexity and size of data in SPSS decided the complexity of data manipulation. An 

algorithm has been designed and realized by Python to re-construct the whole population. The 

Python codes for this algorithm can be used as a template for future similar work. 

2. Once the population data is generated or available, “decision trees” module is an efficient 

tool to classify responders and non-responders, compute their probability, and compute the 

weights for each node. The complexity of the decision trees theoretically depends on the 

number of input variables, instead of number of cases. If more independent variables are 

needed, other statistical techniques may be adopted to decrease the number of input variables 

and thereby reduce the complexity of the decision trees. 

2. Weighting Methods 
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2.1 What is a Survey Weight? 

When analyzing a survey, having a representative sample of the population is very important. We 

may accidentally (or sometimes intentionally) oversample some types of people and under-sample 

others. In other words, the distribution of a certain characteristic such as age, rank, race, gender, etc. of 

the sample may be different from their distribution in the population. Thus, weight is defined to be a 

positive value assigned to each respondent record in a survey data file in order to make the weighted 

records represent the population of inference as closely as possible, so that the analysis results from 

response data can be applied to the whole population. For example: A weight of 2 means that the case 

counts in the dataset as two identical cases. A weight of 1 means that the case counts in the dataset as 

one identical cases. A weight of 1/2 means that the case counts in the dataset as 1/2 identical cases. 

The weights are usually developed in a series of stages to compensate for unequal selection 

probabilities, non-response, non-coverage, and sampling fluctuations from known population values 

[13]. In terms of progress in time of weighting process, it can be divided into three stages as follows [9]. 

2.2 Typical Stages of Weighting 

In terms of weight process, we can divide this process into three stages. The first stage of weighting 

for unequal selection probabilities is generally straightforward. Each sampled element (whether 

respondent or non-respondent) is assigned a base weight that is either the inverse of the element's 

selection probability or proportional to that inverse. With probability sampling, the selection 

probabilities are known, and the base weights are generally readily determined. A difficulty that occurs 

with the base weights in this project arises from the lack of sampling frame and population data, which 

result in the probabilities of sampled elements being selected is unknown. 

The second stage of weight development is usually to attempt to compensate for unit or total, non-

response. The base weights of responding elements are adjusted to compensate for the non-responding 
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elements. The general strategy is to identify respondents who are similar to the non-respondents in terms 

of auxiliary information that is available for both respondents and non-respondents, and then to increase 

the base weights of respondents so that they represent similar non-respondents. In many cases little is 

known about the non-respondents (often only their stratum and cluster), in which case a simple cell 

weighting adjustment may be used. In this project, the auxiliary information of non-respondents 

available or computed is group and gender. Respondents and non-respondents are sorted into weighting 

cells, and the weights of the respondents in each cell are increased by a multiplying factor so that the 

respondents represent the non-respondents in that cell. This method works well when there is limited 

auxiliary information available for the non-respondents. However, when a sizeable amount of auxiliary 

information is available, and the researcher wants to incorporate much of it in the non-response 

weighting adjustments, then other alternative methods may be needed. 

The third stage of weight development involves a further adjustment to the weights to make the 

resultant weighted estimates from the sample conform to known population values for some key 

variables. For voluntary surveys non-response is the greatest factor to affect the accuracy of the survey 

estimates. Different surveys achieve different response rates, the surveys with the highest response rates 

tending to be those that ask questions that seem relevant and interesting to respondents. But, even with 

‘popular’ surveys, response rates have been declining in recent years, and, as a direct consequence, 

worries about survey bias have been increasing. Non-response is only a problem if the non-respondents 

are a non-random sample of the total sample. Unfortunately, this seems almost always to be the case 

[21]. Thus, another form of adjustment  is needed to force the sample joint distribution of certain 

variables ( “group” and “gender” in this project) to match the known population joint distribution. This 

type of adjustment is often called post-stratification. It is called a post-stratification weight because it 

can only be computed after all data are collected. The stratification part comes from the fact that various 
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known strata (such as age group or gender distribution) of the population are needed to adjust the sample 

data to conform more to the population's parameters. This stage of adjustment serves two purposes: to 

compensate for non-coverage and to improve the precision of the survey estimates. It can also be used to 

compensate for non-response. It should be noted that the theory for post-stratification presented in 

survey sampling texts assumes full response and perfect coverage. In this situation, the adjustments are 

generally relatively small provided that the sample sizes in the post-strata are reasonably large, and on 

average post-stratification can be expected to lead to gains in precision for the survey estimates [9]. 

However, when there is sizeable non-coverage and/or non-response involved, the adjustments can be 

substantial; in this case the adjustments are used to reduce the bias of the survey estimates, but standard 

errors for estimates unrelated to the adjustment variables may be increased. 

2.3 Typical Types of Weighting and Computing Methods 

From above three stages in weighting process, we can see that two most common types of survey 

weights are: Design Weights, Post-Stratification or non-response weights. Design Weight belongs to 

Stage 1 and 2, and is normally used to compensate for over- or under-sampling of specific cases or for 

disproportionate stratification. The post-stratification weight belongs to Stage 3, and is used to 

compensate for that fact that persons with certain characteristics are not as likely to respond to the 

survey. The following discuss of computing methods will be divided into three parts.   

2.3.1 Computing Design Weights 

It is straightforward to calculate design weights. Supposing we know the sampling fraction for each 

case, the weight is the inverse of the sampling fraction [5]: 

Design weight = 
1

sampling fraction
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The sampling fraction could also be the over-sampling amount for a given group or area. For 

example: If we oversampled African Americans at a rate 5 times greater than the rate for Whites, than 

the design weight for an African American would be 
1

5
 and for a White respondent would be 1. 

2.3.2Computing Post-Stratification Weights 

However, it is normally more difficult to weight for non-response with post-stratification. This type 

of weight is calculated using population data. It requires the use of auxiliary information about the 

population and may take a number of different variables into account. Specifically, we need population 

estimates of the distribution of a set of demographic characteristics that have also been measured in the 

sample. This is essentially a two-step procedure[21]: 

Step 1: identify a set of ‘control totals’ (a set of demographic characteristics) for the population that 

the survey ought to match; 

Step 2: calculate weights to adjust the sample totals to the control totals. 

If there is only one characteristic to balance with the population, then computing weight is one by 

following formula: 

𝑤𝑒𝑖𝑔ℎ𝑡 =
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛

𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛
 

Table 4: Example for Calculating Post-Stratification Weights 

Gender 
Population 

Proportion 

Sample 

Proportion 

𝑷𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏

𝑺𝒂𝒎𝒑𝒍𝒆
 Weight 

Female .5 .7 .5 /.7 .714285 

Male .5 .3 .5 /.3 1.66667 

Total 1 1   
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In analysis, only one weight per case can be used. If there were more than one characteristic to 

balance with the population. It is not unusual we weight for different factors, these weights must be 

combined together into one weight. There are following options to deal with multiple characteristics: 

option 1: using one big N-way crosstab. In order to use this option, these crosstab tables available 

must be available from the population source. The number of cases in each cell in the sample cannot be 

too small. This project will adopt this option because there are only two characteristic to balance (group 

and gender); we are able to compute the 9X2 crosstab; the number of cases in each cell is not small.  

option 2: using several separate frequency tables for each characteristics for the population. The 

advantage of this option is that single variable frequency tables are more likely to be available for the 

population; Using of frequency tables may reduce unstable weights due to small values in the sample in 

the cells of N-way crosstabs. The disadvantage of this method is to combine the weights for each 

characteristic. According to [5], there are  

a. Compute a weight for each characteristic independently and then multiply all these weights 

together. This method is not recommended since it will usually not yield good weights.  

b. Compute weights separately but sequentially. Supposing there are three characteristics A, S, E. 

The method is done by following iterative process: 

1. Compute A weight (wA) and weight data by this weight. Generate the weighted frequency 

table for S 

2.  Compute S weight (wS) and weight by  wA*wS. Generate the weighted frequency table for E 

3.  Compute E weight (wE) and weight by wA*wS*wE. Generate the weighted frequency for A 

4.  Compute a second A weight( wA2) and weight by wA*wS*wE*wA’. Generate the weighted 

frequency for S 
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5.   Compute a second S weight (wS2) and weight by wA*wS*wE*wA2*wS2. Generate the 

weighted frequency for E 

6.  Compute a second E weight (wE2) and weight by wA*wS*wE*wA2*wS2*wE2 

Continue process until the weighted frequencies and the population frequencies don’t change. 

Usually converge after two or three iterations (or less).  

There are also several software to conduct above iterative procedure automatically, such as SAS 

Raking macro Stata ado.  

c. Using Logistic Regression approach to weighting. This approach requires that the dataset in use 

has those information for the population figures. In this project, we will adopt Logistic 

Regression approach with support of Decision Tree. That is why it is necessary to reconstruct the 

population data from the non-response data. This method is as follows [5]. 

1. Supposing reference population data set includes age, education, race (in categories), gender, 

and metropolitan status variables.  

2. Assume we have the same variables measured in the same way in the dataset we want to 

weight to increase representativeness.  

3. Create a subset of the Reference Population with just these variables and add an indicator 

called “Sample” set equal to 0.  Also create of subset from your survey with the same 

variables formatted the same as the CPS data, but set the “Sample” equal to 1.  

4. Combine the cases from the two data sets together. 

5. Use “sample” as a dependent variable in a logistic regression with each of the other 

characteristics as independent variables. Set the regression program to save the predicted 

probability (pprob) from the regression for each case and include it in the dataset.  

6. The weight would be the inverse of this predicted probability:𝑤𝑒𝑖𝑔ℎ𝑡 =
1

𝑝𝑝𝑟𝑜𝑏
.  
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7. Yields weights that are highly correlated with those obtained in raking. 

The main constraint on using post-stratification is that the population distributions must be known. 

This automatically limits that the only control totals that can be used are the ones available and known to 

be accurate. For most DEOCS surveys, control totals tend to be rank, service, gender and enlisted.  

We divide non-response weights and design weights into different types, but they look similar, at 

least in terms of mathematics. A possible difference is that design weights are known exactly but non-

response weights are only estimated. 

For design weights we know how many units were selected and how many were in the sampling 

frame. Non-response weights are estimated by comparing responding units to totals from the population 

or from the sampling frame. If we repeated the sampling procedure many times we would get different 

numbers of non-responding units in each post-strata. This would give different non-response weights in 

each possible sample. This uncertainty in the exact value of non-response weights should be reflected in 

the standard errors of the non-response adjusted analyses. Only replication methods such as jackknives 

and bootstrap methods include this adjustment. If the post-stratification is based on a simple model the 

contribution to the standard error from the uncertainty in the weights will be very small. 

2.3.3 Computing Weights using Survey Information from Sampling Frame 

Sometimes non-response re-weighting can be carried out by comparing the characteristics of those 

who responded to a survey with the whole group who the survey attempted to reach. This will not be 

very helpful when (as in most household surveys) we don’t know much about the people who do not 

respond. This approach is most helpful when we are selecting a sample form an informative sampling 

frame. Examples might be surveys of a workforce, where we know the grade, age, length of service of 

all employees. Another circumstance when this is used is in the context of longitudinal surveys when a 
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survey is re-contacting people who responded at a previous wave of the survey. This is done in three 

steps. This is done in three steps [21].  

1. Carry out an investigation of which factors predict that a response has been received. 

2. Apply a weight to the responding classes that is proportional to 
1

probability of responding
. 

3. Finally, the weights, at this stage generally above 1.0, are usually rescaled so as to add to the 

responding sample numbers. 

At the first step a response variable is attached to the sampling frame that is coded as 1 for 

responders and 0 for non-responders. Where the sampling frame only tells us a few things about the 

units we can divide the sample up into groups (called response classes) and the probability of response is 

simply the proportion who respond in each response class.  

When the sampling frame contains more detailed information about the non-responders the factors 

that influence non-response are often investigated via logistic regression. The resulting model is then 

used to calculate the probability of response at Step 1 above, and the subsequent steps are carried out in 

the same way as above.  

When this type of regression model is used we need to strike a balance between having a powerful 

model to predict non-response (and so reduce bias) and the introduction of extreme weights that will 

affect precision. Models are often simplified at the final stage to avoid extreme weights (either large or 

small). Another practice that some surveys employ is to cap the weights, for example by replacing all 

weights above 2.5 with the value of 2.5. 

2.3.4 Combine Different Types of Weights 

As what has been discussed above, it is usual to compute different types of weights for same dataset, 

since we need to weight for different factors. However, only one weight will be allowed to analyze the 

dataset, so these weights must be combined together into one weight before use. Suppose that a design 
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weight (Dwate) and a post-stratification (PSwate) weight have been computed for each case. Then a 

total weight will be multiplication of these two weights: 

Total Weight =  Dwate x PSwate 

Furthermore, a weight cannot be equal to zero unless we want the case excluded from the analysis. The 

default value is set to 1. 

3. Decision Tree 

Decision tree models enable to develop classification systems that predict or classify future 

observations based on a set of decision rules. If we have data divided into classes that interest us, we can 

use the data to build rules that we can use to classify old or new cases with maximum accuracy. For 

example, we might build a tree that classifies credit risk or purchase intent based on age and other 

factors [2,29]. 

Tree building Algorithm [10]. Four algorithms are available for performing classification and 

segmentation analysis. These algorithms all perform basically the same thing: they examine all of the 

fields of your dataset to find the one that gives the best classification or prediction by splitting the data 

into subgroups. The process is applied recursively, splitting subgroups into smaller and smaller units 

until the tree is finished (as defined by certain stopping criteria). The target and input fields used in tree 

building can be continuous (numeric range) or categorical, depending on the algorithm used. If a 

continuous target is used, a regression tree is generated; if a categorical target is used, a classification 

tree is generated.  

Table 5: Decision Tree Modules 

Feature\Algo

rithm 

C&R Tree QUEST CHAID C5.0 

Input 

fields(predict

ors) 

continuous, categorical, 

flag, nominal or ordinal 

continuous, 

categorical, flag, 

nominal or ordinal 

continuous, 

categorical, flag, 

nominal or ordinal 

continuous, 

categorical, flag, 

nominal or ordinal 
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Target fields continuous, categorical, 

flag, nominal or ordinal 
categorical, flag or 

nominal 

continuous, 

categorical, flag, 

nominal or ordinal 

flag, nominal or 

ordinal 

Type of split binary splits binary splits more than two 

branches at a time 

more than two 

branches at a time 

Method used 

for splitting 

For categorical output, a 

dispersion measure is 

used (by default the Gini 

coefficient). For 

continuous targets, the 

least squared deviation 

method is used 

chi-square test for 

categorical 

predictors, and 

analysis of variance 

for continuous 

inputs 

chi-square test information theory 

measure is used, the 

information gain 

ratio 

Missing value 

handling 

use substitute prediction 

fields, where needed, 

to advance a record with 

missing values through the 

tree during training 

use substitute 

prediction fields, 

where needed, 

to advance a record 

with missing values 

through the tree 

during training 

makes the missing 

values a separate 

category and 

enables them to be 

used in tree 

building. 

uses a fractioning 

method, which 

passes a fractional 

part of a record 

down each branch 

of the tree from a 

node where the split 

is 

based on a field 

with a missing 

value. 

Pruning offer the option to grow 

the tree fully and then 

prune it back by 

removing bottom-level 

splits that do not 

contribute significantly to 

the accuracy of the tree 

offer the option to 

grow the tree fully 

and then prune it 

back by removing 

bottom-level splits 

that do not 

contribute 

significantly to the 

accuracy of the tree 

 offer the option to 

grow the tree fully 

and then prune it 

back by removing 

bottom-level splits 

that do not 

contribute 

significantly to the 

accuracy of the tree 

Interactive 

tree building 

provide an option to 

launch an interactive 

session. 

provide an option to 

launch an 

interactive session. 

provide an option to 

launch an 

interactive session. 

No this option 

Prior 

probabilities 

support the specification 

of prior probabilities for 

categories when 

predicting a categorical 

target field. 

support the 

specification of 

prior probabilities 

for categories when 

predicting a 

categorical target 

field. 

do not support 

specifying prior 

probabilities 

do not support 

specifying prior 

probabilities 

Rule sets     
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In this project, we will use re-constructed population to run decision tree module with CHAID. 

“Group” and “gender” are  independent variables, and “indicator” is dependent variable. The output of 

decision tree are probabilities of responder and non-responder in each node of tree.  

Then, we use “indicator” as a dependent variable in a logistic regression with probability for 

responses, which is output from decision tree, as independent variables. We set the regression program 

to save the predicted probability (pprob) from the regression for each node and include it in the dataset. 

Next, compute: weight=
1

predicted probability 
. 

The last step is optional. Re-scale the weights, which at this stage generally are above 1.0, are 

usually rescaled so as to add to the responding sample numbers. 

4. Python 

Python is a widely used high-level programming language for general-purpose programming, 

created by Guido van Rossum and first released in 1991. An interpreted language, Python has a design 

philosophy which emphasizes code readability (notably using whitespace indentation to delimit code 

blocks rather than curly brackets or keywords), and a syntax which allows programmers to express 

concepts in fewer lines of code than might be used in languages such as C++ or Java. The language 

provides constructs intended to enable writing clear programs on both a small and large scale. 

Python features a dynamic type system and automatic memory management and supports multiple 

programming paradigms, including object-oriented, imperative, functional programming, and procedural 

styles. It has a large and comprehensive standard library. Python interpreters are available for many 

operating systems, allowing Python code to run on a wide variety of systems[17, 25].  

The IBM SPSS Statistics - Integration Plug-in for Python provides two interfaces for programming 

with the Python language within IBM SPSS Statistics on Windows, Linux, Mac OS, and for IBM SPSS 

Statistics Server[11]. 
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Python Integration Package: The Python Integration Package provides functions that operate on 

the IBM SPSS Statistics processor, extending IBM SPSS Statistics command syntax with the full 

capabilities of the Python programming language. With this interface, we can access IBM SPSS 

Statistics variable dictionary information, case data, and procedure output. We can submit command 

syntax to IBM SPSS Statistics for processing, create new variables and new cases in the active dataset, 

or create new datasets. We can also create output in the form of pivot tables and text blocks, all from 

within Python code. 

Scripting Facility: The Scripting Facility provides Python functions that operate on user interface 

and output objects. With this interface, you can customize pivot tables, and export items such as charts 

and tables in various formats. We can also start IBM SPSS Statistics dialog boxes, and manage 

connections to instances of IBM SPSS Statistics Server, all from within Python code. 

In this project, the only available software is SPSS. Thus, Integration Plug-in for Python is the tool 

for us to manipulate data.  

5. Design and Analysis of Algorithm 

In sections, we have analyzed the features of dataset of this project: large scale, low responses rate, 

lack of reference population. Thus, we need to weight for non-responses. In order for weighting, we 

need re-construct reference population. The design of the project is as follows:  

First step: design and realize an algorithm by Python to re-construct the population.  

Second step: Two methods were adopted to weight non-responses:  

 The first method is to compute Post-Stratification weights by matching crosstabs.  

 The second is to use Logistic Regression approach to weight. SPSS decision tree with 

CHAID module has been used to compute the probabilities of predict factors.  
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Last step: we compare weights from different methods, and further suggestion and discussion will 

be conducted. 

 

The flow and Components of Project is as follows: 

 

Figure 1: Flow and Components of Project 
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The algorithm for re-construction can be broken into five components as follows: 
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Table 6: Components for Re-construction and Computing Weights 

Components 
Operation 

Time 

C
o
m

p
o
n

en
t 1

 

Purpose Generate unit dataset files. 

Compute and add all non-responder cases for each unit dataset file. 

20-24 

hours 

Input The original dataset file with new variable “indicator”. 

Procedure Iterate on units: 

1. generate one unit dataset file 

2. compute the missing responses for each cell of “group and gender” 

crosstab, generate non-responses rows, and attach all non-

responder cases to this unit dataset file 

3. output this unit dataset file, and then close it. 

Output Separate 4500+ dataset files.  One file for one unit. 

Comments 1. I have added a new variable “indicator” to original dataset. The 

name of new dataset file is “AlldatawithIndicator.sav”. 

2. After opening original data file, it is necessary to compute another 

new variable $CASENUM, and set it as last variable. 

3. Indicator’s values are 1, which means all cases are responders. Its 

value for non-response is 0.  

4. If reference population is missing, then no rows for non-response 

will be added.  

5. Error 1: In the crosstab, the value of each cell of reference 

population is supposed to be greater or equal to the corresponding 

value of responses.  However, some responses may input wrong 

information, then this algorithm will generate extra rows. For 

example, this algorithm will generate one extra non-response row 

for following unit:  

 Population 

Number of rows 

Total: 10 

 Sample 

Number of rows 

Total: 10 

 gender gender 

Rank 1 4 3 5 2 

Rank 2 1 2 1 2 

 
6. Error 2: missing value from “group” or “gender”. Someone submits 

his survey, but he does not fill out gender or rank.  For example, in 

following survey there are 10 responses, but one person does not 

input his rank, so by computing, it misses one person, then 

algorithm generates an extra row.  

 Population 

Total Number of 

rows: 10 

 Sample 

Total Number of 

rows: 10 

 gender gender 

Rank 1 4 3 4 2 

Rank 2 1 2 1 2 

Above two types of error will lead to extra cases, which will affect 

following analysis including decision tree and computing weights.   
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C
o

m
p

o
n

en
t 2

 

Purpose automatically concatenate files 

 

1 hour 

Input The unit dataset files (4500+) 
Procedure Iterate on files: 

1. count 50 files 

2. use “ADD FILES” to concatenate every 50 files 

concatenate the leftover files 

Output One dataset file “allcombined.sav”, which includes all responses and 

non-responses.  

Comments The maximum number of files that SPSS –“ADD FILES” command can 

take is 50, so we have to set up loop to concatenate 50 files at one time.  

C
o
m

p
o
n

en
t 3 

Purpose Generate decision tree, and then run logistic regress to get predict 

probability 

Less than 

10 minutes 

Input The input of decision tree is one dataset file “allcombined.sav” from 

Component 2. 

The input of regression is the probability of responses from Decision 

Tree 
Procedure Run SPSS-Tree first, and run SPSS - LOGISTIC REGRESSION 

Output 
Decision tree: “Output_07012017_1_treeoutput.spv” 

 Predicted probability for responders:"NodeIDbyProb_07032017.sav", 

"allcombined_07012017_Tree1.sav" 

Comments The input of Decision Tree module is the whole population dataset file. 

Output is: decision tree, and a new variable “predicted probability”.  

C
o
m

p
o

n
en

t 4
-1 

Purpose Compute weights by using unit reference population 

About 25 

minutes 

Input One dataset file: “alldatawithoutindicator.sav”. This is in fact the 

original dataset.  

Procedure Iterate on units: 

1. Count the number of responses in each cell of group x gender 

crosstab.  

2. Compute: respondersratio =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆𝒔 𝒊𝒏 𝒆𝒂𝒄𝒉 𝒄𝒆𝒍𝒍

𝑻𝒐𝒕𝒂𝒍 𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆𝒔 𝒊𝒏 𝒕𝒉𝒊𝒔 𝒖𝒏𝒊𝒕
 

3. Compute: referenceratio 

=
𝑵𝒖𝒎𝒃𝒆𝒓 𝒊𝒏 𝒆𝒂𝒄𝒉 𝒄𝒆𝒍𝒍 𝒐𝒇 𝒖𝒏𝒊𝒕 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒑𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏 

𝑷𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏 𝒐𝒇 𝒕𝒉𝒊𝒔 𝒖𝒏𝒊𝒕
 

4. Compute: weight=
𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆𝒓𝒂𝒕𝒊𝒐

𝐫𝒆𝒔𝒑𝒐𝒏𝒅𝒆𝒓𝒔𝒓𝒂𝒕𝒊𝒐
 

Output One dataset file “weights_%(name)s.sav”. 

Comments 1. Please make sure that the variable $casenum is the last variable since 

I will use it to generate the dictionary for all units. 

2. The output of this syntax is a dataset file with “UnitNumber, UnitID, 

and 18 weights for those 18 cells in crosstab” 

3. In fact this component can be imbedded in Component 1, but because 

of memory problem, I have to separate.  

C
o

m
p

o

n
en

t 4
-

2 

Purpose Compute weights by using whole reference population 
About 25 

minutes Input One dataset file: “alldatawithoutindicator.sav”. This is in fact the 

original dataset. 
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Procedure iterate on units: 

1. Count the number of responses in each cell of group x gender 

crosstab.  

2. Compute: respondersratio =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆𝒔 𝒊𝒏 𝒆𝒂𝒄𝒉 𝒄𝒆𝒍𝒍

𝑻𝒐𝒕𝒂𝒍 𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆𝒔 𝒊𝒏 𝒕𝒉𝒊𝒔 𝒖𝒏𝒊𝒕
 

3. Compute: rratioij=
𝑵𝒖𝒎𝒃𝒆𝒓 𝒊𝒏 𝒆𝒂𝒄𝒉 𝒄𝒆𝒍𝒍 𝒐𝒇 𝒘𝒉𝒐𝒍𝒆 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒑𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏 

𝑻𝒉𝒆 𝒘𝒉𝒐𝒍𝒆 𝒑𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒏
 

Compute: weight=
𝐫𝐫𝐚𝐭𝐢𝐨𝐢𝐣

𝐫𝐞𝐬𝐩𝐨𝐧𝐝𝐞𝐫𝐬𝐫𝐚𝐭𝐢𝒐
 

Output One dataset file “Myweights0703201701_%(name)s.sav” 

Comments 1. Please make sure that the variable $casenum is the last variable since 

I will use it to generate the dictionary for all units. 

2. The output of this syntax is a dataset file with “UnitNumber, UnitID, 

and 18 weights for those 18 cells in crosstab” 

3. In fact this component can be imbedded in Component 1, but because 

of memory problem, I have to separate. 

4. The variables “rratio11”, etc. are ratio = population proportion of cell 

11=(total number of “rank 1 gender 1”)/whole population. However, I 

do not need to compute this ration sinceI just read it from the outcome 

of decision tree.  

C
o
m

p
o
n

en
t 5

-1 

Purpose Attach the unit-based weights to each case in the original dataset file 

16 hours 

Input Original dataset file: “originaldatawithweightsr.sav”. This is in fact the 

original dataset file.  

“weights_xDataset1_unitpop.sav”. It is the weights based on unit 

reference population. It is the output from Component 4-1. 

Procedure Iterate on cases: 

1. Compute rank and gender value 

2. Compute a new variable “localweights” 

Output One dataset file: originaldatawithlocalweights.sav 

Comments The component can be imbedded in Components 5-1, 5-2, 5-3, but 

because of memory, I separate it.  

C
o

m
p

o
n

en
t 5

-2 

Purpose Attach the global weights into each case. 

13 hours 

Input “originaldatawithlocalweights.sav”. This is the output dataset file from 

Component 5-1  

“Myweights0703201701_xDataset1_wholepop.sav”. This is the output 

dataset file from Component 4-2 

Procedure Iterate on cases: 

1. Compute rank and gender value 

2. Compute a new variable “globalweights” 

Output One dataset file: originaldatawithlocalandglobalweights.sav 

Comments The component can be imbedded in Components 5-1, 5-2, 5-3, but 

because of memory, I separate it. 

C
o
m

p
o

n
e

n
t 5

-3 

Purpose Attach the decision tree weights into each case.  

 
15 hours 

Input “originaldatawithlocalandglobalweights.sav”. This is in fact the output 

dataset file from Component 5-2  
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“NodeIDbyProb_07032017.sav”. This is the output dataset file from 

Component 3. It is the weights from decision tree. 

Procedure Iterate on cases: 

1. Compute rank and gender value 

2. Compute a new variable “decisiontreeweights” 

 One dataset file: 

originaldatawithlocalandglobalanddecisiontreeweights.sav 

Comments The component can be imbedded in Component 1, but because of 

memory, I separate it. 

 

The Python codes for above algorithms of each component are at appendix. The challenging and time-

consuming component is Component 1. The design of algorithm is as follow:  

Step 1: Read in the whole dataset and compute a new variable casenum: 

 

The outcome is the following dataset for all responses in memory.  

AFEOCA 

ID 
E1E3M ⋯ OtherF ⋯ Group Gender Indicator casenum 

129933        1 

⋮        ⋮ 
129933        62 

135253        63 

⋮        ⋮ 
135253        78 

⋮        ⋮ 
Step 2: Generate a list of variable names 
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The outcome will be two lists. One is the list of all variable names, the other is the list of all variable 

type. 

 

Step 3: Change from Python unicode to string. (Strings received by Python from IBM SPSS Statistics 

are converted from UTF-8 to Python Unicode, which is UTF-16.) 

 

The outcome will be one list as follows. Each element of this list is a pair: (VariableName, 

VariableType). 
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Step 4: Generate a dictionary {unit number: [unitID, begincasenum, endcasenum]}.   

with spss.DataStep() starts a block to manipulate data.  

 

Outcome will be as follows: 
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Step 5: Iterate on units: generate a dataset for an unit, compute each cell in group X gender crosstab, 

and compute the difference between responses and reference population, then generate non-responses 

rows, and at last output this file.  
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The outcome is as follows: 
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6. Weighting and Outcome 

We have three ways to compute weights. The first one is Option 1 at section 2.3.2. The reference 

population is unit population. Follow table is the outcome of this method. 

Table 7: Weights from Unit Reference Population  
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The second one is also Option 1 at section 2.3.2, but the reference population is the whole 

population.  

Table 8: Weights from Whole Reference Population  

 

The third one is done by Component 3 (Decision Tree method in Section 3). Following is outcome 

of decision tree.  

Figure 2: Decision Tree 
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Following table is from decision tree. The column “WeightfromDecisionTree” is the weight.  

Table 9: Weights from Decision Tree  

 

After we computed these three types of weights, we use algorithm Component 5 to attach these 

weights to each case. 

Table 10: Three Weights in Original Dataset 
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In the following, we would like show effects of weights some group and gender variables: 

Figure 3: Effects of Weight on Distribution of Variables 
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Following we used T-test to compare these three types of weights. 

Figure 4: Comparing Weights by t-Test 

 

From above results and comparison study, we can make conclusion:  

 In Decision Tree, “Gender” and “Gender” are used to predict a response. More variables will 

lead to better weights.  

 Logistic and Decision Tree method is most helpful when we are selecting a sample form an 

informative sampling frame.   

 Weight by using unit reference population is “similar” on average to weight from decision tree.  

 Weights do lead to changes of distribution. 
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Appendix A:  Algorithm Component 1 
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Appendix B:  Algorithm Component 2 
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Appendix C: Algorithm Component 3 
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Appendix D: Algorithm Component 4-1 
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Appendix E: Algorithm Component 4-2 
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Appendix F: Algorithm Component 5-1 
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Appendix G: Algorithm Component 5-2 
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Appendix H: Algorithm Component 5-3 

 

 


