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CHAPTER I

GOALS OF THE PROJECT

Neutralization of Chemical/Biological (CB) agents via entrainment into flames/hot
spots, ignition/combustion by blast waves, dispersion of particles/droplets, and vent-
ing and plume formation from the damaged structure are all highly transient phe-
nomena with a wide range of characteristic time and length scales. Geometry of the
target structure can also introduce unsteady flow complexities, such as re-circulating
flow behind obstacles and in corners that can a↵ect mixing and combustion processes.
The dynamics of the Agent Defeat (AD) scenario encompasses a wide range of scales:
the molecular scale (at which species mix and react), the nano-scale (at which nucle-
ation, surface growth and chemistry, and Brownian aggregation occurs), the micron
scale (at which shear-induced aggregation, unsteady shear flows, shock or detonation
structure, coagulation, breakup, vaporization, and small-scale mixing occurs), the
meso-scale (at which large-scale turbulent mixing and transport occurs), and macro
scale (at which geometrical constraints of the problem manifest). It is estimated that
an over seven order of range of scales interact in both space and time in a highly
non-linear manner for these types of problems [1].

Clearly, full resolution of all these scales in a computational framework is beyond
the current and perhaps, the future hardware capability. Besides, many of the physics
in the AD problem are simply unknown at present. However, some significant progress
has been made recently towards developing and validating a generalized simulation
capability that accounts for particle-turbulence-shock/detonation-chemistry interac-
tions in complex three-dimensional flows [2, 3, 4, 5]. This simulation strategy has
the spatial and the temporal accuracy to carry out either direct numerical simulation
(DNS) or Large-Eddy Simulation (LES) of multi-phase (gas, liquid and/or solid),
turbulent reacting flows (e.g., [6]). For LES, localized dynamic subgrid models for
turbulence and reaction-di↵usion processes provide a unique strategy that contains
no ad hoc parameters [7, 8].

Application and validation in complex turbulent reacting flows without and with
high compressibility have also been demonstrated in the past. Its highly optimized
parallel multi-block approach allows modeling of complex geometries, and has recently
been employed to simulate AD related flows by independent researchers. The research
performed has enhanced the capability of this code (called LESLIE3D, hereafter) by
using an e�cient massively-parallel approach to account for the presence of large
number (“dense cloud”) of particles (in the nano-to-micron scale) in the domain.

This report summarizes the accomplishments under the current project towards
achieving a simulation capability to handle the complex physics of detonations and
blast waves and also the interaction of detonations/blast waves with distribution of
particles. Further, simulations performed, which quantify the endospore survival in
post-shock and post-detonation environments, are reported. In the following chapters
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the accomplishments under this research e↵ort are summarized and the details of each
task are provided in the articles provided in the appendix. Further, the modeling
uncertainties are quantified and analyzed for spore neutralization in the post-shock
regions and are reported here.

1.1 Objectives
The key technical objectives of this project are:

1. To simulate turbulent instabilities with and without particles in detonation and
post detonation flow fields to understand the fundamental interactions between
shock, shear instability, turbulent mixing/combustion and particle motion

2. To simulate, validate and extend the current dense-dilute modeling capability
[9] to account for dispersion/neutralization of CB agents in flows with shear
instability and turbulence

3. To quantify the impact of detonation on bio-agent destruction, including trace
survivability

4. To develop an envelop of operating conditions, including sensitivity to paramet-
ric changes using Uncertainty Quantification (UQ) strategy

1.2 Summary of Accomplishments
The research e↵ort has been focused on simulation of dense post-detonation flows,
neutralization of spore-laden aerosol by explosive charges and quantification of un-
certainty in the predictions. The results obtained under the current project are pro-
vided in this report. The accomplishments (published in the citations provided) are
arranged in the following order:

1. Detonation in gas-particle mixtures [2]

Propagation of a gaseous detonation through a dense inert particle cloud is
investigated. The e↵ect of the particle cloud on the detonation is analyzed by
quantifying the strength of the detonation front and studying the formation
or suppression of transverse waves. The regimes of propagation, suppression
and quenching are examined based on the initial particle cloud volume fraction
and the initial particle cloud length. Three-dimensional gaseous detonation
propagation is also investigated.

2. Deflagration-to-Detonation Transition (DDT) in gas-particle mixtures [10, 11,
12, 13]

The formation of a detonation from a deflagration is a channel with reactive
gas-particle mixtures are investigated. The e↵ect of the particles on flame accel-
eration and flame-shock coupling is investigated by varying the initial volume
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fraction the particles in the flow. Both inert and reactive particles are consid-
ered. The time and the distance to DDT are quantified and the mechanisms
for transition to a detonation are analyzed.

3. Richtmyer-Meshkov Instability (RMI) in gas-particle mixtures [5]

The process of RMI generation and growth in the presence of particles is inves-
tigated. The growth rate of the mixing zone is evaluated for di↵erent particle
volume fractions and the e↵ects on the shock wave and the RMI are studied. In
particular, vorticity generation is quantified to analyze the role of the particles
in enhancing or suppression the instability generation.

4. Simulation of post-detonation flow with inert and reactive particles [14]

Post-detonation flows ensuing the detonation of explosive charges are investi-
gated. The particle dispersion and combustion in the high temperature mixing
zone formed after the detonation of the charge is studied. The change in the
degree of mixedness due to the particle is quantified.

5. Endospore dispersion and neutralization in post-detonation flow of an explosive
charge [15]

Quantification of endospore neutralization by explosive charges is very chal-
lenging and is addressed here. Endospore-laden aerosol is modeled and the
interaction of the aerosol with blast waves is investigated. Based on the results
from experiments on shock-spore interaction, sensitivity analysis of the model-
ing is performed. Aerosol dispersion, vaporization and endospore neutralization
in post-detonation flows is studied under this task.

6. Uncertainty Quantification (UQ) of endospore neutralization studies

In order to provide confidence in the overall simulation strategy, it is essential to
quantify the uncertainties in the modeling. Dempster-Shafer theory and poly-
nomial chaos expansion are used to quantify the uncertainties in the endospore
neutralization by shock waves. Both the confidence in the prediction and the
uncertainty in the modeling, for a given set of input parameters, are evaluated
in this task.
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CHAPTER II

FORMULATION

In this chapter, we summarize the key equations of the numerical formulation used
in these studies. Both the gas phase and particle phase models are discussed along
with relevant closure issues.

2.1 Gas Phase
In this section, we describe the governing equations and the numerical methodology
used in the current solver. We use a Large Eddy Simulation (LES) approach in which
a filter of the kind f = f̃ + f ” is applied to the conventional Navier-Stokes equations,
where ˜ denotes the resolved scale and ” the unresolved sub-grid scale. The Favre
filtered variable is defined as f̃ = ⇢̄f/⇢̄; the overbar represents a spatial filtering.
The filtered gas phase Navier-Stokes equations, applicable in dense two-phase flow
scenarios in the absence of body forces are
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ũ
g,j

� ↵
g

ũ
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Here, the matrices on the left side denote respectively, the conservative variables, the
conservative resolved fluxes and the conservative sub-grid fluxes. The terms on the
right side denote respectively, the multi-phase “nozzling” terms, the chemical source
term and the inter-phase coupling terms. ↵

g

denotes the gas phase volume fraction,
⇢
g

the density, u
g,i

the i-th component of velocity, E
g

the total energy given by the
sum of the internal (e

g

) and kinetic energies, e
g

+ 1
2ug,i

u
g,i

, and Y
g,k

the mass fraction
of the k-th species. The stress tensor is denoted by ⌧

g,ij

, the j-direction heat flux
by q

g,j

, the j-component di↵usion velocity by V
g,j

, and the chemical production of
the k-th species by !̇

k

. Also, p⇤, u
i

⇤ and ⌧
ij

⇤ denote respectively, the pressure, i-th
component of velocity and stress tensor at the interface between the two phases. The
filtered viscous stress tensor, ⌧̄

g,ij

is obtained from the filtered quantities. The filtered
heat flux vector q̄

g,j

is obtained as
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where N
s

denotes the total number of species under consideration.
All the terms with superscript sgs are the sub-grid terms that require closure.
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The closure of these terms employ a subgrid eddy viscosity ⌫
t

approach. This term
requires definition of a characteristic length and velocity scale. The characteristic
length scale is chosen to be the grid scale � while the velocity scale is determined by
solving a transport model for the subgrid kinetic energy ksgs. This equation is
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In the above equation, F
p

is a term appearing due to the particle phase interac-
tions, and the sub-grid eddy viscosity is modeled as ⌫

t

= C
⌫

�̄
p
ksgs, where �̄ =

(�x�y�z)1/3 is based on the local grid size (�x,�y,�z). The coe�cients, C
⌫

, C
✏

and C
t

have nominal values 0.067, 0.916 and 1.0, respectively. However, future stud-
ies will employ the localized dynamic approach (LDKM) whereby all these model
parameters are computed as part of the simulation [7].

The sub-grid stress tensor requires closure and is obtained as
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where S̃
ij

denotes the strain rate. The sub-grid total enthalpy flux, H
g,j

sgs is obtained
as
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where H̃
g

denotes the filtered total enthalpy of the gas, and Pr, the Prandtl number.
The sub-grid species flux is modeled as

Y
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where Sc denotes the Schmidt number.
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The other sub-grid terms, namely �
g,j

sgs, q
g,j

sgs and ✓
g,k

sgs are neglected for the time
being.

The last term on the right side identifies the inter-phase coupling terms: mass
transfer ⇢̇

p

, i-th component momentum transfer Ḟ
p,i

, heat transfer Q̇
p

, work transfer
Ẇ

p

, and chemical production of k-th species Ṡ
p,k

. These terms are evaluated using
Lagrangian tracking of solid particles, and are discussed later.

For a perfect gas, the equation of state is given by p
g

= ⇢
g

RT
g

, where R represents
the gas constant. The speed of sound (a

g

) for a perfect gas is given as a
g

2 = �RT
g

,
where � represents the ratio of the specific heats. For a calorically perfect gas, � is a
constant, while for a thermally perfect gas, � is expressed as a function of temperature.

In the case of detonation, it is necessary to use real gas equation of state. To
account for real gas behavior, the JWL Equation of state is solved for the detonation
products using the constant specific heat at constant volume (C

v

) approach [16] to
obtain a thermal form of the equation of state.
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where T
g

denotes the gas temperature; A, B, R1, R2 and ! denote JWL constants,
and ⇢

o

, the explosive density [17].

2.2 Particle Phase
For the solid and/or liquid phase, Lagrangian tracking is used to compute the par-
ticle velocity vector (u

p,i

) from the forces acting on a particle. Since the number of
particles to be tracked can be very large under some scenarios, the concept of parcel
is employed. Here, a parcel represents a group of particles, each corresponding to
the same position and velocity vectors, and temperature. The number of parcels is
chosen based on various factors such as computational cost, and available memory,
and the number of particles to be assigned to a parcel is chosen based on the desired
volume fraction/mass loading. The particle position vector (x

p,i

) is obtained from the
velocity vector. These equations are summarized below
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where m
p

is the particle mass, ṁ
p

is the mass transfer rate, r
p

is the particle radius,
and A

c,i

is the i-component of net acceleration/deceleration on a particle due to inter-
particle collisions [18, 19]. The particle mass m

p

is obtained as 4/3⇡r
p

3⇢
p

, where ⇢
p

is the solid particle material density. In the above equation, C
D

represents the drag
coe�cient and is usually expressed as empirical functions of Reynolds number, Mach
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number and solid volume fraction. Several di↵erent drag laws have been proposed in
literature, each being unique to a specific multi-phase problem. To the best of our
knowledge, no universally accepted drag law is available in literature, applicable for
all kinds of multi-phase problems, i.e., dilute and dense, low and high speed. Thus,
we will use di↵erent drag laws for di↵erent problems depending on the regime of
application.

The heat transfer between the two phases is estimated assuming only convection
and neglecting radiation, and is used to obtain the particle temperature (T

p

)
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where C
p

is the specific heat of the solid particle, 
g

is the thermal conductivity of
the gas phase, ✏ is the emissivity and � is the Stefan-Boltzman constant. The Nusselt
number (Nu) is typically expressed as empirical functions of Reynolds number and
Prandtl number in the literature. The term L

vap

represents the heat of vaporization.
In the above equations, the gas phase properties u

g,i

represents the interpolated
value of the resolved velocity and subgrid velocity (which is obtained using ksgs).
Thus, in LES, the e↵ect of subgrid turbulence is introduced into the particle phase.
Given the parcel locations within the Eulerian finite-volume cell, the volume fraction
↵
g

= 1� ↵
g

can be directly computed.
The mass transfer, ṁ

p

, for aluminum particles is given as

ṁ
p

=

✓
1

ṁ
k

+
1

ṁ
d

◆�1

(2.16)

ṁ
d

= ⇡r
p

2⇢
p

r
p

�
ox

(1 + 0.276Re1/2Pr1/3)/[Kr2
p0
] (2.17)

ṁ
k

= 4⇡r
p

2k0Cox

exp(�Ea/RT
p

) (2.18)

where C
ox

is the oxidizer concentration, �
ox

is the oxidizer mole fraction and the
values of Ea, k0 and K are obtained from [20].

2.3 Collision/contact Model
To account for the dense nature of the problem, Snider’s collision model [18, 19] is used
to compute the inter-particle collision force. This inter-particle collision force is as a
result of the constant collision/contact between particles. The dynamic compaction
involved in granular explosives results in these terms, and thus a collision/contact
model, like the one used here, is essential to model dense two-phase explosives. In
the collision/contact model used in this study [18, 19], the inter-particle collision force
is obtained as an empirical function of the solid volume fraction. This inter-particle
force is obtained from the inter-particle stress (⌧) given by

⌧ =
P
s

↵
p

�

↵
cs

� ↵
p

, (2.19)
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where P
s

(units of pressure) and � are model coe�cients, and ↵
cs

is the solid volume
fraction at close packing. The particle acceleration/deceleration due to inter-particle
collision is obtained as a gradient of the inter-particle stress using the equation

A
c,i

= � 1

↵
p

⇢
p

@⌧

@x
i

. (2.20)

In addition to changes to the particle Lagrangian equations by the new term A
c,i

,
the Euler (gas-phase) fluxes in each of the cells have to be changed to account for the
dense loading. This is described in a later section.

2.4 Coupling particle and gas phases
The system of governing equations for the solid-phase are solved using a 4th order
Runge-Kutta scheme to obtain the solid particle position vector, velocity vector and
temperature. The coupling terms that appear on the right side of the gas phase
governing equations (Eqn. 1) are obtained by applying a filtering operation on all the
particles in the filter domain. For the finite-volume approach we employ a top-hat
filter and for the first approximation, a volume averaging over all the particles in a
finite volume (V ol) is su�cient, and is given by:

⇢̇
p

=
1

V ol

NX

1

n
p

ṁ
p

, (2.21)
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=
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3
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i

+
⇡

2
r
p

2C
D

⇢
g
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� u
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| (u
p,i

� u
g,i

)

�
, (2.22)

where N is the total number of parcels in a finite volume cell and n
p

is the number
of particles per parcel.

Q̇
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=
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NX

1
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p
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g
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p
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T
p

4 � T
g

4
�⇤

, (2.23)

where h
vap

is the enthalpy associated with the mass transfer.
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� u
g,i

) u
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�
. (2.24)

Thus, the system of equations are closed and can be solved to obtain the gas and
particle phase flow-fields.
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2.5 Lagrangian tracking
Compared to the strategy of treating dispersed phase using Eulerian approach, sev-
eral researchers prefer Lagrangian particle tracking. Lagrangian approach, especially
in complex flows ubiquitous in spray combustion, o↵ers unique advantages such as
the ability to model accurate particle dispersion, mixing, breakup and range of par-
ticle sizes. From an implementation perspective, Lagrangian particle tracking can
be achieved mainly by two MPI communication strategies, i.e., point-to-point and
gather-scatter. In the gather-scatter strategy, the communication is based on a
master-slave approach. The dispersed phase data is gathered in the master at each
time step to facilitate the master in performing the majority of the book-keeping
operations. In order to hold this data, a global array of size equal to the number
of parcels/particles is allocated in each processor and the updated information is
communicated to all the processors at each time step. Since the book-keeping and
communication are not dependent on the number of processors used, this strategy
provides only marginal increase in speedup of about 20% with increase in number of
cores. However, time to compute particle/parcel parameters can still scale linearly as
it is dependent on particles/parcels per each processor. The main advantage of the
gather-scatter strategy is the ease of book-keeping which strictly ensures the presence
of all the required particles (mass conservation) at each time step. However, since
the data is allocated for all particles in each processor, the total number of particles
handled is severely restricted based on the memory limitations of a given processor
cluster. Although, this limitation can be relaxed in the point-to-point approach, in
most spray calculations, the number of particles (droplets) present from injection
to evaporation/combustion is limited. Thus, gather-scatter approach can provide
reliable results with minimum implementation e↵ort in these cases.

The point-to-point strategy involves communication of only the particles in the
ghost cells to the adjacent neighbor. The particle data is allocated per each processor
and so the total number of particles handled can scale linearly with the number of
processors used. This is very advantageous in cases that have inevitably large number
of particles. However, the implementation of the book-keeping is not trivial and is
time consuming. At each time step, declaration of the intent to communicate, eval-
uation of the size of message to be communicated and actual communication of the
message are to be performed which add extra latency. However, the communication
cost is relatively small in comparison to the gather-scatter approach. The over-all
performance and the memory management in the point-to-point strategy is expected
to be superior. Both the gather-scatter and the point-to-point strategies su↵er from
load-balancing issues. If the particles are concentrated in a particular group of proces-
sors the computational time may not scale favorably. This problem can be over come
by adapting the processor distribution based on the particle concentration. However,
care is needed as the gas-phase properties are needed to update the particle proper-
ties and adapting the processors should be accompanied by appropriate interpolation
techniques necessary for two-way coupling.
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(a) Gather-Scatter (b) Point-to-Point

Figure 2.1: Schematic of (a) gather-scatter and (b) point-to-point communication
strategies for Lagrangian particle tracking. The boxes with P1 to P8 indicate the
grid of processors performing computation for particles. A small box corresponding
to each processor is shown to indicate the two-way coupling between the gas-phase
and the dispersed-phase. The double sided arrow indicates two-way communication
between the processors. The gathering operation is indicated with single arrow and
scattering operation is indicated using single dashed arrow. P0 performs all the
book-keeping operations and updates the full particle data array at each time step
in Gather-Scatter approach. Note that there can be communication between corner
neighbors (P4-P0, P4-P2, P4-P6 and P4-P8) in point-to-point method which is not
illustrated.
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CHAPTER III

ACCOMPLISHMENTS

The results from the research performed under the current project have been presented
in several conferences and have also been published in archived journals. In this
chapter, these published results are summarized. The full results and the analysis are
available in articles attached to this report.

3.1 Detonation in gas-particle mixtures
Propagation of detonations in reactive gaseous mixtures is self-sustained by the for-
mation of the transverse waves and the triple points due to the interaction of the
shock waves (Mach stem and Incident shock) at the detonation front. The e↵ect of
inert particles in this self-sustained propagation is examined and di↵erent regime of
propagation are described. The detonation interacts with a particle cloud based on
the initial particle cloud volume fraction (↵

p0) and the initial particle cloud length
(L0/L1/2). Three regimes of detonation propagation are identified which correspond
to sustained propagation, detonation suppression and detonation quenching, respec-
tively. The details of each regime and the analysis are provided in the paper [2]
provided in the appendix.

3.2 DDT in gas-particle mixtures
Acceleration of a flame ignited at the closed end of a channel and the subsequent
transition to a detonation is investigated in channels of di↵erent lengths and widths.
Also, the channels filled with obstacles placed at regular intervals are considered. The
e↵ect of particles on the flame acceleration and the detonation formation is investi-
gated by allowing the flame to propagate through particle clouds. In pure gaseous
mixtures, the transition to detonation occurs mostly due to the shock reflections from
the channel wall and the obstacles. In gas-particle mixtures, the shock wave atten-
uation and the flame acceleration due to the mixing induced by the particles results
in the flame-shock coupling and the generation of the detonation. The time and the
distance to DDT along with the flame position are quantified for di↵erent cases and
compared with experimental results, if available. The detailed analysis of the e↵ect
of inert particles [10, 13], channel dimensions [11], and the reactive particles [12] are
provided in the papers listed and attached in Appendix A.
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3.3 Influence of particles on RMI
The mixing in the post-detonation flow is characterized by the generation of hydrody-
namic instabilities. The earlier stages of mixing are dominated by the Rayleigh-Taylor
instability. After the implosion, due to the secondary shock wave, the mixing and
the dispersion are characterized by the RMI. To investigate the e↵ects of particles
on the RMI, cases with the classical planar shock tube configuration are considered.
The simulations are initially performed in pure gaseous mixtures and compared with
the experimental observations. The role of particles on the vorticity generation is
quantified and the variations in the mixing zone length for di↵erent initial particle
volume fractions is analyzed. The details of this analysis are provided in Appendix
A in the attached paper [5]

3.4 Neutralization of bacterial endospores by ex-
plosives

Bacterial spore neutralization is very challenging due to the resistance of the spores to
extreme temperatures, pressures and toxic environments. Using explosives is a viable
strategy for spore neutralization and is used in several threat reduction scenarios.
Here, the spore neutralization by explosives is investigated by considering the inter-
action of spore clouds with the post-detonation flow. The spore clouds is formed from
an atomized aqueous spore aerosol and is modeled based on the available experimen-
tal results [21]. The spore neutralization in post-shock and post-detonation flow is
quantified by the critical spore temperature required for neutralization. The analysis
of the initial distance from the charge required for optimal mixing and neutralization
is provided in the attached paper (listed in the appendix) [15].

3.5 Quantification of Uncertainties in Modeling and
Numerical Approach

The intention of using explosive charges for spore neutralization is to leverage the
extreme thermal and mechanical stresses resulting from the blast wave and post-
detonation flow for e↵ective kill. However, given the complexity of the problem and
the large number of unknowns, determining the e↵ectiveness of such a method in any
given situation is di�cult. To mitigate this risk, an assessment of the probability for
endospore survival is critical. For computational studies, this requirement translates
into the necessity of using uncertainty quantification (UQ) strategies to determine the
range of conditions required for endospore neutralization within a given confidence
level. Thus, the goal of the work discussed below is to propose a UQ strategy for
two-phase flows and use it to quantify the accuracy of numerical simulations of recent
experiments on endospore neutralization.

Generally speaking the motivation for quantifying predictive error is essential to
all engineering design since a large degree of variability is inherent in the uncertainties
of various modeling assumptions, initial conditions, boundary conditions, etc., all of
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which can never be fully characterized mathematically by the numerical scheme. As
a result methods of uncertainty quantification (UQ) attempt to formalize the under-
standing of how errors propagate and a↵ect the model’s accuracy using classical sta-
tistical theory. This approach adopts a Bayesian view of probability by di↵erentiating
the various types and sources of uncertainty in the model and then assessing the un-
certainty of the numerical prediction using a probability bounds analysis. Therefore,
the starting point for this methodology begins with the identification of all sources
of uncertainty and the characterization of those uncertainties as either aleatory or
epistemic. Aleatory uncertainty is statistical uncertainty meaning that the uncer-
tainty is inherent in the randomness of the system such that it can be described
by a probability distribution function (PDF). This type of uncertainty is irreducible.
Epistemic uncertainty is uncertainty resulting from a lack of knowledge of the system,
sometimes referred to as systematic or bias uncertainty. Values with epistemic un-
certainty are represented by interval-valued quantities with no associated likelihood
of occurrence. This type of uncertainty can in theory be eliminated with su�cient
knowledge, however, this is typically not feasible for all values in consideration.

Furthermore, uncertainties stem from three main sources: numerical approxima-
tions, model formulation and model inputs. The first two sources of uncertainty are
typically characterized through a verification and validation (V&V) process, while
the uncertainties in model inputs are evaluated using one of the many available UQ
procedures. For a comprehensive measure of uncertainty on the system response, all
three sources need to be quantified. Each pose their own di�culties and have their
own constraints given the system in consideration. In the current work, the focus is
on ascertaining the uncertainties resulting from model input and model form. Numer-
ical approximation uncertainty occurs because of errors in discretization, numerical
convergence, precision and algorithmic implementation and is characterized through
code verification which has been discussed in previous section.

Model form uncertainties are those incurred from the approximations, abstrac-
tions and mathematical formulas used in the model and are characterized through a
code validation process. The purpose of which is to assess how well the numerical
results compare to experimental measurements of a relevant system. This statistically
quantifiable disagreement must, in many situations, be extrapolated from the regions
where the experimental data is available to a region where no data is available, but
where the region of interest exists using linear regression. Treated in this way, model
form error is an epistemic uncertainty. Typically this is one of the more di�cult
types of uncertainties to quantify and often requires the tailoring of experiments to
the numerical validation process. In the lack of available experimental data, model
form uncertainty can be characterized through comparison to other simulations or
to theoretical predictions. Once the model input uncertainties are known and quan-
tified as epistemic or aleatory, they are propagated through the model. There are
many UQ methods for propagating uncertainty through a deterministic system. The
simplest approach is to use Monte Carlo (MC) sampling, however, this approach suf-
fers from requiring a large number of samples for statistical convergence. While this
constraint can be alleviated using Latin hypercube sampling (LHS) or Markov Chain
Monte Carlo (MCMC) sampling, any sampling method is typically limited since the
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computational expense is often too prohibitive for conducting many large-scale, com-
plex simulations. However, this approach still remains the easiest to implement since
it is independent of the mathematical description of the system. Moreover, when
combined with response surface techniques to develop a surrogate model, the compu-
tational expense can be significantly reduced.

In the current work, model form and model input uncertainties in two-phase flows
are discussed. The available experimental data o↵ers insight into to the parameters
of importance in spore neutralization and provides a point of references for model
validation. With this knowledge identification of the model input uncertainties is
possible. The mathematical definition of these input uncertainties are then propa-
gated through the model using LHS. This is possible, since the computational cost is
not large for the simulation in question.

3.5.1 Model Form Uncertainty

In this work, the primary focus is on the validation and quantification of uncertainty
associated with the multi-phase coupling terms and the aerosol neutralization model.
Three main sources of uncertainty are identified: the neglected higher order terms in
the dispersion equations, the dispersed-phase closure models and the simplifications
made in the spore neutralization model.

First, several terms in the dispersed phase equation have been neglected in or-
der to simplify the formulation. From a simple sensitivity analysis, however, these
terms, are negligible for the range of conditions considered in applications of bacte-
rial endospore neutralization. This is inherent in the relatively small size and mass
of all bacterial endospores. As result any model form incurred from this assumption
is neglected. More importantly, the dispersed phase governing equations are closed
using expressions for the drag coe�cient and theoretical justifications for the heat
and mass transfer rates. The uncertainties in the drag model used in this study are
quantified by simulating the experiment [21], already described, used to derive the
empirical relationship.

3.5.2 Model Input Uncertainty

Model input uncertainty includes values such as those used to describe the ini-
tial/boundary conditions, external source terms or any other parameter used in the
various physical models comprising the numerical simulation. These uncertainties can
be aleatory, epistemic or mixed. From previous experimental and theoretical studies
as well as numerical sensitivity studies conducted in this work several unknowns are
identified. These include but not limited to the following parameters:

1. aerosol droplet size distribution, r
p

(�)

2. aerosol specific heat capacity, c
p

3. critical temperature, T
c

4. radius of the endospore, r
s
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5. initial concentration �0
s

6. location and volume concentration of the aerosol in the simulation domain,

7. evaporation mass transfer rate, ṁ
p

,

8. post-shock temperature, T5

9. residence time, t
r

, at which the aerosol is exposed to the elevated temperatures

Based on sensitivity analysis, the parameters specifying the droplet size distri-
bution (µ

�

, �
�

) are initially shown to impact the intact endospore percentage the
most. If these two parameters are treated as epistemic uncertainties, they can be
defined as having an equal probability of occurrence between the ranges [4.5, 5.5] and
[0.4, 0.6]. By performing a LHS with a sample size of 250, the 95% confidence levels
are computed on the mean intact spore percentage for each post-shock temperature
considered in the experiment of Gates et al. These calculations are performed by
coupling the hydrocode, LESLIE, with large-scale engineering optimization and un-
certainty analysis code, DAKOTA, provided by Sandia National Laboratories. The
coupled UQ analysis routines enable numerous simulations to be performed simulta-
neously. The statistics from the output are also e�ciently computed by the combined
solver, reducing the time and e↵ort needed to perform UQ over large input parametric
space.

In Fig. 3.1, the mean values of the intact spore percentages obtained for each
T5 over the entire set of 250 simulations with error bars are shown. The horizontal
error bar indicates the variation in T5 and the vertical error bar the variation in the
intact spore percentages. To understand the disagreement between the experimental
results and the mean values predicted by the UQ analysis, the number of events of
occurances of a specific intact spore percentage is shown in Fig. 3.2. In case of
T5 ⇡ 1100.0K, i.e. M = 2.1, intact spore percentage is nearly zero in 120 samples
out of 250 simulations. Rest of the samples skew the result to higher (⇡ 20%) mean
value. To avoid this skewness the sample space should be increased. This will be
addressed in future reports and the analysis with sample space sizes greater than 250
(⇡ 1000) are currently underway. However, the capabilities presented here provide
su�cient proof of novel ability to assess UQ in AD problems of interest.

15



Figure 3.1: Variation of mean value of intact spore percentages for di↵erent post-
shock temperatures. The vertical error bars indicate the error extremes with 95%
confidence and horizontal error bars indicate variation of post-shock temperature.
Experimental results are indicated by black squares.

Figure 3.2: Number of occurances of each intact spore percentage for di↵erent shock
Mach numbers.

16



CHAPTER IV

OPPORTUNITIES FOR TRAINING AND
PROFESSIONAL DEVELOPMENT

This research project has supported two doctoral candidates. The work performed as
a part of this e↵ort has been presented at several conferences and has been published
in several peer reviewed articles.
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CHAPTER V

DISSEMINATION OF RESULTS TO
COMMUNITIES OF INTEREST

Interaction with multiple research organizations, working on AD problem, has been
made possible by the current work. The following have been major collaborations
and transitions

1. Source codes developed and/or validated are already being used in Eglin AFB
for 6.3 type related classified research.

2. The code has been delivered (July, 2011) to LLNL (Dr. Salari and Dr. Najjar)
for blast wave impact studies.

3. Post-detonation flow in a full scale room problem has been validated and spore
neutralization studies in this configuration are being carried out in collaboration
with CRAFT tech.

Further, the results obtained under this e↵ort have been published in archived
journals. These articles are

• K. C. Gottiparthi and S. Menon, “Study of deflagration-to-detonation transition
in gas-particle mixtures,” AIAA-2011-0801, 2011.

• K. C. Gottiparthi and S. Menon, “Simulations of heterogeneous detonations
and post-detonation turbulent mixing and afterburning,” AIP Conference Pro-
ceedings, 1426, 1639-1642, 2012.

• K. C. Gottiparthi, K. C. and S. Menon, “A study of interaction of clouds of
inert particles with detonation in gases,” Combustion Science and Technology,
184(3), 406-433, 2012.

• K. C. Gottiparthi and S. Menon, “Multi-scale simulation of deflagration-to-
detonation transition in turbulent dense two-phase reactive mixtures,” 2012
High Performance Computer Modernization Program Contributions to DoD
Mission Success, 209-218, 2012.

• J. C. Schulz, K. C. Gottiparthi and S. Menon, “Richtmyer-Meshkov instability
in dilute gas-particle mixtures with re-shock,” Physics of Fluids, 25, 114105,
2013.

• K. C. Gottiparthi, J. C. Schulz and S. Menon, “Multi-scale simulation of deflagration-
to-detonation transition in turbulent dense two-phase reactive mixtures,” 2013
High Performance Computer Modernization Program Contributions to DoD
Mission Success, 2013.
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• K. C. Gottiparthi and S. Menon, “Flame acceleration and transition to det-
onation in gas-particle mixtures,” Proceedings of the European Combustion
Meeting, 2013.

• K. C. Gottiparthi and S. Menon, “Multi-scale simulation of deflagration-to-
detonation transition in turbulent dense two-phase reactive mixtures,” 2014
High Performance Computer Modernization Program Contributions to DoD
Mission Success, 2014.

• K. C. Gottiparthi, J. C. Schulz and S. Menon, “On the neutralization of bacterial
spores in post-detonation flows,” Shock Waves, 24, 455-466, 2014.

• E. Fedina, K. C. Gottiparthi, C. Fureby and S. Menon, “Combustion in after-
burning behind explosive blasts,” 6th European Conference on Computational
Fluid Dynamics, 2014.

• K. C. Gottiparthi and S. Menon, “Turbulent Mixing and Afterburn in Post-
Detonation Flow with Dense Particle Clouds” 19th Biennial Conference of the
APS Topical Group on Shock Compression of Condensed Matter, 60, 8, 2015.
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APPENDIX A

LIST OF PAPERS

The following is the list of papers (in the order they are attached) appended to this
report which contain the detailed analysis of the results obtained from the current
work:

1. K. C. Gottiparthi, K. C. and S. Menon, “A study of interaction of clouds of
inert particles with detonation in gases,” Combustion Science and Technology,
184(3), 406-433, 2012.

2. K. C. Gottiparthi and S. Menon, “Study of deflagration-to-detonation transition
in gas-particle mixtures,” AIAA-2011-0801, 2011.

3. K. C. Gottiparthi and S. Menon, “Flame acceleration and transition to det-
onation in gas-particle mixtures,” Proceedings of the European Combustion
Meeting, 2013.

4. K. C. Gottiparthi, J. C. Schulz and S. Menon, “Multi-scale simulation of deflagration-
to-detonation transition in turbulent dense two-phase reactive mixtures,” 2013
High Performance Computer Modernization Program Contributions to DoD
Mission Success, 2013.

5. K. C. Gottiparthi and S. Menon, “Multi-scale simulation of deflagration-to-
detonation transition in turbulent dense two-phase reactive mixtures,” 2014
High Performance Computer Modernization Program Contributions to DoD
Mission Success, 2014.

6. J. C. Schulz, K. C. Gottiparthi and S. Menon, “Richtmyer-Meshkov instability
in dilute gas-particle mixtures with re-shock,” Physics of Fluids, 25, 114105,
2013.

7. K. C. Gottiparthi and S. Menon, “Simulations of heterogeneous detonations
and post-detonation turbulent mixing and afterburning,” AIP Conference Pro-
ceedings, 1426, 1639-1642, 2012.

8. K. C. Gottiparthi, J. C. Schulz and S. Menon, “On the neutralization of bacterial
spores in post-detonation flows,” Shock Waves, 24, 455-466, 2014.

20



This article was downloaded by: [Suresh Menon]
On: 19 February 2012, At: 19:44
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered
office: Mortimer House, 37-41 Mortimer Street, London W1T 3JH, UK

Combustion Science and Technology
Publication details, including instructions for authors and

subscription information:

http://www.tandfonline.com/loi/gcst20

A Study of Interaction of Clouds of Inert

Particles with Detonation in Gases

K. C. Gottiparthi 
a
 & S. Menon 

a

a
 School of Aerospace Engineering, Georgia Institute of Technology,

Atlanta, Georgia, USA

Available online: 17 Feb 2012

To cite this article: K. C. Gottiparthi & S. Menon (2012): A Study of Interaction of Clouds of Inert

Particles with Detonation in Gases, Combustion Science and Technology, 184:3, 406-433

To link to this article:  http://dx.doi.org/10.1080/00102202.2011.641627

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.tandfonline.com/page/terms-and-conditions

This article may be used for research, teaching, and private study purposes. Any
substantial or systematic reproduction, redistribution, reselling, loan, sub-licensing,
systematic supply, or distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation
that the contents will be complete or accurate or up to date. The accuracy of any
instructions, formulae, and drug doses should be independently verified with primary
sources. The publisher shall not be liable for any loss, actions, claims, proceedings,
demand, or costs or damages whatsoever or howsoever caused arising directly or
indirectly in connection with or arising out of the use of this material.



A STUDY OF INTERACTION OF CLOUDS OF INERT
PARTICLES WITH DETONATION IN GASES

K. C. Gottiparthi and S. Menon
School of Aerospace Engineering, Georgia Institute of Technology, Atlanta,
Georgia, USA

Interaction of a cloud of inert particles with a detonation in gaseous mixture is simulated and
studied. The structure of both two- and three-dimensional detonations are modeled using a
simplified chemical model with Arrhenius kinetics. Particle clouds are characterized based
on the initial solid phase volume fraction (ap0) of the particle cloud and the initial cloud length
(L0). The results show that the minimum average detonation speed decreases with increase in
ap0 at fixed L0, and with an increase in L0 at fixed ap0 . The detonation propagation through
inert particle clouds is observed to fall into three regimes based on ap0 and L0. In the first
regime, the detonation speed is suppressed, but the reaction zone and leading shock remain
coupled, and the triple points are nearly unaffected. In the second regime, the detonation is
temporarily quenched but restored as the particle cloud moves away from the detonation
front. In the third regime, the detonation is quenched permanently or at least does not get
restored within the time available for the detonation propagation. It is also shown that the
effects of inert particle clouds on the detonation front in three-dimensional studies are quali-
tatively similar to the results from two dimensional simulations. However, in post-detonation
flow where transverse velocity components are important, simulations in three dimensions are
necessary, especially to estimate particle dispersion.

Keywords: Dense flow; Detonation; Inert particles; Quenching; Solid phase

1. INTRODUCTION

Many investigations over the past years have studied detonations to under-
stand and address safety issues, as well as to explore possible applications for propul-
sion systems such as pulse detonation engines. Most of these earlier investigations
focused on detonations in pure gaseous phase reactant mixtures (Shepherd, 2009),
and provided an improved understanding of several important phenomena that
effect the propagation and the stability of these detonations (Hanana et al., 2001;
Lee and Stewart, 1990; Williams et al., 1996). In contrast, very few investigations
have focused on the effect of presence of particles, either solid or liquid, on detona-
tions (Carvel et al., 2003; Chen et al., 2006; Ju and Law, 2002). Detonations in
two-phase mixtures involve additional phenomena due to the interaction between
the two phases, and are important because past results have suggested that the
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addition of inert particles to a gas can prevent the propagation of detonations
through it (Laffitte and Bouchet, 1959). This phenomenon has several potential
applications, such as the enhancement of safety in industrial systems and mines,
and the development of effective weapon systems. However, in order to control or
quench detonations by adding inert additives, understanding the effect of parameters
such as the mass of inert particles in the gas-particle mixture is vital, as they impact
the detonation characteristics (Papalexandris, 2004).

Based on the physical nature of different phases, their distribution in the mix-
ture, and their chemical properties, the heterogeneous media can be categorized into
different categories. Detonations in mixtures containing fine solid particles with an
oxidizer in gaseous phase are classified into three types (Veyssiere, 2006). Detona-
tions involving inert particles with the fuel entirely in gaseous phase are dusty deto-
nations, and those involving gaseous fuel with reactive particles are denoted hybrid
detonations. If the fuel is contained entirely in the solid particles, then the detonation
is considered a heterogeneous detonation. In this article, the effect of inert particles
on detonation propagation in a gaseous fuel-oxidizer mixture is investigated, i.e.,
only dusty detonations are considered.

Several experimental studies on dusty detonations are available in the litera-
ture. In some experiments, suppression or quenching of detonations with inert par-
ticle addition was observed (Chen et al., 2006). In fact, many industrial systems exist
where deflagrations are suppressed using powdered inhibitors (Nettleton, 1987).
However, there are differences in the suppression process of deflagrations and deto-
nations. In a deflagration, the gas velocity is subsonic with respect to the wave front.
Hence, the particles would effect the reaction-zone propagation velocity, even if they
were injected behind the leading front of the wave. However, detonation suppression
occurs when the particles are injected before the leading wave front. Deflagrations
can also be suppressed by a priori introduction of inert particles from the channel
walls, through which the deflagration wave propagates. In this approach, the dust
cloud formed by entrainment of the particles by the gas facilitates the suppression.
On the other hand, it is not possible to suppress detonations using this approach,
as the mixture moves between the leading wave front and the Chapman–Jouguet
(CJ) surface in a substantially shorter time than the time required for particle
entrainment and mixing (Krasnyansky, 2006).

Past experiments demonstrated detonation suppression by injecting and mixing
particles with the gas before initiating the detonation (Chen and Fan, 2005). How-
ever, in real applications, premixing the reactant mixture and inert particles perfectly
before the detonation wave reaches the mixture is not possible. Variation in local
concentration of particles ahead of the detonation wave can have a multidimensional
effect, and this particular issue is of considerable interest, although not much has
been done so far (Fomin and Chen, 2009). In this article, we address this particular
situation and carry out both two dimensional (2D) and three dimensional (3D) stu-
dies by injecting a cloud of solid particles before the detonation front.

The experimental studies on the detonations with inert particles have investi-
gated the effects of varying number of particles, volume density of the dust cloud,
particle size, and particle material density on detonation suppression (Chen et al.,
2006; Laffitte and Bouchet, 1959), and on the changes in the detonation velocity
(Kauffmann et al., 1984). These investigations showed that the suppression of
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detonation is effective with increase in concentration of solid phase and decrease in
the particle size and density. However, detailed measurements of minimum spatial
size of the dust cloud and total mass loading of the particles needed for effective sup-
pression of the detonations are still not available.

Numerical investigations have been even fewer for detonations in gases with
chemically inert particles. Some studies have addressed the influence of particle size
and concentration on suppression and detonation parameters (Chen et al., 2006; Ju
and Law, 2002). The effect of the particle material density on the quenching of the
detonation was also considered earlier (Chen et al., 2006). Fomin and Chen (2009)
calculated the minimum mass of particles and the characteristic size of the particle
cloud necessary for suppression of dusty detonations involving Al2O3, SiO2 and W
particles. Suppression of detonation in a H2!O2 mixture by sand particles was
reported by Fedorov et al. (2010). Their study shows that the detonation velocity
decreases by 60% with increase in mass fraction of particles to nearly 90%, leading
to detonation failure. However, the modeling was one dimensional (1D) in these
cases. Some 2D studies have been reported earlier as well (Kutushev and Pichugin,
1993; Loth et al., 1997; Papalexandris, 2004, 2005). In the study by Loth et al. (1997),
a two-step induction mechanism to model the chemical reactions in a dilute stiochio-
metric H2!O2 system was employed. But this study neglected the volume occupied
by the particles, and hence is valid only for very dilute mixtures. Papalexandris
(2004, 2005) investigated the effect on volume fraction and particle size on the det-
onation velocity and detonation quenching. He used a Eulerian–Eulerian formu-
lation to model the two – phase flow and studied the detonation structure as it
propagates through a continuous stream of uniformly distributed solid particles.
Here, both inert and reactive particles were considered. These studies indicate that
the efficiency of wave quenching by chemically inert particles is enhanced by the
increase in condensed phase volume fraction (ap) and decrease in particle size. Again,
only dilute mixtures were considered.

To the authors’ knowledge, there are no reported studies of detonations in
gases with chemically inert particles in 3D. Several past studies showed that the det-
onation propagation involves formation and interaction of triple-point lines along
the detonation front, which generate complex flow field downstream of the front
with interacting vortices (Dou et al., 2008; Williams et al., 1996). However, earlier
investigations suggest that the primary direction of momentum exchange between
particles and gas is along the direction of detonation propagation, and thus the
1D or the 2D calculations provided resonable estimation of detonation propagation
through gas-particle mixtures (Papalexandris, 2005). But the particle dispersion can
vary significantly in 3D and is discussed in this article. Also, the effect of volume
fraction (dilute to dense) has not been systematically studied or reported in open
literature. The present article therefore addresses these particular issues and com-
pares both 2D and 3D results.

Studies of detonations in pure gaseous mixtures suggest that the occurrence of
the transverse waves and triple points along the detonation front is vital to sustain det-
onation along the whole front (Dou et al., 2008; Sharpe, 2001). Thus, one of the
mechanisms of detonation suppression by inert particles would be to suppress trans-
verse waves, resulting in reduction of detonation velocity as reported (Papalexandris,
2004). None of the past studies, however, studied the influence of the initial particle
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cloud length necessary, considering both dilute and dense gas-particle mixtures, to
achieve the detonation suppression, and we also address this in the current article.
Finally, previous results (Papalexandris, 2005) indicate that a zone of compaction is
formed after the particles cross the detonation front. Thus, there exists a maximum
initial condensed phase volume fraction for which the flow remains dilute everywhere,
even after the compaction occurs. Therefore, we study both dilute and dense
gas-particle flows in this paper. Lagrangian tracking can accurately evaluate the
particle trajectories in dilute and marginally dense flows, especially when particles
are not distributed throughout the flow. Hence, an Eulerian–Lagrangian formulation
(Balakrishnan et al., 2010b) is used in to solve for the gas and the solid phase.

This paper is organized as follows. First, the two-phase model and the assump-
tions employed are described in Section 2. Next in Section 3, the effect of varying the
initial length of the inert particle clouds and initial solid phase volume fraction on
the structure and the suppression of the detonation are analyzed and discussed. This
section also includes comparisons with available past numerical studies. This is fol-
lowed by 3D results in Section 4, which are compared with the corresponding 2D
results. Finally, conclusions and future directions are discussed in the last section.

2. FORMULATION AND NUMERICAL SETUP

The compressible unsteady Euler equations for reacting gas flow used here,
following past studies (Balakrishnan et al., 2010b; Papalexandris, 2004), are as
follows:

@

@t

agqg
agqgug;i
agqgEg

agqgYg

2

6664

3

7775þ @

@xj

agqgug;j
agqgug;iug;j þ agpgdij

ag qgEg þ pg
! "

ug;j

agqgYgug;j

2

66664

3

77775

¼

0

p# @ag
@xj

dij

p#uj#
@ag
@xj

0

2

66664

3

77775
þ

0

0

0

_xx

2

6664

3

7775þ

0
_FFp;i

_QQp þ _WWp

0

2

6664

3

7775

ð1Þ

Here, ag is the gas phase volume fraction, qg is the density, pg is the pressure, ug, i is
the i-th component of velocity, Eg is the total energy given by the sum of the internal
(eg) and kinetic energies, (egþ 1

2ug, iug, i), and Yg is the mass fraction of the reactant.
Also, p# and u#i denote, respectively, the pressure and the i-th component of velocity
at the interface between the two phases. The expressions for p# and u#i and discussion
regarding the interface closure are presented elsewhere (Balakrishnan et al., 2010b).
Note that the subscripts g and p refer to gas phase and solid phase, respectively. A
first-order Arrhenius kinetics in ethylene-oxygen mixtures used in earlier studies
(Khokhlov et al., 2004) is also used here and is given as

_xx ¼ &AqgYg exp & Ea

RTg

# $
ð2Þ
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where Ea, Tg, and R are, respectively, the activation energy, the gas temperature, and
the gas constant, and A is the pre-exponential factor adjusted to 44.325=t0 to match
the cell size observed in experiments and previous numerical results (Gottiparthi
et al., 2009) for ethylene-oxygen mixtures. In this article, L1=2 is used to nondimen-
sionalize length scales, where L1=2 is the distance between the detonation front and
the location downstream of the detonation front, in the direction perpendicular to
the detonation front, where half of the unburned mixture has reacted. Also,
t0¼L1=2=

ffiffiffiffiffiffiffiffiffi
RT0

p
is used to nondimensionalize time scales. Here, T0 is the initial tem-

perature of the unburned mixture.
Lagrangian tracking is used to compute the particle position vector (xp,i) and

velocity vector (up,i). Since there could be a very large number of particles to track,
the concept of parcel, which is a group of particles, is employed (Snider, 2001). All
particles present in a parcel are considered to have the same position, velocity
vectors, and temperature. The number of particles assigned to each parcel and the
number of parcels chosen is determined based primarily on the desired volume
fraction=mass loading and numerical accuracy. Considering no interphase mass
transfer, which is valid for inert particles, the equations for the solid phase are
(Balakrishnan and Menon, 2010; Maxey and Riley, 1983) as follows:

dxp;i
dt

¼ up;i ð3Þ

mp
dup;i
dt

¼ p
2
rp

2 CDqgjug;i $ up;ij ug;i $ up;i
" #

$ 4

3
p rp3

@pg
@xi

þmpAc;i ð4Þ

mpCp
dTp

dt
¼ 2prpjgNu Tg $ Tp

" #
ð5Þ

where mp is the particle mass, rp is the particle radius, Ac,i is the i-component of net
acceleration=deceleration on a particle due to interparticle collisions (Patankar and
Joseph, 2001; Snider, 2001), Tp is the particle temperature, Cp is the specific heat of
solid particle, and jg is the thermal conductivity of gas phase. In dense gas-particle
flows, the collisions between particles are significant, and the force on a particle due
to the collisions with other particles, called the interparticle collision force, cannot be
neglected (Zhang, 2009). Also, strong pressure gradients in the flow, primarily due to
shocks, influence the particle acceleration. Hence, along with the drag, the pressure
gradient and the interparticle collision forces are considered in this article. The lift,
inertial force of virtual mass, Basset force, and buoyancy for the cases considered in
the current study are small in comparison to the other terms, and hence are not con-
sidered here (Papalexandris, 2004). Also, note that, due to the shear in interparticle
collision=contact, energy dissipation can occur due to inelastic collisions (Crowe
et al., 1998). However, following past studies (Balakrishnan et al., 2010b), in the
current article, the dominant heat transfer mechanism between the two phases is
assumed to be convection. The particle mass mp is obtained as 4=3pr3pqp, where qp
is the solid particle material density. Based on the number of parcels in each Eulerian
finite-volume cell, the solid phase volume fraction is
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ap ¼
1

Vol

XN

n¼1

np;n
4

3
pr3p;n ð6Þ

and ag¼ 1$ ap. Here, Vol is the volume of the computational cell, N is the total
number of parcels in a finite volume cell, and np is the number of particles per parcel.
In the above equations, CD represents the drag coefficient. The expression for CD,
validated by comparisons with experiments for shock-particle and detonation-
particle interactions (Balakrishnan et al., 2010b; Boiko et al., 1997; Fedorov et al.,
2010), is

CD ¼ 0:38þ 24

Re
þ 4

Re0:5

! "
1þ exp

$0:43

M4:67
pg

 !" #

ð7Þ

where Re¼ 2qgrpjug,i$ up,ij=l and Mpg ¼ jug;i $ up;ij
ffiffiffiffiffiqg

p
=
ffiffiffiffiffiffiffi
cpg

p
denote Reynolds

number and Mach number based on the relative velocity between gas and the
particle, respectively. c is the ratio of the specific heats of the gas. As the gas mixture
(C2H4þ 3O2þ 11.2Ar) consists mostly of argon, for the purpose of the present
study, the viscosity of the mixture is assumed to be same as viscosity of argon.
The viscosity is computed based on Sutherland’s law as

l ¼ lref
Tg

Tref

$ %3=2Tref þ S

Tg þ S
ð8Þ

Here, for argon, lref, Tref, and S are taken to be 1.025P0t0L1=2, 0.93T0, and 0.49T0,
respectively (White, 2006). Here, P0 is the initial pressure of the unburned mixture.
The Nusselt number as a function of Re and Prandtl number (Pr) is expressed as
Nu¼ 2.0þ 0.459Pr0.33Re0.55 (Drake, 1961).

The inter-particle collision force, which is a result of constant collision=contact
between particles, is computed based on Snider’s collision model that has been used
in other studies as well and validated (Snider, 2001). The particle acceleration=
deceleration due to the inter-particle collision is obtained as a gradient of interpar-
ticle stress (s) and is given by

Ac;i ¼ $ 1

apqp

@s
@xi

ð9Þ

where s ¼ Psabp=ðacs $ apÞ. Here, Ps (units of pressure) and b are model coefficients,
and acs is the solid volume fraction at close packing. In the current study, Ps, b,
and acs are taken to be 49.35P0, 3.0, and 0.9, respectively, based on past studies
(Balakrishnan et al., 2010b). Finally, the interphase coupling terms [in Equation
(1)] obtained by averaging overall particles=parcels in a computational cell are

_FFp;i ¼
1

Vol

XN

n¼1

np;n
4

3
pr3p;n

@pg;n
@xi

!

þ p
2
r2p;nCD;nqg;njup;i;n $ ug;i;nj up;i;n $ ug;i;n

& 'i
ð10Þ
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_QQp ¼
1

Vol

XN

n¼1

np;n 2prp;njgNun Tp;n " Tg;n

! "# $
ð11Þ

_WWp ¼
1

Vol

XN

n¼1

np;n
4

3
pr3p;n

@pg;n
@xi

up;i;n

%

þ p
2
r2p;nCD;nqg;njup;i;n " ug;i;nj up;i;n " ug;i;n

! "
up;i;n

i
ð12Þ

Note that in the above equations, as the interparticle collision force is the force due
to collisions between the particles, the effects of interparticle stress on the gas phase
are neglected.

The governing equations for the gas phase are solved using approximate Rie-
mann solver with Monotone Upstream-centered Schemes for Conservative Laws
(MUSCL) reconstruction and monotonized-central limiter. The Riemann solver
used is a hybrid solver (Einfeldt, 1988), which employs the HLLC flux solver every-
where except in the shock capturing region, where, in the direction transverse to the
shock, the HLLE Riemann solver is used. The scheme is second-order accurate in
both time and space, although its spatial accuracy decreases in the region where
the discontinuity is present. Detailed validation of this approach for
shock-turbulence interaction (Génin and Menon, 2010) and detonations (Balakrish-
nan et al., 2010a) has been reported elsewhere. The governing equations for solid
phase are integrated in time using a fourth- order Runge–Kutta scheme. In order
to account for dense loading effects, Euler gas-phase fluxes in each cell are modified
using the discrete equations method (DEM) (Abgrall and Saurel, 2003). DEM allows
for the treatment of volume fraction of gas phase as a piecewise continuous variable,
and the intercell interfaces are evaluated using distinctive Riemann problems. Details
of the DEM approach for Eulerian–Lagrangian formulation, used in the current
study, are presented elsewhere (Balakrishnan et al., 2010b).

The computational domain is a rectangular box discretized using a uniform
structured grid. The grid resolution is chosen based on earlier resolution studies
(Gottiparthi et al., 2009). The domain size and cell spacing (D) in each case are sum-
marized in Table 1. Number of grid points used per half reaction zone length (L1=2) is
also shown. For three-dimensional simulations, the domain height and width are
taken to be equal. In all cases, the radius of each particle is 3.85& 10"3L1=2

(2 mm). We presented cases with rp¼ 5.77& 10"3L1=2 earlier (Gottiparthi and
Menon, 2010), and the results are qualitatively similar to the results presented in this
article. The effects of variation of particle size are not discussed here, and we will try
to address them in future.

The particles are considered to have properties (i.e., Cp and qp) of steel. Table 2
lists the various cases, the number of parcels, the number of particles per parcel,
initial cloud length (L0), and the initial volume fraction of the solid phase for each
case. Flows with ap' 0.01 are considered to be dilute flows (Zhang et al., 2001).
An inlet velocity equal to the detonation speed (D) is imposed. At the outflow
boundary, all the parameters are extrapolated from the upstream conditions.
Periodic boundary conditions are imposed on all other boundaries. These boundary
conditions are similar and consistent with the conditions employed in many previous
studies (Dou et al., 2008; Papalexandris, 2004; Sharpe and Falle, 2000).
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Table 1 Test cases for pure gaseous phase simulations

Case Domain dimensions Grid size Cell spacing (!10"3) Points per L1=2

1D1 623.0 9000 69.20 8
1D2 311.5 9000 34.60 16
1D3 155.75 9000 17.30 32
1D4 77.875 9000 8.65 64
2D1 103.85! 34.62 1800! 600 57.70 17
2D2 103.85! 23.08 2457! 546 42.30 24
2D3 103.85! 34.62 3600! 1200 28.85 34
2D4 103.85! 34.62 7200! 2400 14.425 69
3D1 34.62! 11.542 400! 1502 86.54 12
3D2 34.62! 11.542 750! 2502 46.15 22
3D3 34.62! 11.542 800! 3002 43.27 24

Domain dimensions and cell spacing are normalized by L1=2

Table 2 Parameters for cases with particle clouds

Case Dimension
Initial volume fraction
of solid phase (ap0 )

Initial cloud
length (L0=L1=2)

Number
of parcels

Number of particles
per parcel

L1=8V1=4 2D 0.0025 0.125 1286 1
L1=8V1=2 2D 0.0050 0.125 2561 1
L1=8V1 2D 0.0100 0.125 5121 1
L1=8V2 2D 0.0200 0.125 10242 1
L1=8V4 2D 0.0400 0.125 20484 1
L1=4V1 2D 0.0100 0.250 10242 1
L1=2V1 2D 0.0100 0.500 20484 1
L2V1 2D 0.0100 2.000 81936 1
L4V1 2D 0.0100 4.000 163872 1
L4V10 2D 0.1000 4.000 409680 4
L1V1=4 2D 0.0025 1.000 10242 1
L1V1=2 2D 0.0050 1.000 20484 1
L1V1 2D 0.0100 1.000 40968 1
L1V2 2D 0.0200 1.000 81936 1
L1V4 2D 0.0400 1.000 163872 1
L1V8 2D 0.0800 1.000 327744 1
L1V10 2D 0.1000 1.000 409680 1
L8V1=4 2D 0.0025 8.000 81936 1
L8V1=2 2D 0.0050 8.000 163872 1
L8V1 2D 0.0100 8.000 327744 1
L8V2 2D 0.0200 8.000 163872 4
L8V4 2D 0.0400 8.000 163872 8
L16V1 2D 0.0100 16.00 327744 2
L32V1 2D 0.0100 32.00 327744 4
L64V1 2D 0.0100 64.00 327744 8
3DL1=8V1=4 3D 0.0025 0.125 174580 1
3DL1=8V1=2 3D 0.0050 0.125 349160 1
3DL1=8V1 3D 0.0100 0.125 698320 1
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3. DETONATION-PARTICLE CLOUD INTERACTION

3.1. Pure Gas-Phase Studies

Pure gaseous detonations are first investigated by choosing the controlling
parameters, the overdrive factor f¼ (D=DCJ)

2, the activation energy Ea=RT0, the
heat release Q=RT0, and the ratio of specific heats c. Here, DCJ is the Chapman–
Jouget detonation speed. These parameters determine the stability of the detonation
and the regularity of cellular structures produced (Bourlioux and Majda, 1992), and
are set based on the properties of the gaseous mixture used in a particular case.

Previous studies, both experimental and numerical, showed that the leading
shock at the detonation front is wrinkled and comprises alternate strong Mach stems
and weak incident shocks (Sharpe, 2001). These strong and weak shocks are connec-
ted at triple points by transverse waves that extend back into the reaction zone. As
the detonation propagates, the triple points move back and forth along the deton-
ation front. This movement of triple point is traced to form a soot foil, which is
shown in Figure 1. The current study uses maximum pressure recording to trace
the triple point location, consistent with past studies. Figure 1 also shows the move-
ment of incident shock and Mach stem shock as the detonation propagates. The
cellular structures obtained for ethylene=oxygen mixtures diluted with argon are
characterized to be marginally irregular (Khokhlov et al., 2004). For the current
2D study, the parameter set 2 used in 1D studies (see the Appendix) is used. The res-
olution and domain used for each case with this parameter set correspond to
Cases 2D1, 2D2, 2D3, and 2D4 shown in Table 1.

Numerical soot foils for marginally irregular case obtained at two different
resolutions are presented (see Figure 2). From Figure 2, the cell width and cell length
for this case are observed to be nearly 11.54L1=2 and 19.23L1=2, respectively, which
are in agreement with past studies (Khokhlov et al., 2004; Strehlow and Engel, 1968).

Figure 1 Formation of soot foil over one complete cell length. The detonation fronts are shown here plot-
ting pressure gradient. The cell is observed to contain Mach stem shock in the first half of the cell and
incident shock in the second half of the cell. The thick lines forming the cellular pattern in the soot foil
are at the triple points.
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The soot foils obtained for different resolutions, two of which are mentioned in
Table 1 and shown in Figure 2, are almost identical.

3.2. Influence of Particle Clouds

When inert particles are placed in the path of a detonation, they affect the
characteristic features of the detonation, such as the detonation velocity and the
structure of the detonation front, due to the energy and momentum transfer (Fomin
and Chen, 2009; Papalexandris, 2005). In the present study, the inert particles are
arranged as a cloud and are injected into the detonation. Here, a cloud is a group
of particles that spans over the entire width of the domain (and also the entire height
in 3D cases) and has a specific initial length (L0) and initial solid phase volume frac-
tion (ap0 ). The effects of the inert particle cloud over the detonation are studied by
varying the initial parameters ap0 and L0.

3.2.1. Effect of initial solid-phase volume fraction. Clouds of fixed initial
length, L0=L1=2, and varying ap0 are simulated to investigate the characteristics of
particle cloud propagation and its effects on the detonation. Although we conducted
several studies, as shown in Table 2, we discuss representative cases with L0=L1=2¼
1.0 to first study the effect of ap0 . As the detonation front hits the particle cloud, the
particle cloud gets compact due to the variation in the momentum of the particles-
within the cloud. This leads to an increase in the solid-phase volume fraction. We
define the maximum average solid-phase volume fraction (apmax ) as the maximum
of the mean values computed by averaging ap over the width of the domainalong
the direction of propagation of the detonation at a given instant. Figure 3 shows
the variation of apmax with time as the detonation passes through the particle clouds
of different ap0 . A cloud that has a lower ap0 gets compacted greater than a cloud
with relatively higher ap0 . This is due to the increase in the interparticle stress with
increase in ap. Thus, as ap0 increases from 0.0025 to 0.02, the maximum value of
apmax=ap0 decreases from 2.4 to 1.7. As the detonation propagates, the particle cloud
moves away from the detonation front and is dispersed by the flow behind the front.
Thus, the particle cloud propagation is characterized by initial compaction near the
detonation front followed by the dispersion after the detonation has passed. Also,
note that the particle cloud with ap0 ¼ 0:005 gets compacted to ap nearly 0.01. Hence,
even though the cloud is initially dilute, as a result of compaction it is necessary to
consider the dense loading effects.

Figure 2 Numerical soot foil showing cellular structures obtained for ethylene-oxygen detonation diluted
with argon. The cases presented here correspond to (a) Case 2D1 (b) Case 2D3 (Table 1).
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The particle cloud absorbs energy and momentum from the flow as the deton-
ation passes through it. This results in reduction in the detonation speed. The
variation of average detonation speed deficit (g) with time is shown in Figure 4.
Here, g ¼ Dav=Dav0 , where Dav is the average detonation speed and Dav0 is the aver-
age detonation speed for a pure gaseous detonation. Initially, as the detonation
passes through the particle cloud, the energy and the momentum absorbed by the
particles from the flow result in reduction of the reaction rate. With increase in
ap0 , the mass of fuel available for the reaction decreases. Also, with increase in
ap0 , the energy and the momentum loss increase due to the availability of greater
number of particles. All these effects result in sharp decrease in g, and the minimum

Figure 3 Variation of maximum average solid phase volume fraction (apmax ) with time. Here, L0=L1=2 is
1.0. (Figure is provided in color online.)

Figure 4 Variation of detonation velocity deficit (g) with time as the detonation passes through the particle
cloud. The initial volume fraction (ap0 ) for each case is indicated. For all cases, the initial length of the
cloud (L0=L1=2) is 1.0. (Figure is provided in color online.)
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value of g (gmin) decreases from 0.93 to 0.65 with increase in ap0 from 0.0025 to 0.04
(see Figure 4). As the detonation further propagates, the particle cloud moves away
from the reaction zone. This facilitates the rise in the reaction rate due to the increase
in temperature. Also, as the particles in the cloud increase their velocity and tem-
perature, they come to an equilibrium with the flow, which reduces the energy and
momentum loss. Thus, g increases to a value nearly 1.0, i.e., the detonation is
restored. As ap0 increases from 0.0025 to 0.04, the time taken for the detonation res-
toration, sr¼ (t=t0)g¼1.0, increases from 1.3 to 11.9 and 0.3 to 3.9 for L0=L1=2¼ 1.0
and 0.125, respectively (see Figure 5).

The particle cloud affects the characteristics of the detonation based on ap0 . To
understand this, we discuss two representative cases, Cases L1V1 and L1V4 given in
Table 2. In Case L1V1, the particle cloud does not disrupt the formation of the trans-
verse waves and triple points. Figures 6 and 7 show that at t=t0¼ 2.3, when the det-
onation is recovering, and g¼ 0.86, the difference in the characteristics of the
detonation front is negligible in comparison to the case of pure gaseous detonation.
However, the unburned mixture behind the front has increased after the interaction
of the particle cloud with the detonation front due to the decrease in reaction rate.
The reduction in the reaction rate is due to the energy and momentum absorption by
the particle cloud. As already discussed, this momentum and energy exchange
between the two phases results in particle cloud compaction. Thus the particle cloud
has regions with maximum volume fraction of nearly 0.06 as shown in Figure 7b. In
this case, even though the particle cloud reduces the detonation speed, the losses are
not sufficient to quench the detonation. For the case with ap0 ¼ 0:04, i.e., Case L1V4,
the detonation is quenched. Here, we consider the detonation to be quenched if the
reaction zone is uncoupled from the leading shock wave. However, this quenching is
not permanent. As the particle cloud moves away from the leading shock and the
reaction zone, the unburned mixture away from the leading shock gradually burns
to reach the shock and restore the detonation. Figure 8 shows this process. At t=
t0¼ 5.2, the reaction zone is uncoupled from the leading shock wave, and the

Figure 5 Variation of sr with the initial solid phase volume fraction (ap0 ). The initial length of the cloud
(L0=L1=2) is indicated. Solid lines are from Equation (13).
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distance between the shock and the reaction zone (DSR) is nearly 5.0L1=2. Also, at
t=t0¼ 5.2, the distance between the particle cloud and the shock front (DSP) is
22.75L1=2. As the particle cloud propagates further downstream, at t=t0¼ 8.9, DSP

increases to 42.25L1=2 and DSR increases to 10L1=2. Due to the interaction with
the post-detonation flow structures, the particles disperse to form ‘‘finger-like’’ pro-
jections (see Figures 8e and 8f). With further propagation of the particle cloud, the
effects induced by the particle cloud are reduced, and the reaction zone couples with
the shock front as shown in Figure 8c. Also, note that the triple points and the trans-
verse waves, which are very weak at t=t0¼ 5.2 and 8.9, are regenerated.

Figure 7 Gradient of the mass fraction of the unburned mixture (jrYgj) and solid phase volume fraction
(ap) for L0=L1=2¼ 1.0 and ap0 ¼ 0:01 at t=t0¼ 2.3. Gradient of pressure (jr(Pg=P0)j) (black lines) is plotted
to show the detonation front. The length X=L1=2 is also indicated.

Figure 6 Gradient of the mass fraction of the unburned mixture (jrYgj) at t=t0¼ 0.0. Gradient of pressure
(jr(Pg=P0)j) (black lines) is plotted to show the detonation front. The length X=L1=2 is also indicated.
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In order to analyze the contribution of each particle acceleration term to the
total particle acceleration, shown in Equation (4), the variations in the average accel-
eration due to viscous drag (AVD), gas pressure gradient (APG), and interparticle
collision=contact (APC) with time for Case L1V4 are presented in Figure 9. The con-
tributions of APC and APG to the total particle acceleration are nearly 100 times
smaller than the contribution of AVD for t> 7.5t0. However, as the particle cloud
interacts with the detonation front, i.e., for t< 7.5t0, AVD is about 10 times APG

and APC. Thus, due to the particle cloud compaction and the flow pressure gradients
associated with the detonation front, APG and APC provide significant contribution
to the total particle acceleration during the detonation-particle cloud interaction
phase.

3.2.2. Effect of initial cloud length. The effect of increasing L0 on the
detonation-particle cloud interaction is systematically studied by varying L0 for a
fixed ap0 . Here, for brevity, we discuss cases with ap0 ¼ 0:01. As already discussed,
as the detonation propagates through the particle cloud, the particle cloud gets com-
pact. A longer cloud has a greater number of particles in comparison to a shorter
cloud for the same ap0 . Also, a longer cloud interacts with the detonation front for
longer time. Thus, when the longer cloud gets compact, the increase in ap is greater.

Figure 8 jrYgj and ap for L0=L1=2¼ 1.0 and ap0 ¼ 0:04 at t=t0 (indicated). Gradient of pressure (jr(Pg=
P0)j) (black lines) is plotted to show the detonation front. The length X=L1=2 is also indicated.
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This is shown in Figure 10, where with increase in L0=L1=2 from 0.125 to 2.0, the
maximum value of apmax=ap0 increases from 1.3 to 1.8. Also, the time taken to reach
maximum compaction increases from 1.27t0 to 1.74t0 with increase in L0=L1=2 from
0.125 to 2.0. Here again, the particle cloud disperses in the downstream, and the ap
decreases as the particle cloud moves away from the detonation front. Due to the
initial compaction of the particle cloud, the particle cloud length (L) decreases,
and as the particle cloud disperses, L increases (see Figure 11). The minimum value
of L=L1=2 decreases from 0.99 to 0.94 with increase in L0=L1=2 from 1.0 to 4.0. This is
again due to longer interaction time of the longer cloud with the detonation front in
comparison to the shorter cloud.

The variation of g with time for clouds of different L0, shown in Figure 12,
shows a sharp decrease in g followed by gradual increase as the particle cloud moves

Figure 9 Variation of the average acceleration (A) due to viscous drag, gas pressure gradient, and
interparticle collisions=contact with time for Case L1V4. (Figure is provided in color online.)

Figure 10 Variation of maximum average solid phase volume fraction (apmax ) with time. Here, ap0 is 0.01.
(Figure is provided in color online.)

420 K. C. GOTTIPARTHI AND S. MENON

D
ow

nl
oa

de
d 

by
 [S

ur
es

h 
M

en
on

] a
t 1

9:
44

 1
9 

Fe
br

ua
ry

 2
01

2 



away from the detonation front, as observed in cases with different ap0 . However,
unlike the cases where, with varying ap0 and fixed L0, where the particle cloud inter-
action time with the detonation front is almost constant, here the longer clouds inter-
act for a greater time withthe detonation front. Thus, the time taken to achieve gmin

increases from 0.3t0 to 2.0t0 as L0=L1=2 increases from 0.125 to 8.0. Also, as the cloud
length increases, because of the increased interaction time and increased number of
particles, the capacity of the cloud to suppress the detonation increases. Figure 12
shows that gmin decreases with increase in L0. Also, sr increases from 0.6 to 13.5 with
increase in L0=L1=2 from 0.125 to 4.0, as shown in Figure 13.

In order to discuss the effect of the particle cloud length on the detonation
propagation, we consider an additional case, Case L4V1 (see Table 2), and compare

Figure 11 Variation of particle cloud length (L=L1=2) with time as the particle cloud passes through the
detonation for ap0 ¼ 0:01.

Figure 12 Variation of detonation velocity deficit (g) with time for various initial cloud lengths (L0=L1=2).
For all cases, ap0 is 0.01, and L0=L1=2 for each case is shown. (Figure is provided in color online.)
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with Case L1V1 already discussed. Here again, as observed in Case L1V4, the deton-
ation is quenched by the cloud of length 4.0L1=2, and this quenching is temporary.
Figure 14 shows the formation of quenched front with very weak transverse waves
at t=t0¼ 6.7 and the restoration of the detonation front at t=t0¼ 19.6. Thus, with
increase in L0=L1=2 from 1.0 to 4.0, the effect on the detonation changes from sup-
pression to temporary quenching. However, with further increase in L0=L1=2, i.e., for
Case L8V1, the detonation is not restored by t=t0¼ 14.0. In this case, at time
t=t0¼ 13.2, g is 0.62 and the reaction zone and the leading shock are still uncoupled
with distance between them increasingin time. It is possible that even in this case the
detonation is restored at a later time. But past results (Fomin and Chen, 2009;
Papalexandris, 2005) indicate that the propagation of a detonation into a gas-
particle mixture of sufficient ap0 would cause permanent quenching. Thus, for a very

Figure 13 Variation of sr with the initial particle cloud length (L0=L1=2). The initial solid phase volume
fraction (ap0 ) is indicated. Solid lines are from Equation (13).

Figure 14 jrYgj for L0=L1=2¼ 4.0 and ap0 ¼ 0:01 at t=t0¼ (a) 6.7 and (b) 19.6. Gradient of pressure
(jr(Pg=P0)j) (black lines) is plotted to show the detonation front. The length X=L1=2 is also indicated.
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long cloud, i.e., for L0=L1=2! 8.0, it is possible to have permanent detonation
quenching. In order to describe permanent quenching, we consider Case L32V1.
The variation of average temperature (averaged over the entire width of the domain
at each location in the direction of the detonation propagation), Tav, at different
times for Cases L32V1 and L4V1, is shown in Figure 15. For Case L4V1, after the
reaction zone and the shock front decouple, the shock wave transmitted through
the particle cloud results in post-shock temperature nearly 3.5T0 (see Figure 15a
at t¼ 4.19t0). This post-shock temperature generates reaction rates sufficient enough
to enable the reaction zone to reach the shock front and restore the detonation (at
t¼ 18.29t0 in Figures 15a). However, for Case L32V1, the transmitted shock is very
weak. g in this case reduces to 0.17 at t=t0¼ 13.0, as shown in Figure 12. The weak
transmitted shock generates a post-shock temperature of at most 1.1T0 (see
Figure 15b). Thus, due to the post-shock temperature, which cannot induce the
necessary reaction rates, the detonation is not restored in this case. This scenario
is also observed in Case L64V1. Thus, among the cases presented in this article, only
Cases L32V1 and L64V1 show permanent detonation quenching due to the reduction
in temperature across the shock front and the contact between the unburned and the
burned gases. However, if a maximum time is set for restoration of the detonation
(srmax ), which is practical, even temporary quenching transforms into permanent
quenching based on the maximum time available for detonation propagation. This
happens because the leading shock and the reaction zone cannot couple in the speci-
fied time. Thus, in this case, Cases L1V4, L4V1, and L8V1 would result in permanent
quenching based on the time limit specified, i.e., if sr < srmax .

In summary, based on sr, L0=L1=2, and ap0 , the propagation of detonation
through inert particle clouds can be divided into three regimes. In the first regime,
as in Case L1V1, the detonation is suppressed and restored to the state similar to pure
gaseous detonation propagation while the reaction zone remains coupled with the
detonation front. In regime I, the transverse waves or triple-point formation
resemble that of pure gaseous detonation. In regime II, as in Cases L1V4 and
L4V1, the detonation is temporarily quenched. The reaction zone and the leading
shock uncouple, and the distance between the leading shock and the reaction zone

Figure 15 Average temperature (Tav) variation at different time (t=t0 indicated) as the particle cloud
interacts with the detonation front for Cases (a) L4V1 and (b) L32V1. (Figure is provided in color online.)
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increases with time, initially. At a later time, as the particle cloud moves away from
the detonation front, the distance between the leading shock and the reaction zone
decreases, and the detonation is restored at t=t0¼ sr. In this regime, the transverse
waves or the triple-point formation are temporarily suppressed or weak. Finally,
in regime III, the detonation is permanently quenched. The leading shock and the
reaction zone remain uncoupled, and the distance between them increases with time.
In the current study, the detonation propagates in regime I for L0=L1=2< 4.0 and
ap0 < 0:01 or L0=L1=2< 1.0 and ap0 < 0:04 with srmax ¼ 13:0. For L0=L1=2" 4.0 and
ap0 " 0:01 or L0=L1=2" 1.0 and ap0 " 0:04 with srmax ¼ 13:0, the detonation propa-
gates in regime II, and for L0=L1=2" 32.0 and ap0 " 0:01, the detonation propagates
in regime III. Figure 16 shows the variation from regime I to regime II with increase
in ap0 and L0=L1=2. Since only two of the current cases fall under Regime III, it is not
indicated in Figure 16. Based on the current study, in order to facilitate the predic-
tion of the detonation behavior, an empirical fit relating sr, L0=L1=2 and ap0 (%) is

sr ¼ 5:6þ 2:6 log2ðap0Þ þ 2:7 log2ðL0=L1=2Þ

þ 0:3½log2ðap0Þ'
2 þ 0:6 log2ðap0Þ log2ðL0=L1=2Þ þ 0:4½log2ðL0=L1=2Þ'2 ð13Þ

From Equation (13), @sr=@ap0 and @sr=@(L0=L1=2) are

@sr
@ap0

¼ 1

ap0
2:6þ 0:6 log2ðap0Þ þ 0:6 log2ðL0=L1=2Þ
! "

ð14Þ

@sr
@ðL0=L1=2Þ

¼ 1

ðL0=L1=2Þ
2:7þ 0:6 log2ðap0Þ þ 0:8 log2ðL0=L1=2Þ
! "

ð15Þ

Further, Equations (14) and (15) indicate that for ap0 ( 0:01, @sr=@ap0 / 1=ap0 , and
for L0(L1=2, @sr=@(L0=L1=2)/ (L1=2=L0). It should be noted that Equation (13) is
valid for L0=L1=2) 8.0 and ap0 < 0:08.

Figure 16 Variation of sr with the initial particle cloud length (L0=L1=2) and the initial solid phase volume
fraction (ap0 ).
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4. THREE-DIMENSIONAL EFFECTS

One of the focuses of this study is the full 3D simulation for both gaseous and
two-phase detonations. Past researchers have shown that detonations involve com-
plex 3D features, such as formation and interaction of triple-point lines (Dou
et al., 2008; Eto et al., 2005; Williams er al., 1996). Here, we conduct simulations
in 3D using the parameter set 2 used earlier in the 2D study for cases summarized
in Table 1 (cases 3D1, 3D2, and 3D3). However, for brevity, all the results presented
here correspond to a representative, Case 3D2.In the current study, the domain is
taken to contain at least one cellular structure based on the 2D results. The propa-
gation of the front indicates that here the detonation has rectangular structure. Simi-
lar rectangular fronts have been reported earlier (Hanana et al., 2001; Williams et al.,
1996). Detailed discussion regarding the 3D detonation front structure can be found
elsewhere (Deledicque and Papalexandris, 2006; Dou et al., 2008).

Figure 17 shows the detonation front, which has the horizontal (H) and the
vertical (V) triple-point lines. The movement of the triple point lines on the front
is observed from Figures 17a–17f shown at equally spaced time intervals of nearly
0.457t0. Figure 18 shows the schematic diagram of the motion of the triple point lines
shown in Figure 17. The vertical triple-point lines move from the edge toward the
center as shown in Figures 17a–17d and 18a–18d. During this time, the horizontal
triple point lines reach the edge and form ‘‘slapping waves’’ (Hanana et al., 2001;
Williams et al., 1996, see Figures 17b and 18b) on top and bottom surfaces. Thus,
the soot foil obtained from the 3D simulation (shown in Figure 19) shows the slap-
ping wave on the bottom wall, the location of which corresponds to the location
where the soot foil trace on the side wall meets the edge. Similarly, the horizontal
triple point lines move from the edges to the center (Figures 17b–17e and 18b–
18e) while the vertical triple-point lines move back to the edges. This forms the slap-
ping waves on the side walls, which correspond to the location where the soot foil
trace meets the edges on the bottom and the top walls (see Figure 19). The soot foil
also shows cell width to be same as that observed in the 2D case, i.e., nearly 11.54L1=2,
and the cell length to be nearly 19.23L1=2.

The cell size can also be estimated based on the motion of the triple-point lines.
Past studies indicate that the soot foil is formed as a combination of movement of
triple point lines on the detonation front and the propagation of the front. The cell
length in this case can be estimated based on the time taken for the triple line to com-
plete one cycle starting from the center of the front to the edges and back to the cen-
ter again. Here, it is found that the time for this movement is nearly 2.756t0. Thus,
the cell length, which is the distance traveled by the front in this time period, is nearly
19.23L1=2, which is the cell length observed in the 2D and 3D cases described above.

Some of the studies discussed above in 2D are also performed in 3D to study
the variations in effect of detonation on the particle clouds in 3D. As a particle cloud
passes through the detonation front, as already discussed above, the particle cloud
length (L) decreases initially and then increases. In order to study the 3D effects,
the variation of L in 2D and 3D are compared (see Figure 20). Even though the para-
meters used for both the 2D and 3D cases are identical, the cloud length in each 3D
case increases to a greater extent in comparison to the corresponding 2D case. For
instance, at t=t0¼ 2.9, for Case 3DL1=8V1, L=L1=2 is 10.2, whereas for Case L1=8V1,
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L=L1=2 is 8.5. This difference is due to the additional dimension provided in 3D,
which allows for an additional transverse velocity component and enhances the par-
ticle dispersion in the post-detonation flow. Apart from this variation, the general
trend in the variation of L, g, and ap in 2D and 3D studies is the same. Figure 21
shows that the reaction zone and the leading shock remain coupled in Case 3DL1=8

V1=4. The detonation front is similar to the one observed in pure gaseous study in
3D. In fact, all the 3D cases presented here belong to regime I discussed earlier,
and the propagation characteristics are the same as discussed in the 2D study for this
regime. Past studies of detonation in gas, particle mixtures in 1D and 2D show simi-
larities in results because the primary momentum exchange direction is the direction

Figure 17 The movement of the triple-point lines and the occurrence of the slapping waves. Figures show
one complete cycle, i.e., the movement of the triple lines from the center to the edges and back to the cen-
ter. The figures also show the roll up of theedges from the triple-point lines and the formation of vorticity.
Density gradient plotted on the top and the side to log scale show these features. The detonation front is
visualized by iso surface of pressure. The pictures are taken at equal time intervals of 0.457t0.
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of propagation of the detonation [34]. Hence the effects of particle clouds near the
detonation front are similar in 1D, 2D, and 3D. However, in regions where trans-
verse velocity components play a role, multidimensional calculations are necessary.
Thus, although the results and the justifications provided in Section 4 are accurate
qualitatively, for more exact quantitative estimates, especially for particle dispersion
studies in post-detonation flow, performing 3D calculations is important.

5. CONCLUSIONS

The effect of inert particle clouds on detonations is studied using a simplified
chemical model with Arrhenius kinetics. The two-phase equations are modeled using
Eulerian–Lagrangian formulation, and DEM is used to account for volume fraction
of the particle clouds. Pure gas phase simulations have been performed in 1D, 2D,
and 3D and are used to study the two-phase cases. These simulations show the dif-
ferences in 2D and 3D detonation propagation. In 3D, the motion of triple-point

Figure 19 Numerical soot foil track recording maximum pressure obtained from the 3D simulation: (a)
side wall at z¼ 0 and (b) bottom wall at y¼ 0.

Figure 18 Schematic of movement of the triple point lines (H and V) and the occurrence of the slapping
waves. Here, the parts (a)–(f) correspond to Figures 17a–17f, respectively. The arrows indicate the direc-
tion of motion of the triple-point lines.
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Figure 21 jrYgj behind the detonation front (a) before, and (b) and (c) after the particle cloud passes the
detonation front in Case 3DL1=8V1=4.

Figure 20 Variation of particle cloud lengths (L=L1=2) with time as the particle cloud passes through the
detonation. Here L0=L1=2¼ 0.125. (Figure is provided in color online.)
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lines generates the slappingwaves absent in 2D cases, as observed by other research-
ers (Hanana et al., 2001; Williams et al., 1996).

The effect of the inert particle clouds on detonation is studied by varying par-
ticle cloud length (L0) and initial particle cloud volume fraction (ap0 ). The 2D studies
conducted show that the particle clouds interact with the detonation in two stages.
The first stage involves the compaction of the particle cloud due to the momentum
exchange behind the detonation front, and the second stage involves dispersion as it
interacts with the flow downstream. The compaction of the particle cloud with ap0 ¼
0:005 and L0=L1=2¼ 1.0 results in maximum apmax nearly 0.01, which indicates that
considering the dense loading effects is important even if the ap0 < 0:01. In parti-
cular, the studies performed indicate that for cases with L0=L1=2" 1.0 and
ap0 " 0:005, dense loading effects are important.

The effects of the particle clouds on the detonation propagation are observed
to fall into three regimes, which are as follows:

I. The detonation is suppressed and restored to the state similar to pure gaseous
detonation propagation. The reaction zone remains coupled with the detonation
front, and the transverse waves or triple-point formation resemble that of pure
gaseous detonation.

II. The detonation is temporarily quenched. Initially, the reaction zone uncouples
from the leading shock, and the distance between the leading shock and the
reaction zone increases. Later, as the particle cloud moves away from the front,
the distance between the leading shock and the reaction zone decreases, and the
detonation is restored. The transverse waves or triple-point formation are tem-
porarily suppressed or weak.

III. The detonation is permanently quenched. The reaction zone uncouples from the
leading shock, and the distance between the leading shock and the reaction zone
increases, monotonically. The transverse waves or triple-point formation are
suppressed.

Among the cases presented in this article, particle clouds with L0=L1=2" 4.0 with
ap0 " 0:01 or with L0=L1=2" 1.0 and ap0 " 0:04 are shown to cause temporary deton-
ation quenching. Further, detonation interaction with particle clouds with L0=L1=

2" 32.0 and ap0 " 0:01 resulted in permanent quenching, i.e., regime III.
The simulations performed in 3D showed similar trends with variation in L0

and ap0 , as observed in 2D. But the values of the cloud length (L) at any given time,
obtained from 2D and 3D simulations, differed for the same initial parameters. This
variation is due to additional dispersion allowed in 3D due to the additional dimen-
sion, and hence for exact quantitative results in post-detonation flow, the simulations
should be performed in 3D.

The simulations performed here can also be done with reacting particles to
investigate additional features or regimes of detonation propagation. Recent studies
(Balakrishnan et al., 2010c) suggest that the dispersion of reactive particles by blast
waves results in preferential ignition of the particles. Thus, the study of reactive
particle dispersion downstream of detonation can be vital for proper understanding
of ignition process in hybrid detonations. These studies will be interesting, and can
be compared with results presented in this paper. We leave them for future analysis.
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APPENDIX

The capability of the code to simulate detonations of various characteristics is
established by using different sets of controlling parameters for initialization.
Although many cases were evaluated earlier (Gottiparthi et al., 2009), we focus here
on two specific sets, given in Table A1, following past similar studies (Papalexandris,
2004), to discuss the key representative features. Initially, using parameter set 1, 1D
steady detonation is simulated. The resulting pressure profiles are shown in
Figure A1a and Figure A1b for two different grid resolutions. The profiles indicate
that the detonation becomes a steady detonation as time progresses. This is in excel-
lent agreement with the results in literature (Dou et al., 2008; Lee and Stewart, 1990).
Also, the peak value of the pressure approaches the ZND pressure value (P=
P0¼ 42.1) with increase in the resolution. To confirm numerical accuracy, the error
in the peak pressure is evaluated for different mesh sizes, D=L1=2. Figure A2 shows
that the peak pressure value converges to the ZND pressure value with increase in
resolution as expected.

Table A1 Parameter sets to describe the gaseous phase detonation

Parameter set f Ea=RT0 Q=RT0 c P0 (atm) T0 (K)

1 1.0 20.0 50.0 1.2 1.0 300.0
2 1.6 38.2 26.89 1.313 0.2 293.0

Figure A1 Pressure profiles from one-dimensional detonation simulation using (a) 16 points per half reac-
tion zone length (L1=2) and (b) 32 points per half reaction zone length. Here, parameter set 1 given in Table
A1 is used.
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Another 1D study is performed using parameter set 2, which is chosen so that
the detonation resembles a detonation in stoichiometric ethylene=oxygen mixture
diluted with argon. The parameters are obtained from previous experimental and
numerical studies (Gottiparthi et al., 2009; Khokhlov et al., 2004; Strehlow and
Engel, 1968), and the heat release is adjusted to obtain DCJ of nearly 1700m=s.
The error in the peak value of pressure, after obtaining a stable detonation, is again
evaluated, and shown in Figure A2 to converge to the ZND pressure value with
decrease in mesh size. Along with the above mentioned verification, the 1D deton-
ation studies performed specify the resolution requirement, i.e., minimum of 16
points per L1=2, for the 2D and 3D studies discussed in this article. Also, the 1D flow
field is used to initialize the domain in 2D and 3D simulations.

Figure A2 Variation of percentage error in peak pressure with mesh size.
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Study of Deflagration-to-Detonation Transition in

Gas-Particle Mixtures

Kalyana C. Gottiparthi,∗ and Suresh Menon†

School of Aerospace Engineering, Georgia Institute of Technology, Atlanta, GA, 30332, USA

Effect of presence of inert particles on the process of deflagration to detonation transition
(DDT) in stoichiometric H2−Air mixture in channels with obstacles has been simulated and
studied. The numerical simulations in pure gaseous mixture are conducted in channels with
widths 2, 4, 8 and 16 cm with a constant blockage ratio 0.5 to simulate the quasi-detonation
and the detonation regimes observed in experiments and earlier computational results.
The effect of variation of volume fraction (αp0

) and the radius (rp) of the inert particles on
DDT in channels is analyzed by introducing steel particles into the accelerating flame in a
channel of width 16 cm and blockage ratio 0.5. The energy and the momentum absorbed
by the particles results in the deceleration of the leading shock wave and the flame, and the
interaction of the particles with the flame enhanced the instabilities, thereby increasing the
flame speed. These two conflicting effects in combination results in detonation initiation at
the wall due to direct coupling of flame and leading shock unlike DDT in gaseous mixture
where detonation is initiated at the corner formed by the wall and the obstacle. In the
current study, the time and distance to DDT increases linearly with αp0

for αp0
= 10

−4 to
10

−3. Finally, the time to DDT decreases by 0.9 % with increase in rp from 2µm to 8µm
for a fixed αp0

= 10
−5. The results indicate that the change in particle size for a fixed αp0

produces a change of about 0.1 ms in the time to DDT in comparison to DDT in pure
gaseous mixture.

I. Introduction

Detonations in explosive systems can be generated in two ways, either by direct initiation or by de-
flagration to detonation transition. Direct initiation occurs when an ignition source of sufficient strength,
which can couple the reaction and the shock wave and cause detonation immediately, is used. However, if
a weak ignition source is used a deflagration is formed and under suitable initial and boundary conditions
the deflagration accelerates to form a detonation. This process of transition of a deflagration to a deto-
nation involves several complicated multiscale phenomena. The study of these phenomena is essential to
understand DDT which has several applications ranging from ensuring safe fuel and explosive storage to
addressing fundamental issues of some of the most basic problems in astrophysics and cosmology.

Due to several numerical and experimental investigations, over past several years significant advances
have been made in understanding the basic mechanisms involved in flame acceleration and DDT in gaseous
mixtures.1 The studies involving DDT in channels with and without obstacles provide insights into the
processes involved in DDT and enable to estimate the duct length and time required for detonation initia-
tion.2,3 Especially, channels with obstacles provide a suitable environment to study the three consecutive
stages of DDT which are (1) creation of conditions for detonation initiation due to flame and flow evolution,
(2) detonation formation and (3) the survival of the detonation ensured by the spread of the detonation
into unburned fluid.4 The detonation initiation in the channels with obstacles is caused by the collision of
Mach stem, generated by the reflection of the leading shock from the bottom wall, with an obstacle or by
the direct collision of the leading shock with an obstacle.5 Depending on the channel width, the generated
detonation would either spread past the leading shock or get extinguished due to the diffraction from the
obstacle. The flame acceleration in these cases in attributed to the Kelvin-Helmholtz, Rayleigh-Taylor and
Richtmyer-Meshkov instabilities which are generated due to the shock flame interactions and the density
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gradients in the flow. These instabilities enhance the flame surface area which supports the flame accelera-
tion.6 Also, the flame acceleration is enhanced by the generation of jet flow in the unobstructed part of the
channel due to the combustion of the fuel present between the obstacles.7

In comparison to pure gaseous phase DDT studies, very few investigations have been conducted on DDT
in multiphase mixtures.8–12 A two phase theory for DDT in reactive granular materials was described by
Baer and Nunziato.8 Using the theory they were able to predict the distance for the transition to detonation.
Zhang et al11 have investigated DDT in an end multiphase slug using experiments and numerical analysis.
Their results suggest that the presence of dense cloud of particles ahead of an accelerating flame would
lead to the formation of reflected shocks which facilitate rapid transition to detonation. Also, the reflected
detonations, from the end wall, are observed to be achieve peak pressures which are twice than that achieved
in pure gaseous phase cases. Experimental investigation of effect of sand particles of radius of the order
of 0.1-1.0 mm on DDT in stoichiometric H2 − Air mixture in channels without obstacles showed that the
increase in particle volume fraction results in decrease in the time and distance to DDT.9 The particles
in the experiment, which are much larger than the micron size particles considered in the present study,
enhance the flame acceleration by generating small scale turbulence and bow shocks. However, in all these
investigations, the processes involved in DDT in gas-particle mixtures, where particle size is in orders of
microns, are not explored and to the authors’ knowledge there are no results available in literature on the
influence of inert particles on DDT in channels with obstacles.

In this paper, the influence of inert particle on DDT in dilute gas-particle mixtures is studied to address
the processes which explain the flame acceleration and transition to detonation. An Eulerian-Lagrangian
formulation is used to solve for gas and solid phase. Lagrangian tracking can accurately evaluate the particle
dispersion in dilute and turbulent flows and hence it is used in the current study. Transition to detonation
in pure gaseous stoichiometric H2 − Air mixture in channels with blockage ratio 0.5 and diameters (d) =
2, 4, 8 and 16 cm is considered to simulate different regimes of DDT in channels with obstacles observed
in experiments. The influence of inert particles on DDT is studied by varying initial solid phase volume
fraction (αp0

) and particle radius (rp). The time and distance to DDT in each case is evaluated and the
processes affecting DDT are explained.

II. Governing Equations and Numerical Method

The compressible Navier-Stokes equations for reacting gas flow used to model the gas phase are:13

∂

∂t
(ρg) +

∂

∂xj
(ρgug,j) = 0, (1)

∂

∂t
(ρgug,i) +

∂

∂xj
(ρgug,iug,j + pgδij − τg,ij) = Ḟp,i, (2)

∂

∂t
(ρgEg) +

∂

∂xj
((ρgEg + pg) ug,j − ug,iτg,ji + qg,j) = Q̇p + Ẇp, (3)

∂

∂t
(ρgYg,k) +

∂

∂xj
(ρgYg,k (ug,j + Vg,j,k)) = ω̇k. (4)

Here, ρg is the density, pg is the pressure, ug,i is the i-th component of velocity, Eg is the total energy given
by the sum of the internal (eg) and kinetic energies, (eg + 1

2
ug,iug,i), and Yg,k is the mass fraction of the kth

species. Note that the αg, which is the volume fraction of the gas phase, has been approximated to 1.0 in the
above equations as the current study deals with dilute gas-particle flows, i.e. (1−αg) = αp ∼ O(10−3−10−4).
The stress tensor, τg,ij , the heat flux vector, qg,j , and the species diffusion velocities, Vg,i,k, are

τg,ij = µg

[(

∂ug,i

∂xj
+

∂ug,j

∂xi

)

−
2

3

∂ug,k

∂xk
δij

]

, (5)

qg,j = −κg
∂Tg

∂xj
+ ρg

Ns
∑

1

Yg,khg,kVg,j,k, (6)

Vg,j,k = −
Dg,k

Yg,k

∂Yg,k

∂xj
, (7)
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where Tg is the gas temperature and hg,k is the enthalpy of the k-th species. The thermal conductivity of
the gas, κg, and the diffusion coefficient, Dg,k, are obtained from Lewis number (Le) and Prandtl number
(Pr) as

κg =
Cp,gµg

Pr
, (8)

Dg,k =
κg

ρgCp,gLe
, (9)

where Cp,g is the specific heat of the gas at constant pressure. The viscosity is computed based on the power
law4

µg = µ0Tg
0.7. (10)

A first-order Arrhenius kinetics for DDT in stoichiometric H2 −Air mixture used in earlier studies4,5 is
used here and is given as

ω̇k = (−1.0)kAρgYg,1 exp(−
Ea

RTg
), (11)

where Ea, A and R are, respectively, the activation energy, the pre-exponential factor and the gas constant.
In the current study, the reaction is assumed to proceed as X → Y , where X is the unburnt mixture and Y
is the burnt mixture. Thus k takes value 1 for the reactant mixture and 2 for the product mixture. All the
modeling parameters used in this study are given in Table 1.

Lagrangian tracking is used to compute the particle position vector (xp,i) and velocity vector (up,i). Based
on the case being considered, there could be very large number of particles to track. Hence, the concept
of parcel, which is a group of particles, is employed.14 All particles present in a parcel are considered to
have same position, velocity vectors and temperature. The number of particles assigned to each parcel and
the number of parcels chosen is determined based primarily on the desired volume fraction/mass loading
and numerical accuracy. Considering no inter-phase mass transfer for inert particles, the equations for solid
phase are:15,16

dxp,i

dt
= up,i, (12)

mp
dup,i

dt
=

π

2
rp

2CDρg|ug,i − up,i| (ug,i − up,i) , (13)

mpCp
dTp

dt
= 2πrpκgNu (Tg − Tp) , (14)

where mp is the particle mass and Tp is the particle temperature. The lift, inertial force of virtual mass,
Basset force, inter-particle collisions and buoyancy for the cases considered in the current study are small in
comparison to the drag and hence are not considered here.17 Cp represents specific heat of the solid particle.
The particle mass mp is obtained as 4/3πrp

3ρp, where ρp is the solid particle material density. Based on the
number of parcels in each Eulerian finite-volume cell αp is evaluated. In the above equations, CD represents
the drag coefficient. The expression for CD, validated by comparisons with experiments,13,18 is

CD =

[

0.38 +
24

Re
+

4

Re0.5

] [

1 + exp

(

−0.43

M4.67
pg

)]

, (15)

where Re = 2ρgrp|ug,i − up,i|/µ and Mpg = |ug,i − up,i|
√

ρg/
√

γpg denote Reynolds number and Mach
number based on the relative velocity between gas and the particle, respectively. γ is the ratio of the
specific heats of the gas. The Nusselt number as a function of Re and Pr is expressed as Nu = 2.0 +
0.459Pr0.33Re0.55.19 Finally, the inter-phase coupling terms (in equations (2)-(4)) are obtained by averaging
over all particles/parcels in a computational cell of a finite volume (V ol).

Ḟp,i =
1

V ol

N
∑

n=1

np,n
π

2
r2

p,nCD,nρg,n|up,i,n − ug,i,n| (up,i,n − ug,i,n) , (16)

Q̇p =
1

V ol

N
∑

n=1

np,n [2πrp,nκgNun (Tp,n − Tg,n)] , (17)
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Ẇp =
1

V ol

N
∑

n=1

np,n
π

2
r2

p,nCD,nρg,n|up,i,n − ug,i,n| (up,i,n − ug,i,n) up,i,n, (18)

where N is the total number of parcels in a finite volume cell, np is the number of particles per parcel.
The governing equations for gas phase are solved using an approximate Riemann solver with Monotone

Upstream-centered Schemes for Conservative Laws (MUSCL) reconstruction and monotonized-central lim-
iter. The Riemann solver used is a hybrid solver (HLLC/E)20 which employs the contact preserving HLLC
flux solver every where except in the shock capturing region, where in the direction transverse to the shock
HLLE Riemann solver is used. The scheme is second order accurate in both time and space, although its
spatial accuracy decreases in the region where the discontinuity is present. Detailed validation of this ap-
proach for shock-turbulence interaction21 and detonations22–24 has been reported elsewhere. The governing
equations for solid phase are integrated in time using 4th order Runge-Kutta scheme.

The computational domain used is shown in Figure 1 and is discretized using a structured grid. The
grid is uniformly fine in the regions (of length Lf given in Table 2), where the flame and shock exits and
is coarsened in the regions where the fuel is completely burnt or completely unburnt with no flow property
gradients. The total channel length, L, and the number of obstacles considered in each case are shown in
Table 2. The minimum grid resolution ∆min = 1/144 cm is used which corresponds to 5 points per flame
thickness (xl = 0.035 cm) and 3 points per half reaction zone thickness (L1/2 = 0.02 cm) of the detonation
in stoichiometric H2 − Air mixture. The grid resolution is chosen based on resolution studies available in
literature5 and resolution studies performed in the current study.

The particles are considered to have properties of steel (i.e. CP and ρp). Tables 1 and 3 list the initial
solid phase conditions, the various cases, the number of parcels, the number of particles per parcel, and the
initial volume fraction of the solid phase for each case. The flame is ignited by placing a hot region of burnt
mixture where the temperature is 2.0Tb, where Tb = 7.289T0 is the post-flame temperature. This mode of
ignition is ‘soft’ mode, i.e., the energy provided for the flame ignition is of the order of the energy release due
to the flame. The boundary conditions used are also shown in Fig. 1. The surfaces of the walls and obstacles
are adiabatic no-slip reflecting surfaces. At the outlet of the channel the properties are extrapolated as the
flow becomes supersonic. The simulation is performed in half channel by employing symmetry condition at
the half channel width. These boundary conditions are similar to the conditions used in previous studies.4,5

Gas Phase

Pg,0 1.0 atm Initial gas pressure

Tg,0 293 K Initial gas temperature

R 385.93 J/(mol K) Gas constant

γ 1.17 Ratio of specific heats

MW 21 g/mol Molecular weight

A 6.85 × 1012cm3/(gs) Pre-exponential factor

Ea 46.37RT0 Activation energy

Q 43.28RT0 Chemical energy release

µ0 2.9 × 10−5g/(scmK0.7) Transport constant

Le 1.0 Lewis number

Pr 0.72 Prandtl number

Solid Phase

ρp 7874 kg/m3 Particle density

Tp,0 293 K Initial particle temperature

up,i 0.0 m/s Initial particle velocity

Table 1. Input parameters for deflagrations and detonations in stoichiometric H2 −Air mixture and inert particles used
in the current study.4,5
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Figure 1. Computational domain used for simulation of DDT in a channel with obstacles. The obstacles and the initial
flame location are shown along with the boundary conditions used. The simulation domain is same as that used by
Gamezo et al.5 Here, the blockage ratio is 0.5 and the initial flame radius is d/8. The length of the channel in each
case is long enough to initiate detonation and the obstacles are equally spaced.

d/2 (cm) L (cm) Number of obstacles Lf (cm) Grid size for Lf × d/2

1.0 60.0 30 23.0 3312×144

2.0 72.0 18 34.0 4896×288

2.0 72.0 18 32.0 9216×576

4.0 96.0 12 44.0 6336×576

8.0 176.0 11 56.5 8136×1152

Table 2. Grid and domain lengths for channels of different widths used in the current study.

rp (µm) αp0
Number of parcels Particles per parcel Number of particles

2.0 1.0 × 10−5 185024 8 1480192

4.0 1.0 × 10−5 23128 8 185024

8.0 1.0 × 10−5 23128 1 23128

8.0 1.0 × 10−4 23128 10 231280

8.0 5.0 × 10−4 115586 10 1155860

8.0 1.0 × 10−3 231280 10 2312800

Table 3. Number of parcels tracked in each case (i.e. for a particular rp and αp0
) in the current study. The particles

are distributed over length = 80.0 cm and over the entire half width (8 cm), and are located at 80.0 cm from the closed
end of the channel.

III. Results and Discussion

In order to investigate the effect of inert particles on DDT in channels with obstacles, initially, DDT in
pure gaseous mixture is simulated. Channels of half widths 1, 2, 4, and 8 cm are considered to simulate
the quasi-detonation and the detonation regimes of DDT in channels with obstacles. The results obtained
from pure gaseous simulations are validated by comparing with the results available in the literature. The
accelerated flame obtained from the gaseous simulation is used to study the effect of the inert particles on
flame acceleration and DDT.

III.A. DDT in pure gaseous mixtures

DDT involves acceleration of flame and flow, initiation of detonation and sustaining the initiated detonation.
This process is shown in Fig. 2. Initially, the flame introduced at the closed end of the channel propagates
slowly. As the flame propagates the flame surface starts to wrinkle which increases the surface area of the
flame. This increase in the flame surface generates greater energy release and the flame accelerates. The
accelerating flame propagates into the reactant mixture which is almost stationary. The shear between
reactants and products results in Kelvin-Helmholtz (KH) instability. Rayleigh-Taylor (RT) and Richtmyer-
Meshkov (RM) instabilities are generated due to the acceleration of the low density products into relatively
high density reactants. These instabilities further increase the overall flame surface and the flame accelerates
further. Once the flow accelerates to supersonic speed, a leading shock wave is generated in front of the
flame. Figure 2 (a) shows the highly wrinkled flame and the leading shock wave in a channel with d/2 =
8 cm. The leading shock collides with the bottom wall to forms a Mach stem and when this Mach stem,
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after gaining sufficient strength, hits the corner formed by the obstacle and the bottom wall, a detonation is
ignited. This detonation ignition is shown in Fig. 2 (b) where the detonation is ignited at obstacle 8. The
ignited detonation spreads around the obstacle and overtakes the leading shock (see Figs. 2 (c) and (d)). The
detonation diffracts as it passes over the obstacle and produces cellular structures. This detonation which
now occupies the entire channel width survives the collision and diffraction with the next series of obstacles
and continues to propagate. This regime of DDT where the detonation initiated continuously propagates
has been observed in experiments and previous numerical simulations.5

(a) t = 3.633 ms

(b) t = 4.296 ms

(c) t = 4.317 ms

(d) t = 4.336 ms

(e) t = 4.407 ms

Figure 2. Flame acceleration and detonation initiation. The half channel width is 8 cm and the blockage ratio is 0.5.
The temperature range of the unburnt mixture is shown in gray scale and the burnt mixture is shown in color spectrum.

III.A.1. Effect of channel width and resolution

In order to simulate the main regimes of DDT in channels with obstacles, channels of different widths are
considered. For the channel with d/2 = 1 cm, the ignited flame accelerated and produced detonations
starting from obstacle 16. But these detonations did not spread past the leading shock and failed after single
diffraction from the obstacle. In channel with d/2 = 2 cm, the detonation is produced initially at obstacle
10. But this detonation fails to over take the leading shock. Similarly failed detonation appears at obstacle
11. However, at obstacle 12, the detonation produced overtakes the leading shock and propagates surviving
the diffraction at obstacle 13. But after diffraction from obstacle 14, the leading shock decouples from the
reaction zone and the detonation is quenched. The process of this detonation formation and quenching is
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again observed from obstacle 16 to 18. This mode of propagation is called quasi-detonation regime and is
observed in earlier numerical and experimental investigations. Similar quasi-detonation mode is observed
for the case of channel with d/2 = 4 cm.

The flame position variation with time in channels of different d is shown in Fig. 3. Here, the flame
position is the maximum position along the length of the channel where mass fraction of the reactant mixture
is less than 0.5. The flame position increases rapidly as the flame accelerates and in the cases where the
transition to detonation occurs the flame position varies almost linearly with the time as the detonation
propagates with velocity nearly equal to Chapman-Jouget detonation velocity, DCJ . Past numerical results
suggest that the time and distance to DDT increase linearly with (d/2)2.5 From the current simulations, the
time and distance to DDT are not exactly linearly varying with (d/2)2 (see Fig. 4). Although the qualitative
behavior of DDT in these channels is same as that observed by Gamezo et al,4,5 the distance and time to
DDT does not match exactly. The variations in the values are due to the difference in the ignition mode
chosen and the stochastic nature of DDT.

In order to perform resolution tests, the simulations are conducted considering channel with d/2 = 2
cm and ∆min = 1/144 cm and 1/288 cm. ∆min = 1/288 cm corresponds to 10 points per xl and 6 points
per L1/2. The flame position variation with time for these two resolutions is shown in Fig. 5. Initially, the
flame acceleration is same for both the resolutions. But as the flame interacts with obstacles and in the
high vorticity areas the higher resolution case produces small flamelets which enhance the flame acceleration
slightly. However, the qualitative behavior in both the cases is same. Also, in channels with obstacles the
position of detonation initiation is controlled by the location of the obstacle5 and thus the resolution has
only minor effect on the distance and time to DDT. For the cases with gas-particle mixtures discussed in
this paper, ∆min = 1/144 cm is used.

Figure 3. Variation of the position of the flame tip with time for channel with for different half channel widths.

(a) (b)

Figure 4. (a) Distance and (b) time required for DDT for channels of different widths (d).
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Figure 5. Variation of the position of the flame tip with time for channel with d = 4.0 cm for ∆min = 1/144 and 1/288
cm.

III.B. DDT in gas-particle mixtures

In the current paper, the process of DDT in gas-particle mixture is studied by introducing inert particles,
which are uniformly distributed over the length and the width of the channel, into the accelerating flame
developed in the channel with obstacles and d/2 = 8 cm. The flame accelerates in the pure gaseous mixtures
and encounters gas-particle mixture at nearly t0 = 3.7 ms from the time of flame ignition. The flame at t0
is shown in Fig. 6 (a). The particles are located 80 cm from the closed end of the channel (see Fig. 7 (a)).
The propagation characteristics of the accelerating flame and the subsequent transition to detonation in the
gas-particle mixture is studied by varying αp0

and rp.

III.B.1. Effect of initial volume fraction of solid phase

The effect of particle volume fraction on DDT is studied by varying αp0
from 10−5 to 10−3 for a fixed particle

radius 8µm. When inert particles interact with the accelerating flame, due to the instabilities generated by
the particles fine flamelets are generated along the flame front as shown in Fig. 6 (b). These flamelets
enhance the reaction and increase the flame speed. Also, the flame spreads evenly, in comparison to pure
gaseous case, along the width of the channel due to the spreading of the flamelets. This causes the flame to
accelerate further. However, the particles also absorb momentum and energy from the flow and can lead to
deceleration of the flame and the leading shock wave. These two effects are counteracting and, as discussed
below, would reduce or increase the distance and time to DDT based on the volume fraction of the particles
in the flow .

When the accelerating flame interacts with the gas-particle mixture of αp0
= 10−5, the flame accelerates

marginally in comparison to pure gaseous case (See Fig. 8) because of the flamelet generation. The energy
and momentum absorbed by the particles causes the leading shock to decelerate. However, in this case the
deceleration is marginal, as shown in Fig. 9, and the flame does not reach the leading shock to initiate the
detonation. Thus in this case the detonation is initiated at distance 1.19 m by the collision of the Mach
stem with the obstacle 8, shown in Fig. 10 (a), as observed in pure gaseous case. In the case of αp0

=
10−4, the flamelets enhance the flame speed and the flame accelerates to reach the marginally decelerated
leading shock wave (see Figs. 8 and 9). The leading shock wave reflects from the bottom wall producing a
strong Mach stem which couples with the accelerated flame to initiate the detonation at distance 1.11 m.
Thus in this case the detonation initiation does not occur at the corner of obstacle 8. The process of flame
and leading shock wave coupling at the bottom wall for the case with αp0

= 5.0 × 10−4 is shown in Fig.
10 (b). In this case, although flamelets are generated, the energy and momentum absorption from the flow
leads to net flame deceleration. However the leading shock also decelerates such that the flame reaches the
leading shock and couples to initiate the detonation. For this case, the detonation is initiated at a distance
of 1.16 m from the closed end of the channel. The detonation produced at the bottom wall diffracts from the
obstacle 8 and survives as shown in Fig. 6 (e). The particle dispersion, for αp0

= 5 × 10−4, in the channel
at different times is shown in Fig. 7. The flame and flow interact with the particles and generate particle
clusters, especially near obstacles. However, αp even in these regions does not exceed 1.0 % in all the cases
considered here. The characteristics of particle dispersion are not discussed in this paper and are left to be
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addressed in future. Finally, in the case of αp0
= 10−3, the loss of energy and momentum to the particles

results in net flame and leading shock deceleration and the flame does not reach the leading shock wave.
Thus in this case, as observed in pure gaseous mixture and the mixture with αp0

= 10−5, the detonation is
initiated at obstacle 8 ,i.e., at a distance of 1.19 m from the closed end of the channel.

In summary, detonation initiation in gas-particle mixtures in channels with obstacles can occur either
at the corner of an obstacle as observed in pure gaseous mixtures or at the wall due to coupling of flame
and leading shock wave. The process is governed by the accelerating effect of particles through flamelet
generation and decelerating effect through energy and momentum absorption. Further, both the distance
and time to DDT estimated in the current study (shown in Fig. 11) vary linearly with αp0

for αp0
= 10−4

to 10−3.

(a) t= t0 = 3.7 ms

(b) t = 4.093 ms

(c) t = 4.319 ms

(d) t = 4.331 ms

(e) t = 4.395 ms

Figure 6. Flame acceleration and detonation initiation in a channel with inert particles. The half channel width is 8
cm, the blockage ratio is 0.5, αp0

= 5.0× 10−4 and rp = 8 µm. The temperature range of the unburnt mixture is shown
in gray scale and the burnt mixture is shown in color spectrum.

III.B.2. Effect of particle radius

The effect of particle size on DDT in gas-particle mixture is studied by considering inert particles of radius
2, 4 and 8 µm. The particles are uniformly distributed in the channel starting from the location 80 cm from
the closed end so as to obtain αp0

= 10−5. In all cases, the detonation initiation is observed at the corner of
the obstacle 8 as observed for pure gaseous case and thus the distance to DDT evaluated by varying particle
size is constant and is equal to 1.19 m. The time to DDT for different rp shown in Fig. 12 varies slightly,
about 0.1 ms, from the time to DDT for pure gaseous case. Decrease in rp for fixed αp0

results in increase
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(a) t = t0 = 3.7 ms

(b) t = 4.093 ms

(c) t = 4.319 ms

(d) t = 4.331 ms

(e) t = 4.395 ms

Figure 7. Particle dispersion in the channel as the flame accelerates and the detonation is initiated. The half channel
width is 8 cm and the blockage ratio is 0.5. αp0

= 5.0× 10−4 and rp = 8 µm. The temperature of the particles is shown
in color spectrum.

in number of particles and thus a possibility of increase in energy and momentum absorption and flamelet
generation. However, in the current study, αp0

= 10−5 is so dilute that the effects of particle size variation
observed are negligible. This is shown in Fig. 13, where the overall flame surface is almost identical in each
case. Also, Fig 8 shows that the flame acceleration in each case is almost identical. Thus, for αp0

considered,
the effects of varying particle size are minor and the propagation of the flame and detonation initiation
resemble the DDT in pure gaseous mixture.

IV. Conclusions

The process of deflagration-to-detonation transition in gas-particle mixtures is studied using inert (steel)
particles and H2−Air mixture. The reaction is modeled using single step Arrhenius kinetics and Lagrangian
tracking is used to solve for the particle phase. Simulations in channels of half width 1, 2, 4, and 8 cm are
performed to simulate the quasi-detonation and detonation regimes of DDT in channels with obstacles and
to compare with the numerical and experimental results from literature. The results from the pure gaseous
simulations are in agreement, qualitatively, with the past results.4,5 The process of DDT in gas-particle
mixtures in channels with obstacles is studied by varying initial volume fraction of solid phase, αp0

, for fixed
particle radius, rp. The studies indicate that the inert particles control DDT in gas-particle mixtures by
absorbing energy and momentum and generating flamelets. The particles, for αp0

= 10−4 and 5.0 × 10−4,
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rp in each case is indicated. The half channel width is 8 cm and the blockage ratio is 0.5.
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Figure 9. Variation of the position of the leading shock with time as the flame interacts with the inert particles. αp0

in each case is indicated and rp = 8 µm. The half channel width is 8 cm and the blockage ratio is 0.5.

facilitated the flame acceleration and leading shock deceleration and the detonation was initiated at the wall
unlike pure gaseous cases where the detonation is initiated at a corner connecting the wall and the obstacle.
For αp0

= 10−5 and 10−3, the flame could not couple with the leading shock wave and detonation initiation
resembled DDT in pure gaseous mixture. The time and distance to DDT increased linearly with αp0

for
αp0

= 10−4 to 10−3. The effect of varying particle size for fixed αp0
= 10−5 is minor and the detonation

initiation occurred at the corner formed by the wall and the obstacle 8 as observed in pure gaseous mixtures.
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(a) Pure gaseous case (b) αp0
= 5.0 ×10−4; rp = 8 µm

Figure 10. The detonation initiation at the bottom wall and at the obstacle. Here, density gradient is plotted. O -
Obstacle; F - Flame; LS - Leading Shock; M - Mach stem; D - Detonation.
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Abstract 
Simulations of accelerating flames and deflagration-to-detonation transition (DDT) in gas-particle mixtures are 
presented in this article. Flame acceleration and subsequent detonation initiation are initially investigated in 
stoichiometric methane-air mixture or hydrogen-air mixture in channels with obstacles. These studies show good 
agreement with available experimental results. Detonation initiation in pure gaseous mixtures, in the current work, 
occurred due to hot spot generation by the leading shock wave - obstacle interaction. DDT in gas-particle mixtures 
is studied by allowing the accelerating flame to propagate through steel particle cloud of fixed initial volume 
fraction (αp0). When αp0 is about 10-4 or above, the relative velocity of the leading shock and the flame is reduced 
allowing for the detonation initiation by leading shock-flame coupling. For αp0 nearly 10-5 or less, the detonation 
initiation was similar to that in the case of pure gaseous mixtures. These mechanisms are discussed in detail and the 
differences with pure gas cases are highlighted.  
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Introduction 
When an ignition source is placed at the closed end 

of a channel filled with a combustible mixture a 
deflagration is generated. This deflagration accelerates 
and, with proper initial and boundary conditions, would 
transition to a detonation. This process of flame 
acceleration and DDT has attracted attention of several 
investigations over years with an intention to improve 
safety in industrial systems and provide novel 
propulsion devices. In many practical scenarios, such as 
in mining tunnels with coal dust and marsh gas, 
accelerating flames and DDT occur in two-phase 
mixtures. Due to several past studies [1-3] DDT in 
channels in gaseous mixtures has been investigated but 
the processes in gas-particle mixtures have been largely 
unexplored. In this paper we present both flame 
acceleration and DDT in channels with obstacles in gas-
particle mixtures. 

Numerical [1-2] and experimental [3] investigations 
of DDT in channels indicate the series of events leading 
to detonation initiation to be (1) flame acceleration due 
to flow evolution and instability generation, (2) leading 
shock wave formation and (3) transition to detonation 
and propagation of the detonation over the obstacles. 
Experimental studies of effect of sand particles of radius 
nearly 0.1-1.0 mm in stoichiometric hydrogen-air 
mixtures show that with increase in particle volume 
fraction the distance and time to DDT decrease [4]. 
Studies on DDT in dust mixtures suggest that the 
transition to detonation occurs based on reactivity and 
concentration of the dust particles [5]. However, there 
are no results available in the literature on the effect of 
inert particles on DDT in channels with obstacles. The 
role of particles on the propagation of an accelerating 
flame and shock wave and subsequent transition to a 
detonation is yet to be explored. We endeavor to 
investigate this in the current study. 

In this paper, the process of flame acceleration and 
DDT in stoichiometric methane-air and hydrogen-air 

mixtures in channels with obstacles is discussed. 
Blockage ratios, the ratio of obstacle height to half 
channel width, 0.3, 0.5 and 0.6 are considered. For two-
phase cases, steel particles are distributed in the channel 
based on αp0. Here, αp0 is evaluated as the initial ratio of 
the volume occupied by the particles to the volume of 
the domain over which particles are distributed. In this 
article αp0 in range of 10-5 to 10-3 are considered. In all 
cases, the flame and shock speeds are evaluated and the 
process of transition to detonation is analyzed.    

 
Formulation and Numerical Setup  

In order to conduct numerical investigation of DDT 
in gas-particle mixtures, the unsteady, compressible, 
multi-phase Navier-Stokes equations for reacting gas 
flows are used to solve for the gas phase, and 
Lagrangian tracking approach is used to solve for the 
position, the mass, the velocity and the temperature of 
the solid particles [6-7]. Single-step Arrhenius kinetics 
based on the parameters described in previous 
numerical studies of DDT in hydrogen-air [1] and 
methane-air [2] mixtures are employed here. The 
momentum and the energy transfer between the two 
phases are evaluated based on the empirical expressions 
for the drag coefficient (CD) and the Nusselt number 
(Nu) [6]. The complete set of governing equations used 
in the current study can be found elsewhere [1].  

An approximate Riemann solver with Monotone 
Upstream-centered Schemes for Conservative Laws 
(MUSCL) reconstruction and monotonized-central 
limiter is used to solve the governing equations for the 
gas phase. The Riemann solver used is a hybrid solver, 
which employs the Harten-Lax-van Leer (HLL) flux 
solver with contact wave (HLLC) everywhere except in 
the shock-capturing region, where in the direction 
transverse to the shock the HLLE (HLL by Einfeldt [8]) 
Riemann solver is used. The scheme is second order 
accurate in both space and time. Detailed validation of 
this approach to simulate shock-turbulence interaction 
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Fig. 1. Computational domain used for simulation of DDT in channel with obstacles. Here, e is the blockage ratio. 
d'= d for Cases G1 and G2 and d' = d/2 for Cases G3, P1, P2 and P3 (see Table 1). The location of equally spaced 
obstacles and the boundary conditions employed are indicated.  

 
Case d (cm) e Premixed mixture αp0 Number of particles 
G1 17.4 0.3 Methane-air - - 
G2 17.4 0.6 Methane-air - - 
G3 16.0 0.5 Hydrogen-air - - 
P1 16.0 0.5 Hydrogen-air 1.0× 10-5 23128 
P2 16.0 0.5 Hydrogen-air 1.0× 10-4 231280 
P3 16.0 0.5 Hydrogen-air 5.0× 10-4 1155860 

Table 1. Cases considered in this article to study DDT in gas-particle mixtures. Δxmin for Cases G1 and G2 is 167 
μm and in all other cases Δxmin = 69.5 μm. Here, Cases G1, G2 and G3 are pure gas-phase cases and Cases P1, P2 
and P3 are two-phase cases. 
 
[9] and detonations/ explosions in multi-phase flows [6-
7] has already been reported. The governing equations 
for solid phase are integrated in time using 4th-order 
Runge-Kutta scheme. 

The domain shown in Fig. 1 is discretized using a 
structured grid. The grid is configured to be fine in the 
regions where flame, shocks and flow structures exist 
and is coarsened (Δxmax = 0.2 cm) elsewhere i.e. in the 
regions where the gaseous mixture completely 
comprises of products or reactants away from the 
flame/shock structures. The minimum computational 
cell width, Δxmin is chosen to resolve the laminar flame 
thickness and half –reaction zone thickness of the 
detonation [1-2] in each case. Here, Δxmin corresponds 
to 3 points per flame thickness in Cases G1 and G2, and 
5 points per flame thickness in all other cases. The 
channel dimensions and the blockage ratios used in each 
case are shown in Table 1. Also, the obstacle width in 
Cases G1 and G2 is 2 cm and 1 cm in Cases G3, P1, P2 
and P3. In all cases the initial pressure and the initial 
temperature of the gas phase is 1 atm and 298K, 
respectively. For gas-particle cases (P1 to P3) presented 
here, the particle radius, rp, = 8 μm is considered. 
Studies with rp = 2 and 4 μm have been reported earlier 
[1], albeit for αp0 = 1.0× 10-5. The flame is ignited in the 
channel by means of a hot zone of product gases where 
the temperature is set to be 2.0Tb, where Tb is the 
adiabatic flame temperature of the mixture considered.  

The boundary conditions employed in the current 
studies are indicated in Fig. 1. Here all the walls, 
including the surfaces of the obstacles, are set to be 
adiabatic no-slip reflecting surfaces. Also, the flow 
properties and derivatives at the out flow of the channel 
are evaluated by extrapolation. As the flame propagates 
in the channel, the deflagration front and shock front are 
tracked and the flame/shock speed in each case are 
evaluated. The mechanism for detonation transition in 
each case is identified and presented along with 
experimental comparisons, where available, in the next 
section. 

 
Results and Discussion 

Before investigating flame acceleration and 
transition to detonation in gas-particle mixtures, studies 
of DDT in pure gaseous methane-air and hydrogen-air 
mixtures are performed. The channel configurations in 
these cases are chosen based on available experimental 
[3] and numerical investigations [2]. The results 
obtained under the current work are compared with past 
results and are further used to study the interaction of 
particles with accelerating flames. 

Transition to detonation in stoichiometric methane-
air mixture is studied by considering two blockage 
ratios, e = 0.3 and 0.6, i.e. Cases G1 and G2. The flame 
initially ignited at the closed end of the channel 
propagates into the premixed fuel-air mixture and the 
expanding product gases generate flow over the 
obstacles in the channel. This flow produces Rayleigh-
Taylor and Richtmyer-Meshokov instabilities [1-2], 
which accelerates the flame further by increasing the 

  

 
Fig. 2. Speed of the flame at different locations in the 
channel as the flame accelerates. Here, flame speeds for 
Cases G1, G2 and G3 (see Table 1) are plotted along 
with corresponding experimental results [3]. 
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Fig. 3. Flame acceleration and detonation initiation in Case G1. The obstacle number is indicated in each figure. 
Color scale is used to indicate the post-combustion flow and grey scale is used to show the post-shock features. 
 
flame surface area. The flame speed evaluated as the 
flame propagates in the channel (shown in Fig. 2) 
indicates that the flame accelerates to a speed nearly 
700 m/s before a leading shock wave is formed ahead of 
the flame. As leading shock (LS) wave and the flame 
couple propagate in the channel, the shock acquires 
sufficient strength to generate a hot spot due to shock-
obstacle interaction. In case G1, at Obstacle 21, the hot 
spot produced initiates a detonation, which overtakes LS 
and propagates into the ambient fuel-air mixture.  

  The chronology of acceleration of flame and 
detonation initiation in Case G1 is shown in Fig. 3. Note 
that, in this case (see Fig. 3), the detonation initiation 
occurs away from the primary flame at the obstacle. 
Also, in Case G1, the constricted channel width, i.e. the 
width of the channel at the obstacle locations, is 
sufficient for self-propagation of the detonation [2-3, 
10]. The detonation diffracts over the obstacle and 
survives to propagate into the ambient gas. However, in 
Case G2, the channel is constricted enough to allow 
only the propagation of accelerating flame and even 
though local hot spots generate detonations these do not 
survive to propagate and overtake LS. Thus, the flame 
speed in this case reaches nearly 700 m/s and the 
deflagration propagates in a choked regime. This is 
shown in Fig. 2, where the flame speed comparison with 
experimental results [3] indicates good agreement with 
the current work. However, in Case G1, the model 
employed here predicts transition distance to be 365 cm 
unlike the experimental result (nearly 550 cm). 

Numerical results [2] reported earlier using the 
modeling employed here are consistent with the current 
results.   

The process of flame acceleration in Case G3 is 
similar to that presented for Case G1. Here, the 
transition to detonation occurs at 119 cm at Obstacle 8. 
In Fig. 2, the transition to detonation in Cases G1 and 
G2 can be observed at the location of sudden jump in 
flame speed. After transition to detonation in these 
cases, the speed approaches the detonation speed of the 
mixture considered. Note that Case G3 has been 
simulated to ascertain the propagation of the detonation 
over the next two successive obstacles. Thus Fig. 2 
shows the flame speed variation in this case till distance 
= 150 cm. Also, in comparison to Cases G1 and G2, the 
length of the channel in which the accelerated flame 
propagates with almost constant average speed is 
relatively small owing to the properties of the fuel used. 

When the flame propagates through gas-particle 
mixture, the interaction between the two phases changes 
the flame speed and the shock strength. Inert particles 
which are initially in ambient conditions absorb energy 
and momentum from the flow. The amount of energy 
and momentum transfer is based on αp0. Here, we 
present three cases which show the effect of αp0 on 
transition to detonation. In case P1, despite the energy 
and momentum transfer to particles, only negligible 
change in the flame speed and the shock strength occur 
in comparison to Case G3 (see Fig. 4). Thus, in this 
case, the process of flame acceleration and detonation 
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(a) 

 
(b) 

Fig. 4. (a) Flame and (b) shock speed variation in the channel for Cases G3, P1-P3. 
 

 

 

 

 
Fig. 5. Flame acceleration and detonation initiation in Case P3. Here, post-flame temperature is shown in color and 
pre-flame conditions are plotted in grey scale. 

initiation is same as described in Case G3. 
In Case P2, LS strength reduces enough such that 

the flame accelerating through the gas-particle mixture 
reaches the shock wave. This is shown in Fig. 4 where 
the shock propagation, in comparison to Cases P1 and 
G3, is slow. The shock wave generates a strong Mach 
stem at the wall of the channel which couples with the 
flame and initiates a detonation. This detonation spreads 
through the ambient flow propagating past the next 
obstacle. Thus, in this case unlike Case G3, the 
transition to detonation occurs away from the obstacle. 
This same process of detonation initiation (as in Case 

P2) occurs in Case P3 and is shown in Fig. 5. The 
difference in the chronology of events between pure 
gaseous and gas-particle cases is evident from Figs. 3 
and 5. Also, in Fig. 4, the shock speed and the flame 
speed coincide indicating detonation initiation at 
distance 116 cm.  

The particles are also affected and dispersed or 
clustered by the flame and the flow in the channel. Due 
to the shock-particle interaction the particles are 
concentrated at the corners of the obstacles creating 
regions of particle clusters. However, the regions where 
vortices are generated, like top of obstacles, the particles 
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are dispersed away forming relatively particle free 
zones. These regions can be observed in Fig. 6. Here, 
the sequence of figures corresponds to the sequence of 
figures shown in Fig. 5.  Although particle clusters are 
formed in the cases considered here, in all cases, the 
volume fraction of solid phase in the dense regions does 
not exceed 10-3. So the dilute gas-particle flow 
assumption made is not violated.    

In summary, inert particles influence the flame 
acceleration and transition to detonation through energy 
and momentum transfer. In cases where the particle 
concentration is small, as in Case P1, the flame behavior 
is identical to that observed in pure gaseous cases. 
However, when particles form concentrations large 
enough to reduce leading shock strength, the flame 
couples with the shock wave and a detonation is 
initiated as a result of the LS-flame couple (as in Cases 
P2 and P3). This difference in detonation initiation 
between Cases G3 and P3 is clearly illustrated in Fig. 7. 

Note that the Mach stem, in Case G3 (or P1), reaches 
the obstacle before flame can reach LS forming a 
detonation at the obstacle. In Cases P2 and P3, the 
shock wave is slowed down sufficiently by the particles, 
which enables the flame-shock couple formation.  

 
Conclusions 

Numerical investigations of flame acceleration and 
transition to detonation in gas-particle flows have been 
presented. The flame speeds and the process of DDT in 
pure gaseous mixtures obtained in the current study 
agree well with the available experimental and 
numerical results. In gas-particle mixtures, based on the 
initial particle volume fraction, leading shock strength 
changed such that the flame-shock couple is formed and 
detonation is initiated. Thus, unlike gaseous cases, gas-
particle cases provide an alternative mechanism for 
detonation initiation for the same fuel-air mixture and 
geometric configuration of the channel.    

 

 

 

 

 
Fig. 6. Dispersion of particles by accelerating flame and shock waves in Case P3. The temperature of particles in 
indicated in color scale. The relatively cold particle clusters on the left side of obstacles can be noticed. Also, large 
regions devoid of particles are observed emanating from the top of the obstacles. Note that the first figure shows the 
initial particle distribution in the channel starting from distance = 80 cm.  
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(a) 

 
(b) 

Fig. 7. Detonation initiation (a) at the obstacle (Case G3) and (b) at the wall (Case P3). The labels F, M, D, O and 
LS indicate the flame, Mach stem, detonation, obstacle and the leading shock. 
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Abstract
The deflagration-to-detonation transition (DDT) of stoichiometric methane-air mixtures in a channel with obstacles is

simulated. The goal of the investigation is to determine how DDT varies in two-phase gas-particle mixtures. Investigations
are initially performed in pure gaseous stoichiometric methane-air mixtures and show good agreement to available exper-
iment data. From this data, an initial reference condition for an accelerated flame is chosen and then set such that it can
propagate through a gas-particle mixture of different initial volume fractions (αp0 ) where the particles are either inert and re-
active. The time and distance to DDT are quantified for each case and compared to the pure gaseous results. In single-phase
simulations, the DDT occurs from an leading shock wave interacting at an obstacle wall. In gas-particle mixtures, however,
the leading shock strength is reduced due to momentum and energy transfer between the gas and the particles, which results
in an increase in the time and distance to DDT.

1 Introduction

Chemical/biological (CB) agent neutralization in post-detonation turbulent flows is a highly transient phenomena occurring
over a wide range of characteristic length and time scales. The geometry of the target structure adds additional complexities,
such as re-circulating flow regions behind obstacles that alter the mixing and combustion physics. The knowledge of these
processes is vital for development of effective Agent Defeat (AD) strategies. A fundamental problem occurring in many AD
scenarios is deflagration-to-detonation transition (DDT) since in any reactive mixture, a confined flame can easily transition
to detonation and alter the survival of CB agents. With a primary focus being on the role solid particles play on DDT, the
process of flame acceleration and transition to detonation in gas-particle mixtures is investigated.

Detonations in reactive gaseous mixtures are initiated either by direct initiation or through DDT (Lee, 2008). Direct
initiation occurs when an ignition source of sufficient strength results in the fast coupling of a shock wave and reaction front
to form a detonation. This is in contrast to the DDT process, which occurs when a comparatively weak ignition source results
in a propagating deflagration. With suitable initial and boundary conditions, the deflagration eventually accelerates to form
a detonation. Many investigations, both experimental and numerical, have been performed to understand the multi-scale
phenomena that result in DDT (Kuznetsov et al., 2002; Silvestrini et al., 2008). Most of these studies are based on pure
gaseous reactive mixtures. Only a few studies have investigated DDT in multi-phase mixtures (Wolanski, 1990; Kapila et al.,
2001). A two-phase theory for DDT in reactive granular materials is provided by Baer and Nunziato (1986) to estimate
the transition distance. Studies of DDT in dust mixtures (Wolanski, 1990) were reported, which suggest that DDT in grain
dust mixtures occurs based on the reactivity and the concentration of the particles. However, in all these investigations, the
processes involved in DDT in gas-particle mixtures, are not explored and to the authors’ knowledge there are no results
available in the literature reporting the influence of particles, either inert or reactive, on DDT in channels with or without
obstacles.

Due to the unique nature of the threat posed by CB agents, there is a critical need to develop a first principle simulation
methodology that can be used a priori to evaluate the threat and aid in defining optimum threat countermeasures. As a
part of a multi-year research, sponsored by Defense Threat Reduction Agency, novel approaches to simulate destruction
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of CB agents using fuel mixtures that can mix and burn with aerosolized materials behind strong blast waves created by
targeted detonation, are being developed. These simulation strategies aim to provide accurate and reliable predictions of AD
scenarios when implemented on actual targets as well as to develop new strategies to handle unforeseen scenarios. DDT
modeling covers the entire gamut of the problem areas of direct interest and is a challenge because of the physical complexity
of the many processes occurring in the flow and interacting across a wide-range of scales. The results obtained during this
phase of the challenge project are presented here with focus on the DDT in two-phase mixtures with reactive particles.

This paper is organized as follows. The second section of this paper summarizes the numerical method used and the
performance of the code (LESLIE3D). In the third section, simulations in the pure gas phase mixtures, which form the base
for the two-phase simulations, and the effect of volume loading on DDT are discussed. Conclusions from the current work
are summarized in Section four. Finally, Sections five and six provide the significance of the current work to DoD and the
impact of the HPCMP resources, respectively.

2 Formulation and Performance of the Code

2.1 Numerical method and setup

The unsteady, compressible, multi-phase Navier-Stokes equations for reacting gas flows are used to simulate the gas-phase
flow. The position, mass, velocity and temperature of each solid particle is deterministically tracked using an Lagrangian
approach (Balakrishnan et al., 2010). Numerically, the gas-phase governing equations are solved using an upwind scheme
based on a hybrid approximate HLLC/E Riemann solver with Monotone Upstream-centered Schemes for Conservative Laws
(MUSCL) reconstruction and a monotonized-central limiter. The Riemann solver dynamically switches from the HLLC
Riemann solver to a HLLE Riemann solver in directions transverse to the propagating shock (Einfeldt, 1988). The scheme is
second order accurate in both time and space, although its spatial accuracy decreases in the region where the discontinuity is
present. The solid-phase governing equations are solved using a 4th order Runge-Kutta scheme. More details of the current
modeling approach and its application to studies of shock-turbulence interaction (Génin and Menon, 2010) and two-phase
detonation (Gottiparthi and Menon, 2012) can be found in the cited references.

The parameter set used to model DDT in CH4-air mixtures is presented elsewhere (Kessler et al., 2010). In cases with
reactive particles, the heat release due to combustion of the particle, Qp, and the activation energy for particle reaction rate,
Eap are set as indicated in Table 1. Expressions for the drag coefficient (CD), the Nusselt number (Nu) and the solid-phase
mass transfer rate are discussed in previous work (Gottiparthi and Menon, 2012; Balakrishnan et al., 2010).

The computational domain and boundary conditions used is in this study are shown in Figure 1. The surfaces of the walls
and obstacles are adiabatic no-slip reflecting boundaries. At the outlet of the channel the properties are extrapolated and a
symmetry condition is set at the half channel width. These boundary conditions are similar to the conditions used in previous
studies (Gottiparthi and Menon, 2012b). The computational grid is refined only in the regions where the flame and shock
exist and then coarsened in the regions where the fuel is either completely burnt or unburnt and no flow gradients exist. The
minimum grid resolution is ∆min = 166 µm, which corresponds to resolution of 4 points in the flame thickness (xl = 0.044
cm). This grid resolution is chosen based on previous grid-independent studies (Kessler et al., 2010; Gottiparthi and Menon,
2011).

Figure 1. Computational domain used for simulation of DDT in channel with obstacles. Here, e is the blockage ratio and d’= d is the distance of
the first obstacle from the closed end of the channel. The location of equally spaced obstacles and the boundary conditions employed are indicated.

The particles are defined as having the properties of aluminum (i.e. CP and ρp). Table 1 lists the initial solid phase
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conditions, the various cases, the number of particles, and the initial volume fraction of the solid phase for each case. Only
results with particle radii (rp) of 16 µm are present here. Additional cases with different particle radii can be found elsewhere
(Gottiparthi and Menon, 2011). The flame is ignited by a hot region of burnt mixture in the upper left corner of the domain.
The temperature in this region is set to be 2.0Tb, where Tb = 2210K is the post-flame temperature of a stoichiometric CH4-air
mixture. This is ‘soft’ mode ignition, i.e., the energy provided for the flame ignition is of the order of the energy release due
to the flame.

Table 1. Number of particles tracked in each case (i.e. for a particular αp0 ) in the current study. The diameter of the channel (d) is 17.4 cm in all
cases presented here. The radius of particles rp = 16.0 µm and are distributed over length = 165.0 cm and over the entire half width (8.7 cm), and
are located at 235.0 cm from the closed end of the channel. The gas phase setup for all two-phase cases is same as Case G1. Also, qr = Qp/Q and
er = Eap/Ea are provided. Here, Q and Ea are the heat release and activation energy for the gas-phase, respectively.

Case e αp0 Number of particles qr er
Without particles

G1 0.3 - - - -
G2 0.6 - - - -

With particles
I1 0.3 1.0×10−5 13470 0.0 0.0
I2 0.3 5.0×10−5 67350 0.0 0.0
R1 0.3 1.0×10−5 13470 1.0 1.0
R2 0.3 5.0×10−5 67350 1.0 1.0
R3 0.3 1.0×10−4 134700 1.0 1.0
R4 0.3 1.0×10−5 13470 1.0 0.5
R5 0.3 1.0×10−5 13470 0.5 1.0

2.2 Code scaling

The speed-up and efficiency Gottiparthi and Menon (2012b) of the code for the representative case, Case G1, on Spirit (SGI
Ice X) is shown in Fig. 2. The scaling of the code is very good and the efficiency remained above 90 % over the wide range
of processors used, i.e. from 128 to 4000. Most of the cases presented in this paper have been run using 1000 processors
where the efficiency is nearly 90 %. Eventhough each particle is deterministically tracked in the case of two-phase flow, Case
R1, the speed up and efficiency are good in comparison to other cases.
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Figure 2. (a) Speed up and (b) efficiency with MUSCL, hybrid (2nd-order centered/3rd-order MUSCL scheme) and two-phase solvers (Case R1)
on Spirit (SGI Ice X). Nre f is 128.
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3 Results and Discussion

The pure gaseous simulations are validated based on comparisons to experimental data available in the literature. These
results are discussed in this section. Following that is a discussion of the gas-particle simulations where the accelerated flame
obtained from pure gaseous simulations is used to study the effect solid particles have on DDT.

3.1 DDT in pure gaseous mixtures

Beginning with an ignited flame kernel, the surface of the flame slowly increases as it propagates through the mixture. Even-
tually, flow instabilities such as Kelvin-Helmholtz (KH), Rayleigh-Taylor (RT) and Richtmyer-Meshkov (RM) instabilities
(Kessler et al., 2010; Gottiparthi and Menon, 2011), trigger a non-linear growth in the flame surface thereby increasing the
flame velocity, as shown in Fig. 3 (a). Once the flow ahead of the accelerating flame is compressed enough to form a leading
shock, hot-spot is formed due to the reflection of the leading shock wave at the obstacle wall. The detonation, thus initiated
by the hot spot, propagates into the flow across the successive obstacles. This process of flame acceleration and detonation
initiation for Case G1 is shown in Fig. 4. In this case, the distance to DDT is about 365 cm (at Obstacle 21) and time to DDT
is 37.7 msec.

0 100 200 300 400 500
distance, cm

0

500

1000

1500

2000

2500

3000

Fl
am

e 
sp

ee
d,

 m
/s

Case G2 - Simulation
Case G2 - Experiment
Case G1 - Simulation
Case G1 - Experiment 

(a)

250 300 350 400 450
distance, cm

0

500

1000

1500

2000

2500

Fl
am

e 
sp

ee
d,

 m
/s

G1
R1
R2
R3
R4
R5
I1

250 300 350 400 450
distance, cm

0

500

1000

1500

2000

2500

Sh
oc

k 
sp

ee
d,

 m
/s

G1
R1
R2
R3
R4
R5
I1

Figure 3. (a) and (b) Flame speed, and (c) shock speed at different locations in the channel for Cases G1,G2,I1 and R1-R5. Corresponding
experimental results (Kuznetsov et al., 2002) are also shown.

Figure 4. Flame acceleration, and initiation and propagation of detonation in channel with obstacles. The half channel width is 8.7 cm and the
blockage ratio is 0.3 (Case G1). Notice that the detonation is initiated due to the shock-obstacle interaction. The temperature range of the unburnt
mixture is shown in gray scale and the burnt mixture is shown in color spectrum.

Varying the blockage ratio in the channel affects the flame acceleration and subsequent detonation initiation. For instance
if blockage ratio is too high, the flow is constricted such that only the flame can propagate through the channel. While local
hot spots generate detonations, these never survive to overtake the leading shock. Thus in this chocked regime, case G2, the
flame speed does not increase past 700 m/s (see Fig. 3 (a)) matching the experimental measurements of this configuration
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rather well. In more ideal situations, case G1, the blockage ratio is low enough that DDT occurs at 365 cm, which is similar
to prior numerical simulations (Kessler et al., 2010), but occurring earlier than the experimental data (nearly 550 cm).

3.2 DDT in gas-particle mixtures

When the flame propagates through a gas-particle mixture, the interaction between the two phases changes the flame speed
and the shock strength. Inert particles absorb energy and momentum, the amount of which is based on the initial volume
fraction of the flow. In the current work, the initial volume fraction is varied from αp0 from 10−5 to 10−4 for a fixed particle
radius 16µm. In all cases with particles, the leading shock strength was reduced in comparison to Case G1 as shown in Fig. 3
(c). Thus, the detonation initiation was delayed in Cases R1-R5 and I1 by 17.4 cm and 0.2 msec. Here again, irrespective of
Qp, Eap and αp0 , detonation is initiated at Obstacle 22 due to the reflection of the leading shock at the obstacle. Figure 3 (b)
and (c) negligible difference in flame speed and shock speed among gas-particle cases considered here. However, differences
between pure gaseous and gas-particle cases suggest that with further increase in αp0 , the distance and time to DDT would
change and this will be investigated in reactive particle mixtures in future.

4 Conclusions

Flame accleration and transition to detonation in CH4-air mixtures is investigated in channels with obstacles of different
height. In case where the obstacle height choked the flow (Case G2), initiated detonation is not sustained which is consistent
with experimental observations. Detonation initiation, in Case G1, is also in agreement with the past work. In gas-particle
cases, the reduced shock strength resulted in delay in onset of the detonation by 17.4 cm in comparison to Case G1. However,
the diffence in shock and flame propagation among gas-particle cases is negligible as all cases considered represent low
volume fraction cases. Future investigations will consider cases with higher αp0 than the values considered here to study the
effect of particle reactivity on DDT and possible further increase in time and distance to DDT.

5 Significance to DoD

Amission of the Defense Threat Reduction Agency (DTRA) is to develop strategies for the defeat of chemical and biological
agents released in either combat or urban environments. The successful development of such strategies relies on accurate and
robust predictive tools, which requires a detailed understanding of physics involved such that all possible scenarios can be
effectively mitigated. One of the fundamental scenarios encountered in multiple agent defeat strategies is DDT. In the current
work, flame acceleration and detonation initiation in multiphase mixtures is investigated using a computational approach
developed and applied for this work. The goal here is to understand the effects of particle reactivity and particle interaction
with detonation and flow instabilies so as to aid the DTRA funded basic research on bio-agent neutralization in post-blast
wave environments.

6 Value and Impact of HPCMP Resources

It is very challenging and vital to resolve all the relevant length and time scales to simulate accurate flame acceleration and
detonation initiation. Addition of particles to the flow further adds to the challenge. Thus, numerical simulation of DDT
in gas-particle mixtures, a basic research problem of interest, is not possible without dedicated access to computational
resources at state-of-the art facilites. By providing answers to fundamental questions about flame propagation and detonation
formation, these investigations not only aid the interests of DTRA (and DoD) but also the research community at large. From
this perspective, the resources provided by HPCMP are valuable and would provide long lasting impact on the research in
the fields of combustion and multi-phase flows.
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Abstract
Flame acceleration and deflagration-to-detonation transition (DDT) in gas-particle mixtures are simulated using detailed

chemical kinetic mechanism. Chemically inert steel particles are added to stoichiometric hydrogen-oxygen mixture to inves-
tigate the effect of particles on the flame propagation and transition to detonation. The initial volume fraction of the particles
and the radius of the particles is varied and the change in the time and distance to DDT is quantified. Additionally, the
process of transition in gas-particle mixtures is compared with DDT in pure gaseous mixture. Both the time and the distance
to DDT is marginally increased by inert particles for the initial volume fraction ≤ 5.0× 10−6. The particles inhibited both
the flame propagation and the DDT when the initial volume fraction ≥ 5.0×10−5.

1 Introduction

Complete and reliable neutralization of chemical/biological (CB) agents in post-detonation flows is challenging due to the
complex transient phenomena occurring over a wide range of characteristic length and time scales. In many cases the flow
physics is altered by the particulate matter ejected by the detonation or entrained by the ensuing turbulent flow. Thus, it is
vital to understand the interaction of the flow with particles to develop effective Agent Defeat (AD) strategies. Most AD
scenarios use reactive mixtures and these mixtures are susceptible to detonation. Therefore, estimation of the criteria for
transition to detonation is necessary for both safety and effective CB agent neutralization.

Transition to detonation can occur either by direct initiation or through DDT (Lee, 2008). Fast coupling of a shock wave
and a reaction front by an ignition source of sufficient strength results in direct detonation initiation. In contrast, when a weak
ignition source is used, a deflagration is formed and with proper boundary conditions the deflagration accelerates to initiate a
detonation. Past several investigations focused on the deflagration-to-detonation (DDT) process in pure gaseous mixtures us-
ing both experimental and numerical methods (Kuznetsov et al., 2002; Kessler et al., 2010; Silvestrini et al., 2008). However,
only few studies investigated DDT in two-phase mixtures (Baer and Nunziato, 1986; Kapila et al., 2001; Wolanski, 1990).
These studies focused on estimation of distance and time to DDT. Also, DDT is observed to be based on the reactivity and
the concentration of the particles (Wolanski, 1990). In all these investigations, the processes involved in DDT in gas-particle
mixtures are not explored. To the authors’ knowledge there are no results available in the literature reporting the influence
of particles, inert or reactive, on DDT. Here, we aim to address the process of transition to detonation in mixtures of reactive
gases and chemically inert particles with focus on the mechanism of transition.

A priori evaluation of threats and defining optimal countermeasures, based on first principle simulation methodology, is
critical to neutralize threats by CB agents. Novel approaches to simulate destruction of CB agents using fuel mixtures that
can mix and burn with aerosolized materials behind strong blast waves created by targeted detonation are being developed
as a part of a multi-year research sponsored by Defense Threat Reduction Agency (Gottiparthi et al., 2014). Simulation of
DDT covers the entire gamut of the problem areas of direct interest. Additionally, it is a challenge because of the physical
complexity of the many processes occurring in the flow and interacting across a wide-range of scales. Here, we present the
results obtained during this phase of the challenge project with focus on the DDT in two-phase mixtures in channels with
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square cross-sections. The simulations are carried out with a detailed chemical kinetic mechanism (Schulz et al., 2012). The
particle properties are updated using a massively parallel Lagrangian tracking solver and different initial volume fraction of
the particles are considered.

This paper is organized as follows. The numerical method, the problem setup and the performance of the code are
discussed in the second section. In the third section, DDT in pure gaseous stoichiometric hydrogen-oxygen mixtures is
analyzed followed by the analysis of the role of particles on the transition process. Summary of the conclusions from the
current work are provided in the fourth section. Finally, the fifth and the sixth sections provide the value of the current work
to DoD and the impact of the HPCMP resources on the current research, respectively.

2 Formulation and Performance of the Code

2.1 Numerical method and setup

The gas-phase flow is solved using the unsteady, compressible, multi-phase Navier-Stokes equations for reacting gas flows. A
Lagrangian approach is used to compute the position, the velocity and the temperature of the solid particles (Gottiparthi et al.,
2014). The gas-phase governing equations are solved using an upwind scheme based on a hybrid approximate Harten-Lax-
Van Leer (with contact and Einfeldt approach) (Einfeldt, 1988) Riemann solver with Monotone Upstream-centered Schemes
for Conservative Laws (MUSCL) reconstruction and a monotonized-central limiter. The scheme is second order accurate in
both time and space.

The solid-phase governing equations are solved using a 4th order Runge-Kutta scheme. The deflagration and subsequent
detonation are modeled using 18 step mechanism and 8 species (H2, O2, H2O, O, H, OH, HO2 and H2O2) (Schulz et al.,
2012). Expressions for the drag coefficient (CD), the Nusselt number (Nu) and the solid-phase mass transfer rate are dis-
cussed in previous work (Gottiparthi and Menon, 2012; Gottiparthi et al., 2014). More details of the current modeling
approach and its application to studies of shock-turbulence interaction (Génin and Menon, 2010), two-phase detonations
(Gottiparthi and Menon, 2012) and explosions Gottiparthi et al. (2014) can be found in the cited references.

The computational domain is a rectangular channel of length 75.0 cm and width 1.0 cm. The domain is discretized using
a uniform Cartesian mesh. The surfaces of the walls and obstacles are adiabatic, no-slip and reflecting boundaries. At the
outlet of the channel the properties are extrapolated. These boundary conditions are similar to the conditions used in previous
studies (Gottiparthi and Menon, 2011, 2012,b). The grid resolution is 50.0 µm, which corresponds to resolution of 6 points in
the flame thickness (δ f = 0.275 mm). This grid resolution is chosen based on previous grid-independent studies (Ivanov et al.,
2013; Schulz et al., 2012).

The particles are defined to have the properties of steel (i.e. CP and ρp). Table 1 lists the initial solid phase conditions, the
various cases, the number of particles, and the initial volume fraction of the solid phase for each case. Particles of radius (rp)
of 1.0 µm and 2.0 µm are considered here. Additional cases with different particle radii, albeit in different gaseous mixture,
are found elsewhere (Gottiparthi and Menon, 2011). The flame is initialized by a hot region of burnt mixture at the closed
end of the channel. The temperature in this region is set to be 1.3Tb, where Tb = 3100 K is the post-flame temperature of a
stoichiometric H2-O2 mixture. Note that the energy provided for the flame ignition is of the order of the energy release due
to the flame.

2.2 Code scaling

Homogeneous isotropic turbulence with 5.2 million particles is used to compute the speed-up of the code. Here, the domain
is a cube of length 1.6 mm and is discretized using 2563 grid points. The turbulence is set based on the past results from
literature (Ferrante and Elghobashi, 2003). The speed-up of the code on Spirit (SGI Ice X) and Garnet (Cray XE6) is shown
in Fig. 1. The scaling of the code is good and compares well with the theoretical prediction over the wide range of processors
considered, i.e. from 64 to 2048. Most of the cases presented here have been run using 1000 processors, where the code
has excellent performance. Note that all the particles in the studies presented are deterministically tracked without any
approximation. The scaling of the code gives the confidence to run these large scale computations with minimum effect on
the computational cost.
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Table 1. Number of particles tracked in each case (i.e. for a particular αp0 ) in the current study. The diameter of the channel (d) is 1.0 cm in all
cases presented here. The particles of radius, rp, are distributed over the entire length and the width of the channel. The gas phase setup for all
two-phase cases is same as Case G.

Case αp0 Number of particles rp (µm)
G1 - - -
P1 1.0×10−4 1086880 2.0
P2 5.0×10−5 543440 2.0
P3 1.0×10−5 108688 2.0
P4 5.0×10−6 54344 2.0
P5 1.0×10−4 8700568 1.0
P6 5.0×10−5 4350284 1.0
P7 1.0×10−5 870056 1.0
P8 5.0×10−6 435028 1.0
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Figure 1. Speed up with MUSCL scheme and two-phase solver on Spirit (SGI Ice X) and Garnet (Cray XE6).

3 Results and Discussion

The process of transition to DDT in gaseous and two-phase mixtures is discussed in this section. DDT in pure gaseous
stoichiometric H2-O2 mixture is simulated, initially. Since detailed reaction kinetics are used, the possibility of unwanted hot
spots (with temperature less than 800 K) initiating a detonation in the unburnt mixture is prohibited (Ivanov et al., 2013).

3.1 DDT in pure gaseous mixtures

After the ignition at the closed end of the channel, the flame slowly propagates and the flame surface increases. The expansion
of the burnt gases generates an outward flow and the effect of flame moving in a non-stationary flow results in exponential
increase in the flame speed (shown in Fig. 2 (a)). The flow ahead of the flame is also compressed and a shock wave is formed
at directly the flame front (Ivanov et al., 2013). The pressure at the flame front increases gradually and eventually effects
the reactions at the front. This results in transition to the detonation. This increase in pressure is shown and transition to
detonation is shown for Case G in Fig. 2 (b). The distance to DDT is nearly 0.15 m and the the time to DDT is nearly 0.4
ms. These results are consistent with the results available from the past studies (Ivanov et al., 2013).
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Figure 2. (a) Position of the flame front with time for different cases shown in Table 1. and (b) Pressure profiles for cases G, P4 and P8.

3.2 DDT in gas-particle mixtures

The process of DDT in gas-particle mixture is affected by the initial volume fraction of the particles (αp0 ) in the flow. The
flame ignited at the closed end of the channel accelerates as in the Case G. However, the particles absorb the momentum
and energy from the flow resulting in a lower flame speed in comparision. With increase in αp0 the flame speed is reduced
further, as shown in Fig. 2 (a), independent of particle size. Thus, the flow velocity and the compression of the flow ahead of
the flame is delayed in all gas-particle cases. However, for αp0 ≤ 5.0×10−6, a shock of sufficient strength is formed at the
flame front leading to formation of a detonation. This process of flame acceleration and detonation formation for Case P8 are
shown in Fig. 3.

For αp0 ≥ 5.0×10−5, the flame suppression by particles does not allow for any pressure increase sufficient to effect the
reaction front. Thus, in these cases, the transition to a detonation does not occur. Hence, with change in αp0 from 5.0×10−6

to 1.0×10−4, the flame speed gradually reduces from the value in the pure gaseous cases to a value which inhibits DDT.

4 Conclusions

The process of transition of a deflagration to a detonation in gas-particle mixtures is investigated in stoichiometric hydrogen-
oxygen mixtures using detailed reaction kinetics. The formation of the flame front and the flame acceleration simulated in
pure gaseous mixture is in agreement with past results (Ivanov et al., 2013). The detonation in gaseous mixture is initiated
by formation of shock wave directly at the flame front. The particles added to the reactive gaseous mixture interacted with
the flow through momentum and energy transfer. Due to the loss of the flame speed and the flow speed ahead of the flame,
the transition process is marginally delayed in cases with αp0 ≤ 5.0×10−6. However, for cases with αp0 ≥ 5.0×10−5, the
suppression by particles is sufficient to inhibit DDT. The results show that the particles would alter the time and distance to
DDT and can also prohibit detonation formation. Thus, proper control and addition of particles can be used to develop safety
in systems with reactive mixtures. Further work in future would investigate role of reactive particles DDT.

5 Significance to DoD

Development of strategies for the defeat of chemical and biological agents released in either combat or urban environments
is a vital mission of the Defense Threat Reduction Agency (DTRA). To formulate such strategies, reliable and accurate
tools are needed. The development of predictive tools requires a detailed understanding of the physics involved such that
all possible scenarios can be effectively mitigated. DDT is one of the fundamental scenarios encountered in multiple agent
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(a) t = 90.6 µs (b) t = 0.44 ms

(c) t = 0.60 ms (d) t = 0.75 ms
Figure 3. Flame acceleration, and initiation and propagation of detonation in the channel (Case P8). The channel width is 1.0 cm. The particles are
shown in black.

defeat strategies. Using massively parallel two-phase computational approach developed as a part of DTRA funded research,
flame acceleration and detonation initiation in multi-phase mixtures is investigated in the current work. The results from
this work aid in understanding the role of particles in reactive explosive mixtures which is vital for the DTRA funded basic
research on bio-agent neutralization in post-blast wave environments.

6 Value and Impact of HPCMP Resources

It is very challenging and vital to resolve all the relevant length and time scales to simulate accurate flame acceleration
and detonation initiation. Addition of particles to the flow further adds to the challenge. Thus, numerical simulation of
DDT in gas-particle mixtures, a basic research problem of interest, is not possible without dedicated access to computational
resources at state-of-the art facilities. By providing answers to fundamental questions about flame propagation and detonation
formation, these investigations not only aid the interests of DTRA (and DoD) but also the research community at large. From
this perspective, the resources provided by HPCMP are valuable and would provide long lasting impact on the research in
the fields of combustion and multi-phase flows.
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Richtmyer-Meshkov instability in dilute gas-particle
mixtures with re-shock
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Georgia 30332, USA
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The Richtmyer-Meshkov instability (RMI) is investigated in a dilute gas-particle
mixture using three-dimensional numerical simulations. This work extends an earlier
two-dimensional study [S. Ukai, K. Balakrishnan, and S. Menon, “On Richtmyer-
Meshkov instability in dilute gas-particle mixtures,” Phys. Fluids 22, 104103 (2010)]
to a larger parameter space consisting of variations in the mass loading and the particle
size as well as considering both single-mode and multi-mode interface initializations.
In addition, the effect of the presence of particles on re-shock RMI is also investigated.
Single-phase numerical predictions of the mixing layer growth-rate are shown to
compare well to both experimental and theoretical results. In a dilute gas-particle
mixture, the initial growth-rate of RMI shows similar trends compared to previous
work; however, the current numerical predictions show that there is an observable
increase, not previously predicted, in the growth of the mixing layer at higher mass
loadings. For the range of cases considered, an increase as much as 56% is observed.
This increase is attributed to additional vorticity production in the mixing layer
resulting from inter-phase momentum coupling. Moreover, the presence of particles
introduces a continuous drag on the gas-phase resulting in a delay in the time at which
re-shock occurs. This delay, which is observed to be as much as 6%, is largest for
higher initial mass loadings and smaller particle radii and has a corresponding effect
on both the growth-rate of the mixing-layer after re-shock and the final width of the
mixing layer. A new semi-analytical correlation is developed and verified against the
numerical data to predict the re-shocked RMI growth-rate in dilute gas-particle flows.
The correlation shows that the re-shock RMI growth-rate is linearly proportional to
the velocity jump at re-shock, the molecular mixing fraction, and the multi-phase
Atwood number. Depending on the initial mass loading and particle radii, the re-
shock RMI growth-rates were observed to be reduced by as much as 48% in some
cases with variations of around 26% in the width of the mixing layer after re-shock.
C⃝ 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4829761]

I. INTRODUCTION

The Richtmyer-Meshkov instability (RMI) develops when a shock wave accelerates an initially
perturbed interface between two fluids of different properties. During shock refraction, a misalign-
ment between the density and pressure gradients causes vorticity generation by baroclinic torque
along the interface. This unstable vortex sheet drives the amplification of the initial perturbations
which can be characterized either by a sinusoidal function of a given wavelength and amplitude (i.e.,
single-mode RMI) or a superposition of these perturbations (i.e., multi-mode RMI).1 Additional
instabilities, such as the Kelvin-Helmholtz instability, result in vortex roll-up and an increase in the
growth of the mixing layer. Furthermore, possible secondary shocks impacting the evolving mixing
layer can substantially amplify the mixing processes2 and quicken the transition of the layer to a
fully turbulent mixing zone.

RMI is a fundamental fluid instability ubiquitous in both nature and engineering. Thus it is
the topic of much experimental, analytical, and computational study.1 The first of such analysis

1070-6631/2013/25(11)/114105/17/$30.00 C⃝2013 AIP Publishing LLC25, 114105-1
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was by Richtmyer,3 who treated the RMI as the impulsive limit of the Rayleigh-Taylor instability
and was able to show that the interface amplitude grows linearly in time. Experiments4–6 show
good agreement with the impulsive formulation; however, as the interface amplitude increases to
roughly a tenth of the perturbation wavelength,1 the RMI transitions to nonlinear growth, and the
linear theory is no longer valid. This phase of the instability is often described as having “bubbles”
rising into the heavier fluid and “spikes” falling into the lighter fluid. Several nonlinear models
have been developed to predict the bubble/spike velocities and the subsequent reduction in growth
of the interface width from mode saturation.7–9 Such models show good agreement to two- and
three-dimensional numerical simulations.2

In realistic applications, however, the initial interface is more accurately quantified as a superpo-
sition of perturbations spanning a large range of amplitudes and wavelengths. In this case, the RMI
quickly transitions to nonlinear growth following a self-similar power-law dependence with time,
h ≈ t θ , where h is the peak-to-valley amplitude with values of θ ranging from 0.2 to 1.0. The exact
value of θ is an on-going topic of discussion.1, 10, 11 Assuming that the just-saturated mode dominates
the mixing dynamics, Dimonte et al.12 determine the overall growth of the mixing layer to have a
growth exponential of θ ≈ 0.5. Modifications to include the effects of initial conditions, however,
show that the growth from mode-coupling alone results in θ = 0.24, concluding that any measured
growth-rate larger than that must be dependent on the initial conditions.13 Recent experiments14–16

and other analytical models17–19 show similar discrepancies complicating the understanding of the
driving factors in the RMI growth-rate. In addition, several computational studies have attempted
to better understand how the RMI growth-rate depends on a number of factors including the initial
multi-mode perturbations,13 the impulse strength,5, 20, 21 and the fluid composition.22

Re-shock RMI occurs when a second shock perturbs the already evolving interface. All ex-
periments indicate that this second impulse results in a significant increase in the mixing layer
growth-rate.11, 23–25 Yet, once again there is some discrepancy in determining functional relationship
of the re-shocked RMI growth-rate. In the experiments by Leinov et al.24 and Vetter and Sturtevant,25

the re-shock growth is observed to be linear in time (θ = 1) and is proportional to the velocity jump
at the re-shock interface. This is consistent with theoretical predictions,11, 26, 27 numerical parametric
studies,2 and several computational studies28–30 of the experiments by Vetter and Sturtevant,25 all
of which show a linear growth-rate after re-shock. Only at very late times is there an indication of
mode saturation and nonlinear growth. Yet, experiments by Houas and Chemouni31 show a growth
exponential somewhere between θ = 2/3 and θ = 1.0, and in the gas-curtain experiments of Bal-
akumar et al.23 and the corresponding computational simulations of Gowardhan and Grinstein,32 the
re-shock growth is much more nonlinear. Thornber et al.33 have proposed to reconcile these differ-
ences by modifying the linear model of Mikaelian34 to depend on the molecular mixing fraction. An
extension of this model to two-phase flows is discussed in this work.

As summarized above, much of the focus on RMI has been on the development of the instability
in single-phase media within the parameter space encompassing three parameters: the scales and
type of initial perturbations, the impulse strength, and the fluid composition. In many applications,
such as in chemical explosions with burning metal particles35 or in astrophysical dusty plasmas,36 the
instability develops in a highly complex multi-phase environment. Earlier studies37, 38 have addressed
some of these aspects using numerical simulations. For example, Balakrishnan and Menon38 have
proposed a multi-phase buoyancy-drag model for both the RMI and the Rayleigh-Taylor instability
by extending the work of Srebro39 to dilute gas-particle mixtures. Using this model, the authors
calculate the RMI growth-rate for both single-mode (SM) and multi-mode (MM) initial perturbations
and show a reduction in the RMI growth for increases in the mass loading. The model has certain
limitations, however, such as the assumption that the particles are always in equilibrium with the gas.
Thus, the momentum and energy coupling between the two phases is neglected. This assumption is
relaxed in this study.

Also in a previous study, Ukai et al.37 derive a linear impulsive model for the growth-rate of the
single-mode RMI in a dilute gas under the assumption of small Stokes number, St, which is defined
as the ratio of the time scale of the flow (τ ) to that of the particle field (τ p). In the range of the model’s
validity, the model compares reasonably well to two-dimensional numerical simulations showing
a similar dependence on mass loading as predicted by the buoyancy-drag model of Balakrishnan
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and Menon.38 For St > 0.01, however, the model is less accurate in comparison with the numerical
simulations where the simulation results seem to indicate a reversal in trend, i.e., high mass loadings
resulting in larger growth-rates. A possible reason for this reversal in trend is explained in this
work. Moreover, since impulsive models are only valid within the linear growth regime of the RMI
and thus only applicable to small amplitude single-mode perturbations during early times, prior
work leaves it unclear how the presence of particles might affect the nonlinear processes of the
RMI, particularly since after re-shock such processes accelerate mixing. More importantly, both
the linear impulsive model and the buoyancy-drag model implicitly assume that the gas-particle
mixture is in equilibrium, and thus they cannot account for any coupling between the phases. The
three-dimensional numerical simulations discussed in the current work seek to explain in a more
rigorous manner how the RMI evolves in a two-phase flow before and after re-shock. To do this,
studies based on prior single-phase re-shock RMI simulations2, 28–30 are used to extend the previous
analysis of two-dimensional single-mode RMI in dilute-gas mixtures.37, 38 By analyzing a wide
range of initial Stokes numbers and particle number densities, a previously unobserved increase in
the initial two-phase RMI growth-rate is explained. Additionally, a new model for the re-shock RMI
growth-rate in a dilute gas-particle mixture is introduced that correlates well with the numerical
predictions.

This paper is organized as follows. Section II presents an overview of the numerical formulation
for the gas and particle phases. Section III introduces the simulation methodology, presents a brief
validation of gas-phase re-shock simulations, and introduces the multi-phase setup and initialization.
The results of the multi-phase numerical simulations are discussed in Sec. IV. Finally, this study
concludes with a summary of the key observations and a discussion of future work.

II. NUMERICAL FORMULATION

A. Gas phase

The compressible Navier-Stokes equations for multi-species and multi-phase flow in the limit
of negligible volume fraction (i.e., a dilute gas-particle mixture) are

∂ρ

∂t
+ ∂ρui

∂xi
= 0, (1)

∂ρui

∂t
+ ∂

∂x j

(
ρui u j + pδi j − τi j

)
= Ḟp,i , (2)

∂ρE
∂t

+ ∂

∂xi

[
(ρE + p) ui + qi − u jτi j

]
= Q̇ p + Ẇp, (3)

∂ρYk

∂t
+ ∂

∂xi

[
ρYk

(
ui + Vi,k

) ]
= 0. (4)

In the above equations, ρ is the gas density, ui is the velocity vector, E is the total specify energy, and
Yk is the kth species mass fractions. In the current RMI simulations, only two species are considered,
one with a small molecular weight, W1, referred to as the light species, and one with a larger
molecular weight, W2, referred to as the heavy species. The thermodynamic pressure, p, is computed
using the perfect gas equation of state, p = ρRT, where T is the temperature of the gas phase and R
is the mixture-averaged gas constant. The viscous terms, τ ij, qi, and Vi,k , are the shear-stress tensor,
the rate of heat transfer, and the kth species diffusion flux, respectively. They are given as

τi j = µ

(
∂ui

∂x j
+ ∂u j

∂xi

)
+ δi jλ

∂um

∂xm
, (5)

qi = −κ
∂T
∂xi

+ ρ

2∑

k=1

hkYk Vi,k, (6)

Vi,k = − Dk

Yk

Wk

W

(
∂ Xk

∂xi

)
, (7)
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where µ is the mixture-averaged viscosity, δij is the Kronecker delta function, λ (= −2/3µ) is the bulk
viscosity, κ is the mixture-averaged thermal conductivity of the gas phase, W is the mixture-average
molecular weight, and hk, Xk, and Dk are, respectively, the specific enthalpy, the mole fraction,
and the mixture-averaged diffusion coefficient of the kth species. The transport properties for each
species are computed using curve-fits as a function of the gas temperature.40, 41 The interphase
coupling terms, Ḟp,i , Ẇp, and Q̇ p, in the conservation equations are the rates of momentum, work,
and heat transfers resulting from the presence of particles in the two-phase mixture. These terms are
discussed further in Sec. II B.

The governing equations are solved numerically using a second-order predictor-corrector finite-
volume scheme where the cell-surface fluxes are computed using a hybrid upwind-central scheme.
In the vicinity of flow discontinuities, shocks or density gradients, the fluxes are computed us-
ing a Harten-Lax-Van Leer (HLL) type approximate Riemann solver with Monotone Upstream-
Center Schemes for Conservation Laws (MUSCL) reconstruction. A second-order central scheme
is used elsewhere. The hybrid switch is based on a sensor that detects the curvature of the pres-
sure and density fields. More information about the numerical scheme can be found in previous
work.40, 41

B. Particle phase

Lagrangian tracking is used to compute the particle position, xp,i, the particle velocity, up,i, and
the particle temperature, Tp. In scenarios where the number of particles is too large for Lagrangian
tracking to be computationally feasible, the parcel method42, 43 can be used. A parcel is a group
of one or more particles that all have the same position, velocity, and temperature. The approach
reduces the computational cost since only the parcel is tracked. The number of particles per parcel
needs to be judiciously chosen to ensure accuracy.44 If there is no inter-phase mass transfer (inert
particles), the solid-phase governing equations are given as

dx p,i

dt
= u p,i , (8)

m
du p,i

dt
= π

2
r2

pCDρ|ūi − u p,i |(ūi − u p,i ), (9)

mC p
dTp

dt
= 2πrpκgNu(T − Tp), (10)

where ūi is the local velocity of the gas, Nu is the gas-phase Nusselt number, rp is the particle
radius, and m is the particle mass, which is obtained as (4/3)πr3

pρp where ρp is the particle density.
For this study, the model assumes that the pressure gradient term, the Basset term, the Saffman lift,
the Magnus lift, and the inter-particle interaction term are all second-order effects.37, 43 They are
neglected in this study. The drag coefficient, CD, is based on the following empirical relationship
validated for shock-particle interactions:45

CD =
[

0.38 + 24
Rep

+ 4

Re0.5
p

][

1 + exp

(

− 0.43
M4.467

p

)]

. (11)

In this expression, the drag is a function of the particle Reynolds number, Rep=2rp|up,i

− ui|ρ/µ, and the particle Mach number, Mp =|up,i − ūi |/as , where as is the speed of sound
in the gas. Following previous studies,43 convection is assumed to be the dominant heat trans-
fer mechanism between the two phases. The Nusselt number, Nu, used in Eq. (10), is computed
as a function of Rep and the Prandtl number, Pr, from the following relationship:46 Nu = 2.0
+ 0.459Pr0.33Re0.55

p .
The governing equations for the solid-phase are integrated in time using a fourth-order Runge-

Kutta scheme, and the inter-phase coupling terms in Eqs. (2) and (3) are the volumetrically averaged
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quantities given as

Ḟp,i = 1
V

∑Np

n=1

[π

2
r2

p,nCD,nρn|u p,i,n − ui,n|(u p,i,n − ui,n)
]
, (12)

Q̇ p = 1
V

∑Np

n=1
[2πrp,nκgNun(Tn − Tp,n)], (13)

Ẇp = 1
V

∑Np

n=1

[π

2
r2

p,nCD,nρn|u p,i,n − ūi,n|(u p,i,n − ūi,n)u p,i,n

]
, (14)

where V is the volume of the computational cell, and the subscript n indicates a quantity of the
nth parcel in the summation over the total number of particles in V . More information regarding
the implementation, validation, and application of the current multi-phase solver can be found in
previous work.35, 37, 43

III. SIMULATION METHODOLOGY

A. Single-phase simulations

Since many past numerical simulations28–30 show a reasonably good comparison to data mea-
sured in the air/SF6 (single-phase) re-shock RMI experiments of Vetter and Sturtevant,25 a similar
configuration is adopted here to act as a reference point for the two-phase studies. Yet, it is im-
portant to note that recent experiments23 have used particle image velocimetry (PIV) and planar
laser-induced fluorescence (PLIF) techniques to obtain more detailed measurements of the RMI
before and after re-shock. Particularly, these experiments have avoided introducing errors through
the use of a cellulose membrane to initially separate the light and heavy gas mixtures. For compu-
tational studies, however, the correct initialization of such experimental configurations, while not
impossible,32 is more difficult to obtain. Thus, in the current work, previous computational studies
of the Vetter and Sturtevant25 are leveraged as a basis for the two-phase studies.

The Vetter and Sturtevant25 experiments were conducted in a shock-tube with cross-sectional
dimensions of Ly × Lz, and a variable longitudinal length of Lx. The air/SF6 mixture is initially
separated by a thin membrane supported by a wire mesh of 1 cm spacing. As the initial shock
speed is varied from Mach 1.18 to 1.98, the length of the test section is adjusted from 61 cm
to 122 cm to ensure that the re-shocked mixing zone is within the observational test-section. High
resolution spark-Schlieren images and high-speed cameras were used to obtain data about the mixing
zone flow features and growth-rates. For the validation study, two experimental configurations are
simulated, denoted as VS0-VI and VS0-VII, which correspond to case VIb and case VIIb of Vetter
and Sturtevant.25 Only the gas-phase initialization of case VS0-VI is used for the multi-phase studies
presented later. The reference conditions for these cases are summarized in Table I, and a schematic
of the simulation domain is given in Fig. 1.

TABLE I. Test conditions and measurements of the re-shocked RMI exper-
iments of Vetter and Sturtevant25 where VS0-VI and VS0-VII correspond
to experiments VIb and VIIb.

VS0-VI VS0-VII

Incident Mach number 1.5 1.98
Pressure (kPa) 23.0 8.0
Distance from interface to wall, Lx (m) 0.62 0.49
Instantaneous velocity, $V (m/s) 150.0 287.0
Shocked growth-rate (m/s) 4.2 7.5
Re-shocked observation time (m/s) 37.2 74.4
Shocked observation time (ms) 2.2–3.2 1.7–2.5
Re-shocked observation time (ms) 4.0–5.5 1.7–2.5
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FIG. 1. Schematic of the simulation domain where Ms is the Mach number of the shock, Lx is the distance from the end wall
to the contact, and Ls is the distance from the contact to the initial shock position. For the multi-phase simulations, Lp is the
length of the initial particle cloud.

The experiments were designed to avoid boundary layer interaction with the mixing layer.
Thus, the side-walls of the shock tube (in y- and z-directions) can safely be treated numerically
as periodic boundaries, an assumption also made in prior numerical studies.28–30 The end wall
(x = Lx) is modeled as a no-slip boundary, and the inflow boundary at x = −0.2 m is initially
modeled as a supersonic inflow boundary, but to allow the exit of the reflected and transmitted waves
later in the simulation, the boundary is changed to a non-reflecting characteristic outflow boundary
later in the simulation. This prohibits the non-physical reflection of waves from the boundary, which
could corrupt the mixing-layer growth at late times.

The development of the RMI is highly sensitive to the initial structure of the interface separating
the light (air) and heavy (SF6) species.30 In the current study, the interface is formed by specifying
the SF6 mass fraction, YSF6 , with an initial hyperbolic tangent profile22 centered at x = 0.0 m and a
characteristic thickness of δ given by

YSF6 (x, y, z; 0) = 1
2

− 1
2

tanh
(

x − ηI (y, z)
δ

)
, (15)

where ηI(y, z) is the interface perturbation. Following previous numerical simulations,28–30 an “egg-
carton” sinusoidal perturbation for ηI(y, z) is used to model the wire-meshed membrane separating
the air and SF6 gases in the experiments and is described by the expression

ηI (y, z) =a0| sin(k0 y) sin(k0z)| + a1 cos(k1 y) cos(k1z) + a2#(y, z), (16)

where the first term represents the small-scale perturbations resulting from the wire-mesh, and the
second term represents the scales associated with the transverse dimensions of the shock tube. The
last term includes random perturbations, which are used to account for small-scale irregularities and
to break the symmetry of the initial conditions and accelerate the transition of the RMI to nonlinear
growth. The values of the coefficients used in the current study are a0 = a1 = 1.25 × 10−3 m and a2

= 2.5 × 10−4 m with the random initial small-scale perturbations, #(y, z), prescribed by an adapted
von Karman power spectrum,30

E#(k) = k−2

[
kL

√
(kL)2 + B

]4

, (17)

where L = 0.95 cm, B = 5
√

2, and k =
√

k2
y + k2

z , where ky = 2π /Ly and kz = 2π /Lz. The random
fluctuations, #(y, z), were normalized such that they have a root-mean-square amplitude of one
with the amplitude is set by a2. These values as well as the simulation configuration parameters are
summarized in Table II.

Figure 2(a) shows the time evolution of the mixing length, η(t), compared to the experimental
growth-rate data for the two re-shock configurations defined in Table I. In practice, there are many
ways to define the width of the mixing zone. In this study, an integral definition is adopted where
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TABLE II. Summary of the simulation configurations used in the re-shock validation experiment (VS) and the multi-mode
(MM) and single-mode (SM) numerical simulations. The function Ur represents a uniform random variable chosen on the
interval [0,1], k0 = 2π /Ly, and "x is the grid resolution used for each case. All dimensional values are given in units of
centimeters.

Case name ηI(y, z) $(y, z) a0 a1 a2 k0η0 Ly, Lz Lp Ls "x

VS Eq. (16) Eq. (17) 0.25 0.125 0.125 0.00926 27.0 . . . 5.0 0.105
MM Eq. (16) Eq. (17) 0.25 0.125 0.125 0.0185 13.5 65.0 5.0 0.105
SM Eq. (19) . . . 0.25 0.0 0.0 0.0185 13.5 65.0 5.0 0.105
SMR Eq. (19) Ur 0.25 0.0 0.2 0.0185 13.5 65.0 5.0 0.105
SMN Eq. (19) . . . 2.5 0.0 0.0 0.185 13.5 65.0 5.0 0.105

the mixing length is given by

η(t) = 4
∫ Lx

−0.2
⟨YSF6⟩

(
1.0 − ⟨YSF6⟩

)
dx . (18)

The quantity ⟨ · ⟩ represents a volumetric average in the transverse directions over the distances Ly

and Lz, and is a function of only the time, t, and x, the longitudinal direction.
For a single-mode initial perturbation, the mixing length growth is approximately linear fol-

lowing the theoretical estimation given by Richtmyer’s impulsive model,3 η̇ = v0 = k0η0 A+"V .
In this equation, η0 is the initial amplitude [= a0], A+ is the post-shock Atwood number
[= (ρSF6 − ρAir)/(ρSF6 + ρAir)], and "V is the velocity jump at the contact discontinuity. The initial
perturbation is given by

ηI (y, z) = a0

2

(
sin(k0 y) + sin(k0z)

)
+ a2$(y, z), (19)

with the values of a0 and a2 given in Table II and the configuration summarized in Table III. The
evolution of the normalized mixing length for the single-mode RMI is shown in Fig. 2(b). Even under
these conditions, however, the RMI transitions to nonlinearity and is more appropriately described
by the model of Sadot et al.8 also shown in Fig. 2(b).

For case VS0-VI at t = 3.46 ms, re-shock occurs. This results in a compression of the mixing
zone, noticeable by the reduction in the mixing length, followed by a subsequent increase in the
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FIG. 2. (a) Evolution of the mixing layer η(t) at three different grid resolutions ("x0 = 0.21 cm, "x1 = 0.105 cm, "x2
= 0.07 cm) with comparison to the experimental measurements summarized in Table I. (b) Time history of the normalized
mixing length in single-mode RMI at the same grid resolutions ("x1, "x2) with a comparison to the nonlinear theory of
Sadot et al.8
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TABLE III. Summary of the multi-phase initial conditions used in the numerical simulations. Simulations are referred to by
the case name (i.e., SM, MM, etc.) defined in Table II and the case number defined below. For reference, this table additionally
provides the RMI growth-rate data for the SM cases.

SM
Case no. α0 rp (µm) N0 P St "V (m/s) A+ A+

m

0 0.0 . . . . . . . . . . . . 147.9 0.781 . . .
1 2.0 × 10−5 30 2 094 876 3 1.11 146.4 0.725 0.689
2 2.0 × 10−5 60 261 859 1 3.21 146.5 0.725 0.689
3 2.0 × 10−5 120 32 732 1 9.98 146.3 0.725 0.689
4 4.0 × 10−5 5 904 986 837 1300 0.09 135.7 0.709 0.641
5 4.0 × 10−5 10 113 123 354 170 0.23 137.6 0.717 0.649
6 4.0 × 10−5 30 4 189 753 6 1.11 142.7 0.724 0.656
7 4.0 × 10−5 60 523 719 1 3.22 145.5 0.725 0.657
8 4.0 × 10−5 120 65 464 1 9.98 146.2 0.725 0.657
9 1.0 × 10−4 30 10 474 384 15 1.11 142.2 0.719 0.572
10 1.0 × 10−4 60 1 309 298 2 3.21 142.7 0.724 0.576
11 1.0 × 10−4 120 163 662 1 9.98 143.7 0.724 0.576
12 2.0 × 10−4 30 20 948 769 30 1.11 141.6 0.716 0.470
13 2.0 × 10−4 60 2 618 596 4 3.21 142.5 0.720 0.475
14 2.0 × 10−4 120 327 324 1 9.98 142.9 0.724 0.478

mixing length as the reflected shock further amplifies the perturbations in developing mixing zone.
This tends to hasten the production of small-scale structures prompting the development of an inertial
sub-range.20, 23

The results in Fig. 2 are given for three different grid resolutions: "x0 = 0.21 cm,
"x1 = 0.105 cm, and "x2 = 0.07 cm. For the two highest resolutions, the RMI growth-rates are
indistinguishable with only small differences in the final saturated mixing length and thus serving as
a reasonable demonstration of grid convergence. A grid resolution of "x = "x1 = 0.105 cm, which
was used in previous studies,29 is chosen for the rest of the studies resulting in a computational grid
of 780 × 256 × 256. The numerical results show good agreement to the experimental measurements
of the RMI growth-rates before and after re-shock, and in the case of the single-mode simulations,
to the analytical models of the RMI growth-rate prior to re-shock. These results lend confidence to
the numerical methodology, simulation configuration, and initialization used in this study. As a final
note, it is emphasized that the comparison between the experimental data and the computational
predictions are of the RMI growth-rates only. In the experiments, the initial perturbation amplitudes
develop at a much smaller scale. After re-shock, the mixing lengths are more comparable. The ex-
perimental mixing length at 6.25 ms is 10.2 cm (as taken from Hill et al.29), whereas the numerical
prediction is approximately 9.7 cm at that time.

B. Multi-phase simulations

For the two-phase simulations, a uniform region of spherical particles with a radius of rp

spanning the cross-sectional area of Ly × Lz and the length Lp is superimposed onto the single-mode
and multi-mode configurations discussed in Sec. III A and shown schematically in Fig. 1. From
theoretical analysis,37, 38 two parameters are used to characterize the dynamics of the RMI in a dilute
gas-particle mixture: the mass loading (f) and the Stokes number (St). The mass loading is defined
as the ratio of the particle mass per unit volume to the gas density (f = mn0/ρ, where n0 is the
number of particles per unit volume, m is the particle mass, and ρ is the fluid density). From this, a
multi-phase Atwood number can be defined as37

Am = ρ2 (1 + f2) − ρ1 (1 + f1)
ρ2 (1 + f2) + ρ1 (1 + f1)

, (20)
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where the subscripts 1 and 2 refer, respectively, to the light (air) and the heavy (SF6) gases separated
by the contact discontinuity. If no particles are present (f1 = f2 = 0), as in case SM0, then Am

reduces to A. Also, note that for A > 0 and uniform particle loading across the contact discontinuity,
Am is always less than A. By linearizing the dilute gas-particle equations, it is possible to derive a
multi-phase impulsive theory,37 which results in the following linear equation for the mixing length
as a function of time:

η(t) = η0(1.0 + k0 Am"V t) = η0 + v0,mt. (21)

The result is that Am simply replaces A where the use of Am accounts for the reduction in the
effective impulse strength resulting from the particle mass loading of the flow. This theory, however,
is derived in the limit of vanishing Stokes number, and thus is only applicable for St ≪ 1.0 flows.
The Stokes number is computed as τp/τRM I = k A"V τp, where the time-scale of the particles is
τ p = (1/4)πrpρpCDµ. For the SM cases, τRMI is approximately 2.4 ms. In this study, the particles
are chosen to have the properties of steel, such that ρp = 7800 kg/m3. Therefore, given the same
gas-phase conditions, St is a strong function of the particle radius.

Using these multi-phase parameters, Am and St, a parameter study is conducted to study the
RMI in a dilute gas-particle mixture. The gas-phase reference conditions (Ms = 1.5, p0 = 23 kPa,
T0 = 298.15 K) of case VS0-VI from Table I are kept constant (for reasons explained in
Sec. III A), while the size (rp) and the number of particles (N0) within the domain are varied
independently. The multi-phase conditions discussed in this study are summarized in Table III. The
values of rp and N0 considered in this study are limited by the dilute assumption, i.e., dispersed-phase
volume fractions, α, less than 1%. While the simulations presented here are only a portion of the pos-
sible conditions, additional simulations indicate that the conclusions drawn from the data reported
here apply over a much larger range within the limits of the numerical formulation. Furthermore,
as will be discussed in more detail later, the particle cloud compresses throughout the simulation
which limits the initial value of α0. Henceforth, these numerical experiments are referred to by the
case name (i.e., SM, MM, etc.) defined in Table II and the case number (i.e., 0, 1, 2, etc.) defined in
Table III. The former defines the initial configuration and perturbation interface, while the lat-
ter defines multi-phase parameters. For example, case MM0 refers to a multi-mode, single-phase
simulation.

Also given in Table III is the number of particles per parcel, P , used in each case as well as the
initial volume fraction α0, which is defined as the ratio of the total volume occupied by the particles,
Vp = N0(4/3)πr3

p, to the volume V = L y Lz L p, where Lp is the distance from the end-wall in the
x-direction occupied by the particles (see Fig. 1). In this study, Lp = 65.0 cm is kept constant.

IV. RESULTS AND DISCUSSION

There are noticeable differences in the time evolution of the RMI in multi-phase flows.
Figure 3 shows the time history of the mixing length, η(t), and mixing fraction, '(t), of two
representative multi-phase cases, MM12 and MM14, compared to results from the single-phase
simulation MM0. The molecular mixing fraction, ', is defined as

'(t) =
∫
⟨YSF6 Yair⟩dx∫

⟨YSF6⟩⟨Yair⟩dx
. (22)

It is a more useful description of how well-mixed the two species are in the mixing zone since
the span-wise averaged mass fraction carries no distinction between regions that are completely
mixed and those regions that are unmixed, but contain equal portions of species. Thus, ' quantifies
the relative amount of molecularly mixed fluid within the mixing layer, such that ' = 1.0 would
mean that the entrained fluids were completely mixed within each transverse plane.

For α0 > 1.0 × 10−4, there is a noticeable increase in the growth-rate of the multi-phase RMI
before re-shock as well as a corresponding decrease in the molecular mixing fraction meaning that
the rate of entrainment is increased. A comparison of the mass fraction contours colored by the
x-velocity at t = 3.0 ms in Fig. 4 shows that the presence of particles in flow effectively increases
the size and distortion of the mixing interface, while decreasing its convective velocity. The location
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FIG. 3. Time evolution of (a) the mixing layer width, η(t), and (b) the mixing fraction, "(t), for the multi-mode RMI in a
dilute gas-particle mixture compared to the single-phase results of VS0-VI and MM0.

of the mixing zone can be identified by using a threshold value of the species mass fraction. Thus,
the left (spike) and right (bubble) interfaces are defined by xη,L = x |YSF6 =0.01 and xη,R = x |YSF6 =0.99.
Further, the particle cloud is defined between xp, the position of the leftmost particle, and the end-wall
at 0.62 m.

The x-t diagram, shown in Fig. 5(a), shows the location of the shock in relation to the mixing
zone and the particle cloud. For small St, the particle cloud is significantly compressed and interacts
with the mixing zone after re-shock. The compression of the particle cloud is further indicated by
the ratio of the volume fraction to the initial volume fraction, α/α0. Thus for low St, the mass loading
increases throughout the simulation. Note that the volume fraction still remains within dilute limit.
This results in a reduction in the mixing zone length at late-times; however, the molecular mixing
fraction for all cases asymptote to values between 0.84 and 0.88.

A. Initial growth-rate

RMI develops as a result of vorticity deposited along the interface by the production of baroclinic
torque. This process can be investigated using the compressible vorticity transport equation, given
by Eq. (23), which is derived by taking the curl of the momentum conservation equation. The tensor
form of this equation is given as

Dωi

Dt
= ω j

∂ui

∂x j
− ωi

∂u j

∂x j
+ ϵi jk

∂

∂x j

(
1
ρ

∂τkm

∂xm

)
+ 1

ρ2
ϵi jk

∂ρ

∂x j

∂p
∂xk

+ ϵi jk
∂

∂x j

(
Ḟp,k

ρ

)

= )s
i + )d

i + *i + βi + ,i . (23)

FIG. 4. Contours of the species mass fraction, YSF6 = YAir = 0.5 for the single-phase cases SM0 and MM0 compared to
representative multi-phase cases SM14 and MM14 colored by the velocity in the x-direction.
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FIG. 5. (a) Time evolution of the ratio of the particle cloud volume fraction, α, to the initial volume fraction, α0. (b) x-t
diagram of the time history of the shock location, xs, the left interface of the particle cloud, xp, and the left (spike) and right
(bubble) interfaces of the mixing zone, xη, L and xη, R, respectively.

The first two terms in this equation, #s
i and #d

i , represent the transport of vorticity through
vortex stretching and dilatation. The third term, $i, represents the production of vorticity by viscous
stresses, while the fourth term, β i, represents the production/destruction of vorticity by baroclinic
torque. In addition to these terms, an additional vorticity production occurs in multi-phase flows
resulting from the inter-phase momentum coupling term, Ḟp,k , which is represented by the term, &i.
The viscous contribution to vorticity dissipation is ignored here.

For St < 1, cases SM4 and SM5, Fig. 6(a) shows that the width of the mixing-layer is reduced
by approximately 11%. This reduction is predicted by the linear impulsive model of Ukai et al.,37

given by Eq. (21), where η̇num/η̇model = 0.96. For the cases where St > 1, however, the mixing-layer
growth rate increases with the increase proportional to the mass loading (larger rp and larger α0).
For cases SM12 and SM14, there is a 7.3% and 10.8% increase, respectively, while for cases SM9
and SM11, there is only a 3.0% and 5.7% increase, respectively. To ensure that this observation is a
direct result of the gas-particle interaction, a case without particles, but with a random multi-mode
initialization, case SMR0 (not shown), is also simulated and shows no observable change in the
mixing layer from case SM0. Therefore, the increase in the multi-phase RMI mixing length is a
result of the continued presence of the particles within the flow. A possible explanation for this is
the presence of an additional vorticity production term in Eq. (23), which is non-zero as a result
of the differential gas-particle velocities. Figure 6(b) shows the time evolution of the magnitude of
the vorticity production contributions from the baroclinic torque, |β i(t)|, and the interphase particle
term, |&i(t)|, volume averaged over the mixing layer, defined as extending between xη, L and xη, R

in the longitudinal direction and Ly and Lz in the transverse directions. For simulations where
the particle vorticity production is much less than the vorticity production by baroclinic torque
(|β i(t)| ≫ |&i(t)|), there is a correspondingly little or no increase in the mixing-layer growth rate.
However, when the two terms are of similar magnitude, the mixing-layer growth-rate increases
as a result of this additional vorticity production. For example, the magnitude of the span-wise
volume averaged vorticity, |ωi(t)|, at t = 2.5 ms for case SM14 is 38.7 s−2 compared to 20.6 s−2 for
case SM0.

By increasing k0η0, the initial misalignment of the pressure and the density at the interface
increases the baroclinic torque production and therefore, the relative difference between |&i(t)| and
|β i(t)|, is altered. Though not shown here, this trend is observed by comparing the deviations of cases
SMN12-14 and SM12-14 from the single-phase cases SMN0 and SM0, respectively. The mixing
zone width at t = 3.0 ms for case SMN12 is slightly reduced by 1.78% compared to case SMN0
(ηSMN12 = 0.143, ηSMN0 = 0.145), and for case SMN14, a small increase of 2.2% is observed. These
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FIG. 6. (a) Evolution of the mixing layer width, η(t), at different α0 and St. (b) The vorticity transport budget during the
initial growth of the RMI for cases with the same rp where |#k(t)| and |βk(t)| are the magnitude of the vorticity production
due to the particle acceleration term and the baroclinic torque volume-averaged over the mixing zone.

deviations from the single-phase results are much less than those observed for SM12 and SM14
shown in Fig. 6(a), with case SMN12 actually showing reduction in η instead of an increase.

Also, it is interesting to note that from comparison of cases MM12-14 and SM12-14 between
Figs. 3(a) and 6(a), the increase in the width of the mixing layer is much larger for the multi-mode
initializations than the single-mode initializations. Physically, this results from an increase in the
inter-phase coupling within the mixing layer for the multi-mode initializations, and is ultimately
observed in the vorticity transport budget. It should be further noted that in the multi-mode RMI, the
width of the mixing layer is larger for case MM12 than case MM14. This is a reversal in the trend
observed in single-mode RMI, which can be explained by the differences in time-history of vorticity
magnitude. For case MM12, at t = 2.5 ms, |ωi| is 35.5 s−2 compared to a value of 25.5 s−2 for case
MM14, where for the single-mode cases SM12 and SM14 at t = 2.5 ms, |ωi| is 38.9 s−2 and 42.1
s−2, respectively.

In summary, for St ≪ 1, the assumption of gas-particle equilibrium is more accurate, and the
two-phase linear impulse model2 and multi-phase buoyancy-drag model38 match the trends observed
in the current three-dimensional numerical simulations. For St > 1, however, the assumptions made
in these models are less accurate since the nonlinear two-phase coupling terms are significant.

B. Re-shock

After the initial shock refraction, the transmitted wave continues to propagate through the two-
phase medium. The presence of the particles reduces the speed of the shock wave, thus the time
for the wave to reach the end wall and reflect is increased. For instance, the shock wave takes
2.64 ms to travel the length of the domain in case SM0, while it takes 2.81 ms in case SM5. In
general, the dynamics of the shock, particle cloud and mixing zone is summarized in x-t diagram in
Fig. 5(a). At re-shock the reflected wave compresses the flow further and refracts through the
developing mixing-zone. As a result of the particle drag, the time at which re-shock is delayed as
observed in Fig. 7(a). This analysis, however, is complicated by the time-dependence of the mass
loading. For a given initial volume fraction, simulations with a smaller St (smaller rp) show that the
effective volume fraction increases in the domain (see Fig. 5(b)) as the particle cloud compresses
due to the presence of the end-wall. Thus, the total drag is more significant for flows of the same α0

but smaller St. For example, the mixing layer width just begins to compress at tr = 3.73 ms for case
SM12 and at tr = 3.51 ms for case SM14, a 6% change, while between cases SM5 and SM8 there
is only a 4.5% change (tr = 3.61 ms and tr = 3.45 ms, respectively).
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FIG. 7. (a) Time evolution of the mixing-layer growth, η(t), after re-shock. (b) Relationship between the velocity jump, "Vr ,
at re-shock and the re-shocked RMI growth-rate, η̇, compared to the model given by Eq. (25).

The correlation between the velocity jump across the contact at re-shock and the re-shocked
RMI growth-rate is shown in Fig. 7(b) with the data summarized in Table IV. As observed in
Fig. 7(b), there is a clear linear relationship between "Vr and η̇r . This follows the trends observed
in the single-phase re-shock experiments25 and corresponds to the analytical model derived by
Mikaelian26 given by the correlation

η̇r = C A+
r "Vr , (24)

where C is an empirical constant determined by Mikaelian26 to be 0.28, "Vr is the jump in velocity
across the contact at re-shock, and A+

r is the post re-shock Atwood number. Thornber et al.33 have
modified this relationship to account for differences in the initial conditions which are manifested
through the changes in the molecular mixing fraction at the time of re-shock. The time evolution of
#(t) shown in Fig. 9 indicates that the molecular mixing fraction prior to re-shock is a function of
the initial St, where the molecular mixing fraction at re-shock, #r, is larger for smaller St. Given this
dependence, a semi-analytical model for the re-shocked RMI growth rate can be adapted for dilute

TABLE IV. Summary of the re-shocked RMI growth-rate data with the numerically computed value of the linear coefficient,
Cr, num.

Case A+
r A+

m,r #r "Vr (m/s) η̇r (m/s) Cr, num

SM1 0.779 0.739 0.304 206.0 110.8 0.872
SM2 0.771 0.741 0.288 211.0 117.3 0.889
SM3 0.771 0.741 0.297 212.0 116.4 0.883
SM4 0.739 0.610 0.439 148.0 59.9 0.886
SM5 0.743 0.640 0.408 160.0 69.3 0.880
SM6 0.768 0.704 0.283 199.0 104.9 0.884
SM7 0.769 0.711 0.286 207.0 111.5 0.896
SM8 0.770 0.712 0.292 210.0 115.7 0.920
SM9 0.755 0.614 0.350 177.0 84.4 0.963
SM10 0.761 0.631 0.293 194.0 101.7 0.987
SM11 0.770 0.643 0.280 201.0 104.3 0.952
SM12 0.754 0.556 0.416 141.0 59.1 0.986
SM13 0.756 0.581 0.322 183.0 87.0 0.994
SM14 0.766 0.599 0.294 199.0 99.5 0.993
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gas-particle mixtures and is given by

η̇r = Cr

√
1 − "r A+

m,r#Vr , (25)

where similar to the multi-phase impulsive model, Eq. (21), the post re-shock multi-phase Atwood
number, A+

m,r , replaces A+
r . The value of Cr is determined to be approximately 0.895. Table IV

gives the numerically calculated values of the constant Cr. This model is then used to predict the
re-shocked RMI growth rate of the multi-mode cases MM12-14. The agreement is within 10% of
the numerically predicted values further indicating that both A+

m,r and "r are able to capture the
dependence of the re-shocked growth-rate on the initial mass loading and the particle radius. The
constant, however, seems to be weakly dependent on the initial volume fraction.

C. Late-time mixing

After re-shock, the growth of the mixing zone further accelerates, and as the bubble struc-
tures merge and the anisotropy decreases, the dominate wave number shifts to lower wavelengths
while increasingly smaller scales are created through vortex stretching. Previous experimental mea-
surements and computational predictions29 show that at late times the re-shocked mixing zone
closely approximates decaying isotropic inertial range turbulence. In the multi-mode simulations
conducted here, a similar trend is observed; the fluctuating energy spectrum at t = 8.0 ms is shown in
Fig. 8 for cases MM0, MM12, and MM14. For the same volume fraction, higher mass loadings result
in more energetic large-scale fluctuations. The total turbulent kinetic energy, TKE =

∫
E(k)dk is

approximately 51 m/s for MM14 and only 18.25 m/s at t = 8 ms, where E(k) is the fluctuating
specific kinetic energy. At t = 10 ms, the TKE decays to 21 m/s and 7.5 m/s, respectively. Likewise
the turbulent energy dissipation rate, ϵ =

∫
2νk2E(k)dk, is much larger for case MM14 than MM12.

These conditions are borne out of the differences in the asymptotic widths of the mixing zone
(ηMM0 ≈ 9.5 cm, ηMM12 = 7.9 cm and ηMM14 = 10.5 cm), which were a result of the variance in the
re-shock time and growth-rate. The late-time mixing fraction (see Fig. 3(b)), however, is roughly
equivalent for all cases simulated in this study, and varies only between 0.84 and 0.88, a further
indication that mixing zone has reached a state of decaying self-similar turbulence.

For the single-mode initializations, the width of the mixing zone does not saturate, which is
evident by Fig. 9(a), during the time period simulated in this study. As a result, the scales of the flow
at the same time (t = 8 ms) are much larger and more anisotropic as compared to the multi-mode
cases. This results in a wide-range of molecular mixing fractions as observed in Fig. 9(b) compared
to those in Fig. 3(b). Initially, " is close to one since the mixing layer is only a small diffuse layer and
decreases as the instability develops, and the “bubble” and “spike” structures entrain the two pure
fluids. At higher volume fractions and for cases with smaller particle radius, the pre re-shock mixing
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FIG. 8. Normalized spectra of the turbulent kinetic energy (TKE) for the multi-mode cases MM0, MM12, and MM14 at
time t = 8 ms.
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FIG. 9. Time evolution of (a) the mixing length, η(t), and (b) the molecular mixing fraction, "(t) for the dilute gas-particle
single-mode cases compared to the single-phase results, SM0.

layer is more well-mixed. This is a result of the increased vorticity production by the presence of
the particles (see Fig. 6(b)). The re-shock then compresses the mixing layer and enhances the level
of mixing such that after re-shock, the molecular mixing fraction first reaches a minimum and then
increases indicating that mixing within the layer is occurring at a faster rate than the entrainment
of the pure fluids. This minimum is larger for higher mass loadings. Interestingly, the initial mixing
enhancement of case SM14 does not result in higher levels of mixing at late-times. Figure 10 shows
contours of the species mass fraction at YSF6 = YAir = 0.5 and the particle cloud colored by the
magnitude of the particle velocity for cases SM0, SM5, SM9, and SM14. There is a noticeable
difference in the structure of the mixing zones between cases SM0 and SM14. For cases SM5 and
SM9, which have intermediate Stokes numbers, the mixing zone is moving in the opposite direction
of the particle cloud. This motion is apparent from the x-t diagram in Fig. 5(a), which shows that even
for St < 1.0 the trailing edge of the particle cloud lags the mixing zone. This opposed fluid-particle
motion when combined with an increase in the volume fraction from the compression of the particle
cloud results in an increase in the drag on the flow and causes a reduction in the mixing length.
This suggests that in certain two-phase flows the mixing efficiency of the RMI-induced mixing zone
at late times can either be enhanced or inhibited with the determination largely dependent on the

FIG. 10. Contours of the species mass fraction at YSF6 = YAir = 0.5 and particle locations colored by the magnitude of the
particle velocity for cases SM0 (top left), SM5 (bottom left), SM9 (top right), and SM14 (bottom right).
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impulse of the re-shock event and the Stokes number. In the case of no re-shock, however, higher
mass loadings seem to indicate an enhancement in the mixing.

V. CONCLUSIONS

Using detailed three-dimensional numerical simulations, RMI in dilute gas-particle mixtures is
investigated both before and after re-shock for a variety of initialization conditions. Single-phase
simulations of re-shocked RMI show good agreement to experimental and theoretical results giving
confidence to the numerical methodology and serving as a baseline for comparison to the multi-
phase results. Two parameters are used to characterize the dynamics of the two-phase RMI, the mass
loading and the Stokes number, which are varied by changing the initial particle volume fraction and
the particle radius for both single-mode and multi-mode initializations. At St < 1, there is a reduction
in the initial growth-rate of the RMI, but with increases in St and mass loading, there is an observable
increase in the width of the mixing layer, as much as 43% in the range of conditions investigated.
This increase is attributed to the additional vorticity production due to the presence of particles and
inter-phase momentum coupling—a nonlinear effect not observable in the prior simplified analytical
models of two-phase RMI. In addition, re-shock RMI is investigated, and it is observed that the
growth-rate of the RMI after re-shock is impeded by the presence of a denser particle cloud in the
case of lower Stokes number subsequently affecting the width of the mixing zone at late-times.
For the multi-mode initializations, the mixing-zone saturates and closely approximates a decaying
self-similar turbulent mixing layer. The particle cloud, however, only weakly affects the decay rate
of the turbulent mixing layer. Most importantly, the re-shocked RMI growth rate is shown to be
linearly correlated to the velocity jump at re-shock, which is reduced for smaller Stokes numbers.
A new growth-rate correlation for the re-shocked RMI growth rate is introduced that is dependent
on the molecular mixing fraction and the multi-phase Atwood number at re-shock resulting in a
growth-rate constant of approximately 0.895. This constant, however, is a weak function of the initial
volume fraction. In the future, the effect of the location particle cloud relative to the initial contact
discontinuity and the re-shock distance should be investigated.

ACKNOWLEDGMENTS

This work is supported by the Defense Threat Reduction Agency (Dr. S. Peiris, Program Man-
ager). The computational resources were provided by DoD HPC Centers at the Air Force Research
Laboratory, the Engineer Research and Development Center, and the Navy DoD Supercomputing
Resource Center.

1 M. Brouillette, “The Richtmyer-Meshkov instability,” Annu. Rev. Fluid Mech. 34, 445 (2002).
2 S. Ukai, K. Balakrishnan, and S. Menon, “Growth rate predictions of single- and multi-mode Richtmyer-Meshkov instability

with reshock,” Shock Waves 21, 533 (2011).
3 R. D. Richtmyer, “Taylor instability in shock acceleration of compressible fluids,” Commun. Pure Appl. Math. 13, 297

(1960).
4 M. Jones and J. Jacobs, “A membraneless experiment for the study of Richtmyer-Meshkov instability of a shock-accelerated

gas interface,” Phys. Fluids 9, 3078 (1997).
5 R. L. Holmes, G. Dimonte, B. Fryxell, M. L. Gittings, J. W. Grove, M. Schneider, D. H. Sharp, A. L. Velikovich, R. P.

Weaver, and Q. Zhang, “Richtmyer-Meshkov instability growth: experiment, simulation and theory,” J. Fluid Mech. 389,
55 (1999).

6 P. R. Chapman and J. W. Jacobs, “Experiments on the three-dimensional incompressible Richtmyer-Meshkov instability,”
Phys. Fluids 18, 074101 (2006).

7 H. Hecht, U. Alon, and D. Shvarts, “Potential flow models of Rayleigh-Taylor and Richtmyer-Meshkov bubble fronts,”
Phys. Fluids 6, 4019 (1994).

8 O. Sadot, L. Erez, U. Alon, D. Oron, and L. Levin, “Study of nonlinear evolution of single-mode and two-bubble interaction
under Richtmyer-Meshkov instability,” Phys. Rev. Lett. 80, 1654 (1998).

9 Q. Zhang and S.-I. Sohn, “Nonlinear theory of unstable fluid mixing drive by shock wave,” Phys. Fluids 9, 1106 (1997).
10 P. G. Saffman and D. I. Meiron, “Kinetic energy generated by the incompressible Richtmyer-Meshkov instability in a

continuous stratified fluid,” Phys. Fluids A 1, 1767 (1989).
11 M. Brouillette and B. Sturtevant, “Experiments on the Richtmyer-Meshkov instability: single-scale perturbations on a

continuous interface,” J. Fluid Mech. 263, 271 (1994).
12 G. Dimonte, C. E. Frerking, and M. Schneider, “Richtmyer-Meshkov instability in the turbulent regime,” Phys. Rev. Lett.

74, 4855 (1995).

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
130.207.50.37 On: Mon, 29 Jun 2015 05:55:58

http://dx.doi.org/10.1146/annurev.fluid.34.090101.162238
http://dx.doi.org/10.1007/s00193-011-0332-0
http://dx.doi.org/10.1002/cpa.3160130207
http://dx.doi.org/10.1063/1.869416
http://dx.doi.org/10.1017/S0022112099004838
http://dx.doi.org/10.1063/1.2214647
http://dx.doi.org/10.1063/1.868391
http://dx.doi.org/10.1103/PhysRevLett.80.1654
http://dx.doi.org/10.1063/1.869202
http://dx.doi.org/10.1063/1.857503
http://dx.doi.org/10.1017/S0022112094004118
http://dx.doi.org/10.1103/PhysRevLett.74.4855


114105-17 Schulz, Gottiparthi, and Menon Phys. Fluids 25, 114105 (2013)

13 B. Thornber, D. Drikakis, D. L. Youngs, and R. J. R. Williams, “The influence of initial conditions on turbulent mixing
due to Richtmyer-Meshkov instability,” J. Fluid Mech. 654, 99 (2010).

14 G. Dimonte and M. Schneider, “Turbulent Richtmyer-Meshkov instability experiments with strong radiatively driven
shocks,” Phys. Plasmas 4, 4347 (1997).

15 G. Dimonte and M. Schneider, “Density ratio dependence of Rayleigh-Taylor mixing for sustained and impulsive acceler-
ation histories,” Phys. Fluids 12, 304 (2000).

16 J. K. Prasad, A. Rasheed, S. Kumar, and B. Sturtevant, “The late-time development of the Richtmyer-Meshkov instability,”
Phys. Fluids 12, 2108 (2000).

17 D. Oron, L. Arazl, D. Kartoon, A. Rikanati, U. Alon, and D. Shvarts, “Dimensionality dependence of the Rayleigh-Taylor
and Richtmyer-Meshkov instability late-time scaling laws,” Phys. Plasmas 8, 2883 (2001).

18 O. Sadot, L. Erez, D. Oron, G. Erez, G. Ben-Dor, U. Alon, L. A. Levin, and D. Shvarts, “Studies on the nonlinear evolution
of the Richtmyer-Meshkov instability,” Astrophys. J., Suppl. Ser. 127, 469 (2000).

19 J. Ramshaw, “Simple model for linear and nonlinear mixing at unstable fluid interfaces with variable accelerations,” Phys.
Rev. E 58, 5834 (1998).

20 M. Lombardini, D. I. Pullin, and D. I. Meiron, “Transition to turbulence in shock-driven mixing: a Mach number study,”
J. Fluid Mech. 690, 203 (2012).

21 G. C. Orlicz, B. J. Balakumar, C. D. Tomkins, and K. P. Prestridge, “A Mach number study of the Richtmyer-Meshkov
instability in a varicose, heavy-gas curtain,” Phys. Fluids 21, 064102 (2009).

22 M. Lombardini, D. J. Hill, D. I. Pullin, and D. I. Meiron, “Atwood ratio dependence of Richtmyer-Meshkov flows under
reshock conditions using large-eddy simulations,” J. Fluid Mech. 670, 439 (2011).

23 B. J. Balakumar, G. C. Orlicz, J. R. Ristorcelli, S. Balasubramanian, K. P. Prestridge, and C. D. Tomkins, “Turbulent
mixing in a Richtmyer-Meshkov fluid layer after reshock: velocity and density statistics,” J. Fluid Mech. 696, 67 (2012).

24 E. Leinov, G. Malamud, Y. Elbaz, L. A. Levin, G. Ben-Dor, D. Shvarts, and O. Sadot, “Experimental and numerical
investigation of the Richtmyer-Meshkov instability under re-shock conditions,” J. Fluid Mech. 626, 449 (2009).

25 M. Vetter and B. Sturtevant, “Experiments on the Richtmyer-Meshkov instability of an air/SF6 interface,” Shock Waves 4,
247 (1995).

26 K. O. Mikaelian, “Turbulent mixing generated by Rayleigh-Taylor and Richtmyer-Meshkov instabilities,” Physica D 36,
343 (1989).

27 A. A. Charakhch’yan, “Reshocking at the non-linear stage of Richtmyer-Meshkov instability,” Plasma Phys. Control.
Fusion 43, 1169 (2001).

28 R. H. Cohen, W. P. Dannevik, A. M. Dimits, D. E. Eliason, A. A. Mirin, and Y. Zhou, “Three-dimensional simulation of a
Richtmyer-Meshkov instability with a two-scale initial perturbation,” Phys. Fluids 14, 3692 (2002).

29 D. J. Hill, C. Pantano, and D. I. Pullin, “Large-eddy simulation and multiscale modelling of a Richtmyer-Meshkov instability
with reshock,” J. Fluid Mech. 557, 29 (2006).

30 O. Schilling and M. Latini, “High-order WENO simulations of three-dimensional reshocked Richtmyer-Meshkov instability
to late times: dynamics, dependence of initial conditions, and comparisons to experimental data,” Acta Math. Sci. 30, 595
(2010).

31 L. Houas and I. Chemouni, “Experimental investigation of the Richtmyer-Meshkov instability in shock tube,” Phys. Fluids
8, 614 (1996).

32 A. A. Gowardhan and F. F. Grinstein, “Numerical simulation of Richtmyer-Meshkov instabilities in shocked gas curtains,”
J. Turbul. 12, N43 (2011).

33 B. Thornber, D. Drikakis, D. L. Youngs, and R. J. R. Williams, “Growth of a Richtmyer-Meshkov turbulent layer after
reshock,” Phys. Fluids 23, 095107 (2011).

34 K. O. Mikaelian, “Analytic approach to nonlinear Rayleigh-Taylor and Richtmyer-Meshkov instabilities,” Phys. Rev. Lett.
80, 508 (1998).

35 K. Balakrishnan and S. Menon, “On turbulent chemical explosions into dilute aluminum particle clouds,” Combust. Theory
Modell. 14, 583 (2010).

36 P. K. Shukla, “A survey of dusty plasma physics,” Phys. Plasmas 8, 1791 (2001).
37 S. Ukai, K. Balakrishnan, and S. Menon, “On Richtmyer-Meshkov instability in dilute gas-particle mixtures,” Phys. Fluids

22, 104103 (2010).
38 K. Balakrishnan and S. Menon, “A multi-phase buoyancy-drag model for the study of Rayleigh-Taylor and Richtmyer-

Meshkov instabilities in dusty gases,” Laser Part. Beams 29, 201 (2011).
39 Y. Srebro, Y. Elbaz, O. Sadot, L. Arazi, and D. Shvarts, “A general buoyancy-drag model for the evolution of the Rayleigh-

Taylor and Richtmyer-Meshkov instabilities,” Laser Part. Beams 21, 347 (2003).
40 F. Genin and S. Menon, “Studies of shock/turbulence shear layer interaction using large-eddy simulation,” Comput. Fluids

39, 800 (2010).
41 J. C. Schulz, K. C. Gottiparthi, and S. Menon, “Ionization in gaseous detonation waves,” Shock Waves 22, 579 (2012).
42 D. M. Snider, “An incompressible three-dimensional multiphase particle-in-cell model for dense particle flows,” J. Comput.

Phys. 170, 523 (2001).
43 K. C. Gottiparthi and S. Menon, “A study of interaction of clouds of inert particles with detonation in gases,” Combust.

Sci. Technol. 184, 406 (2012).
44 S. Srinivasan, A. Smith, and S. Menon, “Accuracy, reliability and performance of spray combustion models in large-eddy

simulations,” in Quality and Reliability of Large-Eddy Simulations II (Springer, 2011), pp. 211–220.
45 V. Boiko, V. Kiselev, S. Keselev, A. Papyrin, S. Poplavsky, and V. Fomin, “Shock wave interaction with a cloud of

particles,” Shock Waves 7, 275 (1997).
46 R. Drake, “Discussion on the paper entitled ‘Forced convection heat transfer from an isothermal sphere to water’ by G. C.

Violet and G. Leppert,” ASME J. Heat Transfer 83, 170 (1961).

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
130.207.50.37 On: Mon, 29 Jun 2015 05:55:58

http://dx.doi.org/10.1017/S0022112010000492
http://dx.doi.org/10.1063/1.872597
http://dx.doi.org/10.1063/1.870309
http://dx.doi.org/10.1063/1.870456
http://dx.doi.org/10.1063/1.1362529
http://dx.doi.org/10.1086/313321
http://dx.doi.org/10.1103/PhysRevE.58.5834
http://dx.doi.org/10.1103/PhysRevE.58.5834
http://dx.doi.org/10.1017/jfm.2011.425
http://dx.doi.org/10.1063/1.3147929
http://dx.doi.org/10.1017/S0022112010005367
http://dx.doi.org/10.1017/jfm.2012.8
http://dx.doi.org/10.1017/S0022112009005904
http://dx.doi.org/10.1007/BF01416035
http://dx.doi.org/10.1016/0167-2789(89)90089-4
http://dx.doi.org/10.1088/0741-3335/43/9/301
http://dx.doi.org/10.1088/0741-3335/43/9/301
http://dx.doi.org/10.1063/1.1504452
http://dx.doi.org/10.1017/S0022112006009475
http://dx.doi.org/10.1016/S0252-9602(10)60064-1
http://dx.doi.org/10.1063/1.868845
http://dx.doi.org/10.1080/14685248.2011.622770
http://dx.doi.org/10.1063/1.3638616
http://dx.doi.org/10.1103/PhysRevLett.80.508
http://dx.doi.org/10.1080/13647830.2010.502974
http://dx.doi.org/10.1080/13647830.2010.502974
http://dx.doi.org/10.1063/1.1343087
http://dx.doi.org/10.1063/1.3507318
http://dx.doi.org/10.1017/S0263034611000176
http://dx.doi.org/10.1017/S0263034603213094
http://dx.doi.org/10.1016/j.compfluid.2009.12.008
http://dx.doi.org/10.1007/s00193-012-0412-9
http://dx.doi.org/10.1006/jcph.2001.6747
http://dx.doi.org/10.1006/jcph.2001.6747
http://dx.doi.org/10.1080/00102202.2011.641627
http://dx.doi.org/10.1080/00102202.2011.641627
http://dx.doi.org/10.1007/s001930050082
http://dx.doi.org/10.1115/1.3680505


Simulations of heterogeneous detonations and post-detonation turbulent
mixing and afterburning
Kalyana Chakravarthi Gottiparthi and Suresh Menon 
 
Citation: AIP Conf. Proc. 1426, 1639 (2012); doi: 10.1063/1.3686600 
View online: http://dx.doi.org/10.1063/1.3686600 
View Table of Contents: http://proceedings.aip.org/dbt/dbt.jsp?KEY=APCPCS&Volume=1426&Issue=1 
Published by the American Institute of Physics. 
 
Additional information on AIP Conf. Proc.
Journal Homepage: http://proceedings.aip.org/ 
Journal Information: http://proceedings.aip.org/about/about_the_proceedings 
Top downloads: http://proceedings.aip.org/dbt/most_downloaded.jsp?KEY=APCPCS 
Information for Authors: http://proceedings.aip.org/authors/information_for_authors 

Downloaded 23 Aug 2012 to 128.61.191.75. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/about/rights_permissions

http://proceedings.aip.org/?ver=pdfcov
http://aipadvances.aip.org?ver=pdfcov
http://proceedings.aip.org/?ver=pdfcov
http://link.aip.org/link/doi/10.1063/1.3686600?ver=pdfcov
http://proceedings.aip.org/dbt/dbt.jsp?KEY=APCPCS&Volume=1426&Issue=1&ver=pdfcov
http://www.aip.org/?ver=pdfcov
http://proceedings.aip.org/?ver=pdfcov
http://proceedings.aip.org/about/about_the_proceedings?ver=pdfcov
http://proceedings.aip.org/dbt/most_downloaded.jsp?KEY=APCPCS&ver=pdfcov
http://proceedings.aip.org/authors/information_for_authors?ver=pdfcov


SIMULATIONS OF HETEROGENEOUS DETONATIONS AND
POST-DETONATION TURBULENTMIXING AND AFTERBURNING

Kalyana C. Gottiparthi∗ and Suresh Menon∗

∗School of Aerospace Engineering, Georgia Institute of Technology, Atlanta, GA 30332

Abstract. We conduct three-dimensional numerical simulations of the propagation of blast waves resulting
from detonation of a nitromethane charge of radius 5.9 cm loaded with aluminum particles and analyze the
afterburn process as well as the generation of multiple scales of mixing in the post detonation flow field. In the
current study, the particle combustion is observed to be dependent on particle dispersal and mixing of gases
in the flow where particle dispersal spreads aluminum within the flow and mixing provides the necessary
oxidizer. Thus, 5 µm aluminum particles are burnt more effectively in comparison to 10 µm particles for a
fixed initial mass of particles. Also, for a fixed initial particle size, increase in the initial mass of aluminum
particles resulted in greater mixing.
Keywords: Detonation, Blast Wave, Afterburn
PACS: *43.28.Mw, 47.40.Rs, 47.27.wj

INTRODUCTION

Augmentation of impulsive loading is known to
occur when solid metal particles are added to an
explosive charge, termed heterogeneous explosive,
due to the momentum and energy delivered by the
particles. When such a charge is detonated, the
high-pressure combustion products rapidly expand to
drive a blast wave which attenuates due to the effects
of spreading [1]. At the same time the metal particles
pick up momentum from the gas due to drag, pene-
trate the contact surface and generate perturbations
which grow into hydrodynamic instabilities. These
instabilities which are initially Rayleigh-Taylor (RT)
[2] in nature are essentially three-dimensional and
give rise to mixing of the hot detonation prod-
ucts and the shock-compressed air. Also, as the pri-
mary blast wave is driven outward, the flow is over-
expanded by the inward moving rarefaction wave,
and a secondary-shock is generated. The interaction
of the hydrodynamic structures and the secondary-
shock results in Richtmyer-Meshkov (RM) instabil-
ity [3] leading to superior mixing due to vorticity
generation by baroclinic effects. Although experi-

mental studies provide evidence of hydrodynamic in-
stabilities in heterogeneous explosions [4], due to the
destructive nature of the flow, measurements to char-
acterize the mixing in these explosions may never be
possible. Thus, numerical simulations can play a vi-
tal role in exploring the details of the mixing and the
flow physics, especially in the post-detonation flow.

If the initial charge contains reactive metal parti-
cles, the afterburn can provide a significant contri-
bution to the total impulsive loading of the charge
[1]. This afterburn is dependent on magnitude of
mixing which in turn depends on instability genera-
tion. Although previous investigations explored post-
detonation flow instabilities due to homogeneous
and heterogeneous explosives with inert solid par-
ticles [1, 5], the afterburn and mixing in the post-
detonation flow of a heterogeneous explosives with
reactive solid particles are yet to be explored. Thus,
in this paper, we use numerical simulations to study
the instability generation and combustion of metal
particles ensuing from detonation of a heterogeneous
nitromethane charge with aluminum particles. The
effects of particle size and the mass loading (η), de-
fined as ratio of mass of particles to mass of the gas
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in the initial charge, on the particle dispersal, mixing
and afterburn are also investigated.

NUMERICAL METHOD

Following past numerical studies [1, 5], an
Eulerian-Lagrangian formulation is used in the cur-
rent study to perform three-dimensional simulations
of heterogeneous blast waves. The compressible,
unsteady, multi-species, multiphase Navier-Stokes
equations for reacting gas flow are used to solve
for the gas phase whereas Lagrangian tracking
approach is used to solve for the position, the mass,
the velocity and the temperature of the solid par-
ticles. Noble-Abel equation of state is used here
for thermodynamic closure [6]. For brevity, the full
set of equations, described elsewhere [1], are not
presented here. The reaction rates for the problem
in the present paper are expected to be very fast,
and so, infinite rate chemistry is used to simplify the
combustion model following previous studies [1, 7].
The flow is assumed to comprise of 9 species (H2O,
H2, CO, N2, O2, Al, CO2, Al2O3 and AlO) and a five
step chemistry employed here is obtained from the
six step chemistry presented in [1].

The momentum and energy transfer between the
two phases is evaluated using empirical expressions
for drag coefficient (CD) and Nusselt number (Nu)
[8]. Following past studies [8, 9], evaporation law
specified as, drpdt = −

rp
tb

(

1+ 0.276(Re)0.5), is used,
where rp denotes the particle radius, Re, the particle
Reynolds number, and tb, the burning time. The burn
time data from [9] is used here and the ignition
temperature of the aluminum particles is assumed to
be 1000 K [8].

The governing equations for the gas phase are
solved using MUSCL shock-capturing scheme
with HLLC/E Riemann solver [1], and a predictor-
corrector scheme for time accuracy. The scheme is
second order accurate in both space and time. A 4th
order Runge-Kutta scheme is used to solve the solid
phase governing equations. Detailed validation of
this simulation strategy and numerical approach for
shock-turbulence interaction [10], blast waves [1, 5]
and detonations [11] has been reported elsewhere.

Three-dimensional sector, with 45◦ in azimuthal
directions, and spherical grids are used in the cur-
rent study [1] with resolutions 1000× 60× 60 and
1000 × 200 × 200, respectively. These resolutions
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FIGURE 1. Initial detonation profile for heterogeneous
nitromethane charge with aluminum particles.

TABLE 1. Initial radius of particles (rp0 ), mass
loading and number of particles tracked in each
case. Particles are tracked by tracking parcels [1],
group of particles. Here, each parcel contains 50
particles.

Case η rp0 (µm) Number of parcels

1 1.0 10.0 86881
2 2.0 10.0 173762
3 1.0 5.0 695048

are chosen based on extensive resolution studies
performed earlier [1]. The maximum extent in ra-
dial direction in both grid configurations is 2.4 m.
The initial detonation and particle profiles, shown
in Fig. 1, are computed from a 1D simulation
based on the Gas-Interpolated-solid Stewart-Prasad-
Asay (GISPA) method [12]. Aluminum particles are
placed uniformly within the initial charge radius
which is 5.9 cm. As indicated in Table 1, η and rp0
are varied and the resulting post-detonation flow is
studied in each case.

RESULTS AND DISCUSSION

The detonation of a homogeneous explosive
charge results in four critical phases of post-
detonation flow which can be summarized as (i)
blast wave phase, (ii) implosion phase, (iii) re-shock
phase and (iv) asymptotic mixing phase [8]. During
the blast wave phase, the initial perturbations at
the contact surface of the hot detonation products
and the ambient air generate RT instabilities. These
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FIGURE 2. Formation of CO2 due to afterburn in
the post-detonation flow of a homogeneous nitromethane
charge during (i) blast wave and (ii) implosion phases.

perturbations are considered to occur due to the
imperfections in the charge or due to the small scale
disturbances arising from molecular scales. In the
current study, the perturbations at the contact surface
are initialized stochastically based on Gaussian
distribution. The mixing of the detonation products
with air causes afterburn of CO to generate CO2.
In Fig. 2, the mass fraction of CO2 is presented to
show the mixing layer generated in blast wave and
implosion phases. Figure 2 also shows the formation
of ‘finger-like’ projections or spikes due to the
expansion of gases towards the center during the
implosion phase.

Although simulations performed using spher-
ical grids provide flow features in all directions
in great detail, as shown in Fig. 2, these simula-
tions are computationally expensive to perform
parametric studies. Thus, we employed sector
grids to analyze the effects of η and rp0 on the
post-detonation flow. The degree of mixedness
obtained using spherical and sector grids is almost
identical as shown in Fig. 3 which supports the
sector grid configuration employed in the rest of
this paper. Here, the degree of mixedness (DM),
based on previous studies [8], is defined as DM =
[

∫

YCO(YN2−Y
i
N2

)dV
∫

dV

]

/

[

(
∫

YCOdV
∫

dV

)

(

∫

(YN2−Y
i
N2

)dV
∫

dV

)]

,

where YCO and YN2 are, respectively, the instanta-
neous mass fractions of CO and N2 and Y iN2

is the
mass fraction of N2 in the detonation products.

When a heterogeneous charge explodes the solid
particles present within the charge are driven out and
as these particles disperse outward they perturb the
contact surface between the detonation products and
ambient air. Thus, increase in the number of particles
results in increased perturbations and hence increase
in mixing. Thus, in Cases 2 and 3, due to increased
mixing, as a result of more number of particles in

FIGURE 3. Variation of degree of mixedness with time.
Dots and circles (sector and spherical grids) indicate cases
with homogeneous explosive.

FIGURE 4. Formation of Al2O3 due to the combustion
of Al in the post-detonation flow of a heterogeneous ni-
tromethane charge (Case 1) during (i) blast wave, (ii) im-
plosion, and (iii) re-shock phases.

comparison to Case1, CO is converted to CO2 and
DM, in Fig. 3, decreases initially till time (t) = 0.5
ms. However, in Case 3, the 5µm particles burn
quickly in comparison to 10µm particles. The Al
combustion consumesO2 needed forCO2 production
and thus DM in Case 3 increases above the values
of DM for Cases 1 and 2 at t = 2.5 ms and 1.75
ms, respectively. In Case 2, the value of DM remains
lower than that of Case 1 because of greater mixing
and same burn rate for Al. Thus, for a fixed η , DM
increased with decrease in rp0 after the implosion
phase and for a fixed initial rp0 , DM decreased with
increase in η .

As the blast wave is driven outwards, the initial
mixing of aluminum particles with air and detona-
tion products results in particle burning and increase
in the mass fraction of Al2O3 (YAl2O3 ). This is fol-
lowed by the implosion phase in which the parti-
cles are drawn towards the center along with the
gases and hence the particle burning is enhanced. As
the secondary-shock is formed after the implosion
phase, the re-shock drives the particles outwards and
the particle burning continues in the mixing layer.
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FIGURE 5. Variation of the inner and the outer bound-
aries of Al combustion with time. Here, the inner most and
the outer most radial locations where the mass fraction of
Al2O3 is atleast 5% of maximum mass fraction of Al2O3 is
defined as the inner and the outer boundary, respectively.

These phases are shown in Fig. 4. Figure 5 shows
the effect of particle dispersion, which determines
Al availability, and mixing, which determines the
amount of oxidizer (O2 for ‘aerobic’, and H2O and
CO2 for ‘anerobic’ reactions) available, on the par-
ticle combustion. In Case 3, even though mixing is
greater than Case 1 due to larger number of particles,
the burning rate is high and thus the outer bound-
ary overtakes the outer boundary of Case 1. Also, 5
µm particles are entrained and dragged towards cen-
ter easily in comparison to 10 µm particles. Hence,
the inner boundary in Case 3 is drawn below the in-
ner boundary of Cases 1 and 2 during the implosion
phase. Again during the re-shock phase, as 5 µm par-
ticles have relatively less inertia, the inner boundary
overtakes the inner boundaries of Cases 1 and 2. In
Case 2, the burn rate of particles is same as in Case
1. Hence higher mixing results in both the inner and
outer boundaries of Case 2 to be within the inner and
outer boundaries of Case 1. Thus, burn rate and mix-
ing which directly depend on η and rp0 determine
the afterburn and particle combustion.

CONCLUSIONS

Three-dimensional numerical simulations of blast
wave propagation ensuing from detonation of a het-
erogeneous nitromethane charge of 5.9 cm radius
with aluminum particles are presented. Both homo-
geneous and heterogeneous explosions generated hy-

drodynamic instabilities (RT and RM) which re-
sulted in mixing of detonation products and ambi-
ent air and enhanced the afterburn. The simulations
suggest that the combustion of Al is controlled by
the particle dispersion and mixing of gases. In each
case, mixing controls the amount of oxidizer avail-
able for different species to react and the net effect
determines the extent of afterburn (Al orCO).
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Abstract In multiple operational scenarios, explosive
charges are used to neutralize confined or unconfined stores
of bacterial spores. The spore destruction is achieved by post-
detonation combustion and mixing of hot detonation prod-
uct gases with the ambient flow and spore clouds. In this
work, blast wave interaction with bacterial spore clouds and
the effect of post-detonation combustion on spore neutral-
ization are investigated using numerical simulations. Spher-
ical explosive charges (radius, RC = 5.9 cm) comprising of
nitromethane are modeled in the vicinity of a spore cloud, and
the spore kill in the post-detonation flow is quantified. The
effect of the mass of the spores and the initial distance, d0,
of the spore cloud from the explosive charge on the percent-
age of spores neutralized is investigated. When the spores
are initially placed within a distance of 3.0RC, within 0.1 ms
after detonation of the charge, all the spores are neutralized
by the blast wave and the hot detonation product gases. In
contrast, almost all the spores survived the explosion when
d0 is greater than 8.0RC. The percentage of intact spores
varied from 0 to 100 for 3.0RC < d0 < 8.0RC with spore
neutralization dependent on time spent by the spores in the
post-detonation mixing/combustion zone.
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1 Introduction

Spores produced by certain bacteria are known to pose severe
threats to human health and safety [1]. Neutralization of these
biological agents has been a vital component of many threat
reduction scenarios. In real life conditions, one of the opera-
tional strategies is to use explosive charges to destroy spores
in both confined and unconfined environments. Past exper-
imental investigations suggest that the spore neutralization
can be achieved by heating and chemical corrosion [2]. Det-
onation of explosive charges produces a high temperature
gaseous environment along with possible corrosive detona-
tion product gases, both of which can be effectively used
in multiple bio-agent defeat scenarios. However, there have
been no reported studies in the open literature on the effects of
explosive charges on spores. Such studies are essential and
would enable the development of novel methods of spore
neutralization.

Investigation of spore neutralization by explosive charges
using experimental methods is challenging, and in some
cases not feasible due to the destructive nature of the flow.
When experimental investigations are not viable, numerical
simulations have been successfully employed to analyze the
post-detonation flow dynamics [3,4]. With the aid of the com-
putational studies, the main stages of blast wave propagation
and post-detonation combustion have been investigated in
both confined and unconfined environments [3–5]. In par-
ticular, when a spherical or a cylindrical explosive charge is
detonated in an unconfined domain, an outward propagat-
ing blast wave is produced, which is followed by a contact
surface separating the shock compressed air and the detona-
tion product gases. As the blast wave and the contact sur-
face move outward, a rarefaction wave propagates inwards,
overexpands and produces a secondary shock. Meanwhile,
the initial imperfections on the charge surface perturb the
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contact surface resulting in the growth of the Rayleigh–
Taylor instability (RTI) and the generation of a mixing zone.
The secondary shock, after being initially swept outwards,
propagates inwards (implosion) and explodes outwards after
reflection from the origin. The outward propagating sec-
ondary shock interacts with the hydrodynamic structures
in the mixing zone and results in the Richtmyer–Meshkov
instability (RMI) [5]. The vorticity production in the mixing
zone due to RTI and RMI sustains the mixing in the post-
detonation flow [6]. With the primary focus on the disper-
sion and the heating of bacterial spores by detonated explo-
sive charges, this chronology of blast wave propagation and
instability generation are modeled and presented in the cur-
rent article following the procedure described by Balakrish-
nan et al. [3].

Bacteria are known to form spores that can survive harsh
conditions, such as high temperatures, high pressures, and
toxic chemical environments [7]. To address the challenges
involved in spore destruction, many experimental and numer-
ical studies in the past focused on the methods of spore kill
and the effectiveness of these methods. Thermal inactiva-
tion of spores has been investigated in the past by expos-
ing spores to temperatures in the range of 90–200 ◦C for
several seconds [1]. However, explosive charges are known
to produce conditions with gas temperatures in the order of
103−104 K. Also, most of the blast and post-detonation com-
bustion events occur in the time span of few microseconds
to few milliseconds. Therefore, it is not possible to accu-
rately assess the spore kill rate by explosives based on the
experiments, which are performed at different time scales
and temperature ranges.

Recently, investigations on the interaction of spores with
shock waves have been performed to estimate spore kill due
to shock induced acceleration [8] and shock heated gas [9].
Sislian and co-workers used an impactor to study the spore
break up by aerodynamic shocks and provided the critical
acceleration (3.9–16 × 109 m/s2) needed for bacterial spore
destruction [8]. Spore breakdown in a post-shock heated gas
investigated by McCartt et al. [9] provides the percentage of
spores intact after heating at different post-shock tempera-
tures. These studies were aimed to understand spore kill in
conditions analogous to conditions in post-detonation flows.
However, explosive charges not only produce strong blast
waves but also high temperature reacting regions, which can
cause both thermal and mechanical spore rupture. Also, the
hydrodynamic instabilities (RMI/RTI) in the post-detonation
region can disperse spores and affect their survival. Thus, it
is essential to consider the combined effect of dispersion,
heating and mechanical impact to provide critical conditions
for spore kill useful in operational conditions. In this arti-
cle, these aspects are investigated using three-dimensional
numerical simulations of interaction of spore clouds with
post-detonation flow ensuing from explosive charges. Here,

we define a spore cloud as a cluster of spores, which are orga-
nized to occupy a specified initial volume, and has a speci-
fied initial concentration and distribution. The motion and the
temperature of the spores are evaluated using the Lagrangian
tracking method, which can characterize the particle disper-
sion accurately in complex flows [10]. Past results suggest
that the strength of the blast wave is reduced as it propa-
gates outwards. Thus, the effect of the initial distance of the
spore cloud from the explosive charge on spore kill is inves-
tigated in detail. However, before analyzing the interaction
of the spore cloud with the post-detonation flow, a spore
aerosol model is developed based on past experiments [9]
and is evaluated in a shock tube configuration. The shock
tube simulations are used to validate the spore aerosol model
and quantify the uncertainties in the critical parameters, such
as the aerosol size distribution and the spore neutralization
temperature. The validated model is employed to study spore
neutralization by explosive charges.

This article is organized in the following manner. The gov-
erning equations and the numerical method used to model the
spore dispersion and the post-detonation flow are presented
in Sect. 2. In Sect. 3, spore destruction in post-shock flow and
post-detonation flow is discussed, and the percentage of dam-
aged spores for different initial configurations is presented.
Also, the effect of varying modeling parameters such as the
density, the heat conductivity and the size of spore aerosol
droplet is analyzed in this section. Finally, conclusions from
the current work and possible future investigations are sum-
marized in Sect. 4.

2 Formulation

2.1 Gas phase

The unsteady, compressible, reacting, multi-species Navier–
Stokes equations employed in the current work to perform
numerical simulations are [11]:

∂

∂t

⎡

⎢⎢⎣

ρ

ρui
ρE
ρYk

⎤

⎥⎥⎦ + ∂

∂x j

⎡

⎢⎢⎣

ρu j
ρui u j + pδi j − τi j

(ρE + p) u j − uiτ j i + q j
ρYk

(
u j + Vj,k

)

⎤

⎥⎥⎦

=

⎡

⎢⎢⎣

0
0
0
ω̇k

⎤

⎥⎥⎦ +

⎡

⎢⎢⎣

ρ̇p,

Ḟp,i ,

Q̇ p + Ẇp,

Ṡp,k,

⎤

⎥⎥⎦ (1)

where ρ denotes the density, p is the pressure, ui is the i-th
component of velocity, E is the specific total energy given by
the sum of the internal (e) and the kinetic energy, e + 1

2 ui ui , Yk
is the mass fraction of the k-th species, and ω̇k represents the
chemical production of the k-th species. The species index
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k varies from 1 to Ns with Ns being the total number of
chemical species considered. Also, the stress tensor, the heat
flux in the j-direction and the j-component diffusion velocity
are denoted by τi j , q j , and Vj,k , respectively, and are given by

τi j = µ

(
∂ui

∂x j
+ ∂u j

∂xi

)
+ δi jλ

∂ul

∂xl
, (2)

q j = −κ
∂T
∂x j

+ ρ

Ns∑

k=1

hkYk Vj,k, (3)

Vj,k = − Dk

Yk

Wk

W

(
∂ Xk

∂x j

)
, (4)

where µ is the viscosity of the gas phase obtained from
Sutherland’s law, δi j is the Kronecker delta function,
λ (= −2/3µ) is the bulk viscosity, T is the gas phase temper-
ature and κ is the thermal conductivity of the gas phase. Also,
hk is the specific enthalpy, Xk is the mole fraction, and Wk
is the molecular weight of the k-th species. W is the mixture
average molecular weight and Dk is the diffusion coefficient
of the k-th species obtained from the assumption that the
Schmidt number has a value of unity. The inter-phase inter-
action terms, ρ̇p, Ḟp,i , Q̇ p, Ẇp and Ṡp,k , are evaluated using
Lagrangian tracking and are provided elsewhere [11]. Fol-
lowing past studies [3,6], the assumption that the combustion
process in the post-detonation regime is mixing controlled
rather than chemically controlled is employed to determine
the chemical source term, ω̇k . At each time step, the concen-
trations of fuel (CO and H2) and oxygen are compared within
a computational cell to determine if the mixture is fuel lean
or fuel rich. If the mixture is fuel lean, all the fuel is instan-
taneously consumed, and the amount of oxygen required for
combustion is determined based on the following reactions

CO + 1
2 O2 → CO2,

H2 + 1
2 O2 → H2O.

(5)

On the other hand, if the mixture is fuel rich, all the oxygen
is consumed, and the amount of fuel needed for combustion
is determined based on the stoichiometry. Finally, to relate
the thermodynamic variables in the high temperature and the
high pressure blast/post-detonation environment, the Jones–
Wilkins–Lee (JWL) equation of state [3,12] is used and is
given as

p = A exp
(−R1ρ0

ρ

)
+ B exp

(−R2ρ0

ρ

)
+ ωρCvT, (6)

where A, B, R1, R2, ρo and ω are explosive-dependent con-
stants and are documented elsewhere [12].

2.2 Dispersed phase

The governing equations to compute the particle velocity
vector (u p,i ), the particle position vector (x p,i ), the particle

temperature (Tp) and the particle mass (mp) employing the
Lagrangian approach are [6]:

dx p,i

dt
= u p,i , (7)

mp
du p,i

dt
= π

2
r2

p CDρ|ui −u p,i |(ui −u p,i )

− 4
3
πr3

p
∂p
∂xi

− 4
3
πr3

p CA

[
∂p
∂xi

+ d(ρu p,i )

dt

]
, (8)

mpCp
dTp

dt
= 2πrpκ Nu(T − Tp) − ṁpLv, (9)

dmp

dt
= −ṁp, (10)

where rp is the particle radius, Lv is the latent heat of vapor-
ization, CA = 0.5 is the added-mass coefficient [13] and
Cp is the specific heat of the particle. Note that, in (8), the
acceleration of the particle is computed based on the con-
tributions from the quasi-steady drag, the pressure gradient
and the added mass effect. The role of these terms in spore
neutralization is discussed in the results presented here. The
contribution of the Basset force, the buoyancy and the lift to
the particle acceleration are small in comparison to the terms
included in (8) [10] and hence are not considered here. The
drag coefficient, CD, used here, expressed in terms of the
particle Reynolds number (Rep = 2rp|u p,i − ui |ρ/µ) and
the particle Mach number (Mp = |u p,i − ui |/as) is [10,14]

CD =
[

0.38 + 24
Rep

+ 4

Rep
0.5

] [

1 + exp

(
−0.43

Mp
4.467

)]

,

(11)

where as is the speed of sound in the gas. In all the cases
presented here, the flow is dilute, i.e., the volume occupied
by the spore aerosol is less than one percent of the total
volume available. Hence, the inter-particle interaction has
been neglected.

2.3 Spore aerosol modeling

In the current study, droplets of a spore-laden aqueous solu-
tion are introduced into the domain of interest, i.e., the
reshock zone of the shock tube or in the vicinity of a det-
onated explosive charge. The spores are considered to be of
the Bacillus species. Although most spores of this species
are elliptical, in the current work, they are assumed to be
spherical with radius, rs = 0.4 µm [15]. The spore aerosol
considered has a particular droplet size distribution and a
specific concentration of spores in the initial solution. Also,
a specific initial concentration of spores in the domain is cho-
sen. These parameters are set based on the past experimental
studies [16], so that the current results can be compared with
the results available in the literature.
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(a) (b) (c)

Fig. 1 Schematic of spore aerosol interaction with shock/blast wave
and subsequent spore kill modeled in the current study. The arrows
indicate the direction of motion and vertical line in a, and b indi-
cates shock/blast wave. The blue circles indicate aerosol droplets, and
the dotted circles indicate the mixture of evaporated water and ambi-

ent gases. The post-shock/post-blast wave region is shown in grey.
Black dots indicate damaged spores, and red dots indicate intact spores.
a Pre-shock spore-laden aerosol, b droplet evaporation in post-shock
zone, c exposed spore heating

When the spore aerosol interacts with the hot gases in
either a post-shock or a post-detonation flow, the water
enveloping the spores evaporates and exposes the spores to
the heat. Based on the aerosol droplet radius, there could be
multiple spores in a given droplet. These spores, after the
evaporation of water, can stay clustered or disperse. As the
temperature of the spores increases, based on the quantity
of heat received by each spore, the spore kill can occur due
to heating or mechanical rupture. These processes are illus-
trated in Fig. 1. When the spore-laden aerosol is nebulized,
the droplets of aerosol are distributed in the domain of interest
with each droplet having an initial radius, rp

0. In general, rp
0

can be specified based on a distribution function. However,
as the exact distribution of the droplet size is not known, rp

0

(microns), based on a Gaussian distribution, is specified as

rp
0 = min(χ , µχ ), (12)

where χ is a Gaussian random variable with mean µχ and
standard deviation σχ . As the values of µχ and σχ are not
available, a range of values are used initially for the shock
tube simulations and the values which provide good agree-
ment with experimental results are then used in cases with
explosive charges. Also, the initial atomization is assumed
to reduce all droplets to a size µχ . Further, the number of
spores per droplet (np

s ) is set based on the concentration of
the spores in the initial aqueous solution. In the current study,
for an initial spore concentration of 1010 spores/ml, np

s varies
from 1 to 5 [16]. Also, the concentration of the spores in the
domain, χ0

s , is varied from 10 to 106 spores/cm3.
Due to the heat transfer to the droplets in the post-shock

region, the water encapsulating the spores evaporates and this
rate of mass transfer is given as [17]

ṁp = 2πρDrpSh ln(1 + BM), (13)

where D is the diffusivity of the gas. The expressions for
the Nusselt number (Nu), the Sherwood number (Sh) and
the Spalding mass transfer number (BM) for droplets are
available elsewhere [17]. After the water evaporates, no mass
transfer is considered from individual spores or spore clus-
ters. Hence, these expressions for ṁp and Nu are used until
the radius of the droplet reduces to the effective radius of the
spore cluster present inside the droplet, i.e., rp > r c

s . Here,
the effective radius of the spore cluster is determined as

r c
s = rs

(
np

s

fp

)1/3

, (14)

where fp is the packing fraction and is taken to be 1 when
np

s = 1 and 0.74 otherwise, i.e., close packing assumption. The
expression for Nu used when rp ≤ r c

s is provided elsewhere
[10].

Once the spores are exposed to a high-temperature gaseous
environment, the temperature of the spores increases to a
critical value (TC). Past calculations of thermo-structural
response of individual spores show that this critical temper-
ature should result in the spore membrane rupture and/or
heating of the spore core leading to spore kill [18]. Exper-
imental studies suggest that the loss of spore viability and
structural damage occurs at gas temperatures of about 750K
and above [19]. However, for the cases considered here, the
exact quantity of heat needed to kill a spore or to reach TC is
not available. Hence, TC is assumed as a variable parameter
and a range of values are used in each case to obtain the per-
centage of spores killed. In cases presented here, any spore
whose temperature exceeds TC is assumed to be neutralized.
Note that the loss of viability can occur before the spore is
damaged [19]. Hence, in the current studies, the spores that
are not intact are considered to have lost their viability and
are neutralized. The sensitivity of spore kill to TC is ana-
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lyzed, and the intact spore percentages are compared with
shock tube experimental results such that this criteria can be
used with confidence in cases with explosive charges.

2.4 Numerical method and initial setup

The governing equations for the gas phase are solved using
a finite-volume formulation in which a higher-order flux
difference splitting method is used to capture shocks and
discontinuities. Monotone Upstream-centered Schemes for
Conservation Laws (MUSCL) reconstruction along with
Monotonized Central limiter is used in the flux-difference
splitting method. An approximate hybrid Riemann solver,
which employs the Harten–Lax–van Leer with contact
(HLLC) method everywhere, except in the shock capturing
region, is used to solve for the fluxes at the cell interface. In
the directions transverse to the shock, Harten–Lax–van Leer–
Einfeldt (HLLE) Riemann solver is used. The scheme is sec-
ond order accurate in both space and time. This approach has
already been validated to simulate shock-turbulence interac-
tion [20], detonations [10,21], blast wave propagation [3] and
post-detonation combustion [6,22]. A fourth-order Runge–
Kutta scheme is used to solve the dispersed phase governing
equations [6,10].

2.4.1 Shock tube setup

A shock tube of length 2.6 m is considered in the current
work to investigate the spore neutralization by shock waves.
Initial pressure in the driver section is varied to obtain the
desired shock Mach number (Ms). The shock tube is closed
at both ends. Thus, the normal shock propagates from one
end of the tube to the other end and reflects back. The lengths
of driven and driver sections are chosen such that constant
post-reshock properties are obtained for a given residence
time. The residence time (tr) considered in the current work,
following experimental investigations [19], is ∼ 2.5 ms. Ms is
varied from 1.5 to 2.1 such that the post-reshock temperature
(T5) varies from 600 to 1,100 K. The spore-laden aerosol
is introduced at the end of the shock tube away from the
driver section. Note that, in all cases investigated here, the
flow properties in post-reshock regime, R5, remain almost
constant for the residence time considered. This is demon-
strated for Ms = 1.7 in Fig. 2. The initial length (L0) of
the shock tube occupied by the aerosol and the number of
droplets in the aerosol (np) are varied such that the initial
concentration of the spores (χs

0) in the shock tube is of the
desired value. The values of L0, µχ , σχ , np, total number of
spores considered (nt

s) and χs
0 for each case are provided in

Table 1.
The shock tube domain is discretized using a uniform

mesh. The dimensions of the cross section and the width
of each computational cell (#) used here are provided in
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Fig. 2 Variation of temperature and pressure in the shock tube at the
location where spores are released for Ms = 1.7. Region R1 indicates
the pre-shock condition, R2 indicates the post-shock condition and R5
indicates the post-reshock condition. The details of the grids G1, G2
and G3 are provided in Table 2

Table 1 Parameters used to specify the initial conditions of the dis-
persed phase in the shock tube (ST) studies

Case np µχ σχ nt
s L0 (cm) χs

0 (×106/cm3)

ST1 2,500 5.0 0.5 2,500 5.0 0.185

ST2 2,500 5.0 0.5 9,070 5.0 0.670

ST3 4,000 5.0 0.5 14,504 5.0 1.000

ST4 4,000 5.0 0.5 14,504 5.0 1.000

ST5 4,000 5.0 0.6 14,504 5.0 1.000

ST6 4,000 5.0 0.7 14,504 5.0 1.000

ST7 4,000 5.0 0.4 14,504 5.0 1.000

ST8 4,000 5.0 0.5 14,504 10.0 0.500

ST9 4,000 5.2 0.5 14,504 5.0 1.000

ST10 4,000 4.8 0.5 14,504 5.0 1.000

Table 2 Shock tube cross sections and grid resolution used in the cur-
rent studies

Case Dimensions Cross section (mm) # (µm)

G1 1D 0.52 × 0.52 520.0

G2 3D 1.56 × 1.56 520.0

G3 1D 1.04 × 1.04 1,040.0

Table 2. In all Cases G1–G3, the flow properties are almost
identical as shown in Fig. 2. Thus, for the rest of the studies
presented here, the grid setup as in Case G1 is used. As the
focus of the current studies is the neutralization of spores in
unconfined post-detonation flows, only the particle disper-
sion effects away from the wall boundaries are considered,
and all the walls of the shock tube are assumed to be slip
walls.
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2.4.2 Setup for simulations with explosive charges

To carry out studies in the post-detonation flow, the ini-
tial detonated explosive charge is modeled using the Gas-
Interpolated-Solid Stewart-Prasad-Assay (GISPA) method
[3,23]. A homogeneous spherical nitromethane charge of
diameter 11.8 cm is considered in the current investiga-
tions. The detonation energy and the initial density of the
nitromethane charge are 4.35 MJ/kg and 1,128.0 kg/m3,
respectively [3]. Note that, in the post-detonation flow analy-
sis, all the temporal and spatial scales provided correspond
to this detonation energy, initial charge density and initial
charge volume. The initial profiles of the pressure, the tem-
perature, the density and the velocity for this charge are avail-
able elsewhere [3]. The detonated charge is initialized in an
unconfined domain, which is modeled by a three-dimensional
spherical sector (2.4 m × 45o × 45o). A structured mesh
(1,000 × 60 × 60) is used to resolve the domain. The justifi-
cation for the domain configuration, the resolution used and
the boundary conditions are provided elsewhere [3,22]. The
initial composition of the product gases in the charge is speci-
fied based on the chemical reaction: CH3NO2 (nitromethane)
→ 0.5 N2 + CO + H2O + 0.5H2. The ambient gas is specified
to be air at 1.01325 MPa and 300 K. The spore-laden aerosol
is initially distributed in the ambient flow at a specific radial
distance, d0, away from the initial charge. The thickness (L0)
of the aerosol cloud is specified based on the initial concen-
tration (χ0

s ) and the total number of spores in the cloud (nt
s).

These parameters for each case investigated are presented in
Table 3.

3 Results and discussion

3.1 Spore neutralization in shock tube

The shock tube studies are set to compare with the available
experimental results and used to analyze the significance of
the modeling parameters discussed in the previous section.
The intact spore ratio (Is) = (100.0 × ni

s)/nt
s, where ni

s is
number of intact spores after time t = tr, in each case is eval-
uated and the role of each modeling parameter is discussed.
Note that the value of Is ranges from 0 to 100, i.e., complete
neutralization to no neutralization.

3.1.1 Sensitivity analysis

A normal shock of Mach number, Ms, is simulated in a shock
tube closed at both ends and filled with argon to study the
spore-laden aerosol neutralization in post-shock flow. Here,
the shock wave is allowed to reflect from the closed end to
produce a reflected shock and a post-reshock flow with a
temperature (T5 ∼ 600–1,200 K) considerably higher than

Table 3 Parameters used to specify the initial conditions of the dis-
persed phase in the simulation with explosive charges

Case np nt
s L0 (mm) χs

0 (×103/cm3) d0 (cm)

NM0C1 4,000 14,504 3.0 0.545 12.0

NM1C1 4,000 14,504 3.0 0.138 24.0

NM2C1 4,000 14,504 3.0 0.035 48.0

NM3C1 4,000 14,504 3.0 0.009 96.0

NM4C1 4,000 14,504 3.0 0.015 72.0

NM5C1 4,000 14,504 3.0 0.244 18.0

NM6C1 4,000 14,504 3.0 0.180 21.0

NM7C1 4,000 14,504 3.0 0.218 19.0

NM8C1 4,000 14,504 3.0 0.062 36.0

NM0C2 8,000 29,008 3.0 1.090 12.0

NM1C2 8,000 28,828 3.0 0.276 24.0

NM2C2 8,000 28,828 3.0 0.070 48.0

NM4C2 8,000 29,171 3.0 0.031 72.0

NM5C2 8,000 29,346 3.0 0.494 18.0

NM6C2 8,000 29,008 3.0 0.360 21.0

NM8C2 8,000 29,008 3.0 0.124 36.0

NM0C4 32,000 116,032 3.0 4.360 12.0

NM0C6 128,000 464,128 3.0 17.440 12.0

NM1C4 32,000 116,032 3.0 0.552 24.0

NM1D2 4,000 14,504 6.0 0.068 24.0

NM1D3 8,000 29,008 12.0 0.068 24.0

the post-shock (T2 ∼ 440–650 K) temperature. Initially, the
spore-laden aerosol droplets are distributed uniformly over
L0 and span the entire cross section of the shock tube. As the
aerosol droplets interact with the shock heated gas, the water
surrounding the spores evaporates resulting in a reduction in
the droplet radius and an increase in the droplet temperature.
As Ms is increased, the rate of change in the average droplet
size and the average droplet temperature increases due to the
increase in the post-shock/post-reshock gas temperature (see
Fig. 3). Here, the average quantities are the average values
evaluated over all the droplets. Note that for Ms = 1.6, even
after 7 ms, the average droplet temperature is about 400 K.
Thus, Is is nearly 100 for Ms = 1.6. Similarly, for Ms = 2.0,
the average droplet temperature is about 1,100 K after 6.5 ms
and Is is nearly 0.

One of the important criteria determining the survival of
spore is TC. Values of TC in the range 650–690 K show a
negligible change (about 0.2) in Is, as shown in Fig. 4, com-
puted for T5 ranging from 650 to 1,100 K. Thus, in all the
current studies, TC = 670 K is used to determine the num-
ber of intact spores at any given time. The significance of
the acceleration due to the pressure gradient (PG) and the
added-mass (AM) effect on the intact spore percentages for
different T5 is investigated by considering simulations with
individual acceleration terms. Figure 5 shows that the differ-
ence in the predicted values of the number of intact spores
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Fig. 3 Variation of average particle radius and average particle tem-
perature with time for Ms = 1.6 (red, dots), 1.8 (black, squares) and 2.0
(blue, triangles). Initial conditions correspond to Case ST4
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Fig. 4 Percentage of spores left intact for different post-reshock tem-
peratures (T5) for different spore neutralization temperatures, TC.
Results from experiments [19] are shown for comparision

is negligible and the calculations with only the quasi-steady
drag, the dominant acceleration term, provide results with
good accuracy. Thus, for all other studies reported here on,
the acceleration due to PG and AM effects are neglected.

The spore density (ρs) and heat capacity (Cs) are varied
as shown in Table 4. These values are considered based on
the values provided by earlier investigations [18]. Change in
both ρs and Cs results in a negligible change in Is, as shown
in Fig. 6, and hence the values in Case ST4 are used in all
the cases with post-detonation flows. The effect of the spore-
aerosol modeling parameters is investigated by varying χ0

s ,
µχ and σχ as shown in Table 1. The maximum change in Is,
in comparison to Case ST4, is 10.0 whenσχ is varied from 0.4
to 0.7 for µχ = 5.0. Also, when µχ is varied from 4.8 to 5.2,
the maximum change in Is, compared to Case ST4, is 30.0.
Both, µχ and σχ determine the range and the maximum size
of the droplets in the aerosol. With an increase in the droplet
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Fig. 5 Percentage of spores left intact for different post-reshock tem-
peratures (T5) for different particle acceleration terms considered. Here,
PG indicates the pressure gradient term, and AM indicates the added-
mass effect. The residence time of spores in reshock zone is nearly
2.5 ms. Results from experiments [19] are shown for comparision

Table 4 Spore density (ρs) and heat capacity (Cs) used in the current
studies

Case ρs (kg/m3) Cs (J/kg/K)

ST1-10 1,000.0 4,180.0

ST11 1,300.0 4,180.0

ST12 1,000.0 2,500.0

ST13 1,300.0 2,500.0
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Fig. 6 Percentage of spores left intact for different post-reshock tem-
peratures (T5) for different physical properties (shown in Table 4) of
spores. Results from experiments [19] are shown for comparision

size, the time required to evaporate the water encapsulating
the spores increases. Thus, the time needed to expose the
spores increases with an increase in the droplet size. Hence,
the dependence of Is on µχ and σχ is significant with µχ =
5.0 and σχ = 0.5 showing a good agreement with the exper-
imental values. Hence, these values of µχ and σχ are used
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Fig. 7 Percentage of spores left intact for different post-reshock tem-
peratures (T5) for cases shown in Table 1. The residence time of spores
in reshock zone is nearly 2.5 ms. Results from experiments [19] are
shown for comparision

for all cases investigated in post-detonation flows. When all
the water evaporates, the spores in a given droplet remain
clustered or disperse. The spores are allowed to remain clus-
tered in Case ST3 and are dispersed in Case ST4 to evaluate
the differences in the number of intact spores. Between Case
ST3 and Case ST4, the maximum difference in Is is 4.4 (at
Ms = 1.9) with the average difference in Is = 1.31 (over all
Ms). Since the average difference is not significant, for stud-
ies in post-detonation flows, the spores are assumed to be
dispersed.

To summarize, the standard deviation and the mean of the
initial droplet size are important parameters determining the
time required to neutralize the spores, whereas the parameters
such as ρs, Cs, TC, L0 and np

s have a negligible effect on Is.
The sensitivity analysis indicates that the number of intact
spores for different post-shock conditions agree reasonably
with the experimental results (see Fig. 7) over a wide range
of parameters as shown in Table 5. Especially, the values for
the representative case, Case ST4, are in good agreement,

and hence, the set of spore-aerosol parameters used in this
case are used for all the cases investigated in post-detonation
flows.

3.2 Spore neutralization by explosive charges

Spore neutralization in post-detonation flow is investigated
by varying the initial distance of the spore cloud, d0, the
initial spore cloud concentration, χ0

s , and the initial spore
cloud width in the radial direction, L0, as shown in Table
3. Here, a spore cloud is a cluster of spore-laden aerosol
droplets uniformly distributed in the azimuthal and the zenith
directions and placed at radial distance d0 from the center of
the explosive charge.

3.2.1 Effect of initial spore concentration
and initial spore cloud width

When the explosive charge is detonated in the vicinity of
the spore cloud, the blast wave from the explosion propa-
gates outwards from the charge and a post-detonation flow
comprising of hot detonation product gases is generated.
The events in this post-detonation flow can be categorized
into four phases: (a) primary phase, (b) implosion phase, (c)
reshock phase and (d) asymptotic phase (see Fig. 8). Initially,
during the primary phase, the detonation product gases prop-
agate outward along with the primary shock (PS) and engulf
the spore aerosol cloud. The aerosol droplets are heated by
the resulting high-temperature gaseous environment, and the
evaporation of the water encapsulating the spores is initiated.
During this phase, a secondary shock (SS) is formed due to
the over expansion of the local flow by the inward moving
rarefaction. The aerosol cloud, overtaken by the contact sur-
face between detonation product gases and the ambient air,
perturbs the contact surface and results in the formation of
RTI [6] and the mixing/combustion zone. The afterburn of
CO and H2 further increases the temperature of the mixing
zone.

Table 5 Modeling parameters
affecting the intact spore ratio

Experimental results [19] (#I E
s )

and Case ST4 (#I N
s ) are used as

a reference to compute the
maximum difference in Is over
all Ms for each parameter

Parameter Definition Range #I E
s #I N

s

TC Critical spore temperature (K) 650–690 3.5 0.2

Cs Heat capacity of spore (J/kg/K) 2,500.0–4180.0 3.7 0.2

ρs Density of spore (kg/m3) 1,000.0–1,300.0 3.7 1.0

µχ Mean spore aerosol droplet radius (µm) 4.8–5.2 21.0 30.0

σχ Standard deviation of aerosol droplet radius 0.4–0.7 9.0 10.0

χ0
s Initial concentration of spores in the domain (106/cm3) 0.185–1.0 6.0 2.0

L0 Initial spore cloud length (cm) 5.0–10.0 6.0 2.0

np
s Spores per aerosol droplet 1–5 5.0 1.0
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 8 Position of the damaged (black) and the intact (red) spores in
the post-detonation flow for Case NM1C2. The mixing zone is indicated
by iso-surface of N2 (YN2 = 0.5). a, b Correspond to the primary phase;
c, d correspond to the implosion phase; e, f correspond to the reshock
phase; and g, h correspond to the asymptotic phase

At t ∼ 0.4 ms, the secondary shock starts propagating
inwards, as shown in Fig. 9, as the core pressure is reduced
by the rarefaction. This initiates the implosion phase, where
the aerosol cloud is dragged towards the origin along with the
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Fig. 9 a Position of the primary shock (PS), the secondary shock (SS),
the leading and the trailing end of the mixing layer (MLLE and MLTE),
the inner and the outer boundaries of the particle cloud (PCIB and
PCOB) at different time for Case NM1C2. b Histograms showing the
distribution of the intact (red) and the damaged (black) spores based
on their radial location at t = 6 ms. The radial positions are obtained by
averaging the quantities in the azimuthal and the zenith directions

mixing layer. However, the aerosol droplets, which acquired
sufficient momentum due to the interaction with the outward
propagating gases, remain outside the mixing zone and con-
tinue propagating outward. This motion of the leading edge
of the mixing layer (MLLE), the trailing edge of the mix-
ing layer (MLTE), the inner boundary of the spore cloud
(PCIB) and the outer boundary of the spore cloud (PCOB)
are shown in Fig. 9. Here, the radial location of the mixing
layer boundaries is calculated as rMLTE = r |YCO=0.9Y i

CO
and

rMLLE = r |YCO=0.1Y i
CO

, where Y i
CO is the initial mass fraction

of CO in the detonation product gases. Also, the inner and the
outer spore cloud boundaries are evaluated as the minimum
and the maximum of the radial location of all the spores,
respectively.
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Fig. 10 Variation of percentage of spores left intact with time for cases
shown in Table 3

After propagating towards the origin, at t ∼ 1.0 ms, the
secondary shock reflects back from the origin and interacts
with the flow structures. This phase, termed as the reshock
phase, gives rise to further mixing due to RMI [6]. The aerosol
droplets, dragged towards the origin in the implosion phase,
are pushed into the high-temperature mixing zone. Also,
the outward propagating secondary shock further drags the
aerosol droplets, dispersed beyond the mixing zone, outward.
The mixing zone, after interaction with the secondary shock
in the reshock phase, settles into an asymptotic mixing phase,
where the combustion is sustained by the continuous mixing
of the detonation product gases and the ambient air. In all the
phases of the post-detonation flow, the spores are exposed to
the hot gases. However, the spores in the aerosol droplets with
relatively higher water content take considerable time to get
exposed. The neutralization of the spores in these droplets is
facilitated by the asymptotic phase, where sustained mixing
enables relatively longer residence time in the hot gases. Fur-
ther, during the asymptotic phase, as the aerosol outside the
mixing zone moves outwards, spores outside the mixing zone
escape and remain intact. After 5.5 ms, most of the spores
within the mixing zone are neutralized and the number of
intact spores reaches an asymptotic value as shown in Fig. 10.

When the initial concentration of the spore cloud is
increased from 0.276 to 0.552 ×103/cm3 (Cases NM1C2
and NM1C4), Is increases from 52.3 to 53.6 at t = 6 ms. This
negligible change is attributed to the difference in the number
of spores that escape the mixing zone and the neutralization.
Variation of χ0

s in other cases, shown in Table 3, also shows
a negligible change in Is (see Fig. 10). Similarly, changing
L0 from 3.0 to 12.0 mm results in a nominal increase in Is
from 52.3 to 54.6 (Cases NM1C2 and NM1D3). Here, again,
the change in the number of intact spores is attributed to the
change in the number of spores dispersed away from the mix-
ing zone. Thus, when χ0

s and L0 are varied for a fixed d0, the
variation in Is is not significant. This is expected because of
the dilute nature of the spore-laden flow considered here.
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Fig. 11 a Position of the primary shock (PS), the secondary shock
(SS), the leading and the trailing end of mixing layer (MLLE and
MLTE), the inner and the outer boundaries of the particle cloud (PCIB
and PCOB) at different time for Case NM5C2. b Histogram showing the
distribution of the spores based on their radial location at t = 6 ms. The
radial positions are obtained by averaging the quantities in the azimuthal
and the zenith directions

3.2.2 Effect of initial distance from the charge

When the initial radial location of the spore-laden aerosol
cloud, d0, is varied from 12 to 98.0 cm, Is changes from 0.0
to 100.0. Here, the post-detonation flow can be divided into
three distinct regions based on the number of spores neu-
tralized. These regions are (1) ISR1 (d0 ≤ 3.0RC), (2) ISR2
(3.0RC < d0 < 8.0RC) and (3) ISR3 (d0 ≥ 8.0RC). In ISR1,
the aerosol is initially located near the explosive charge, and
most of the spores are neutralized in the primary phase after
the initial engulfment. The droplets are not scattered away
from the mixing zone and remain within the mixing layer
boundaries as shown in Fig. 11. This enables maximum heat
exposure and almost complete spore neutralization. Thus in
ISR1, Is ∼ 0.0.
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Fig. 12 a Position of the primary shock (PS), the secondary shock
(SS), the leading and the trailing end of mixing layer (MLLE and
MLTE), the inner and the outer boundaries of the particle cloud (PCIB
and PCOB) at different time for Case NM2C2. b Histogram showing the
distribution of the spores based on their radial location at t = 6 ms. The
radial positions are obtained by averaging the quantities in the azimuthal
and the zenith directions

In ISR2, the spores are partially located within the mix-
ing zone (see Fig. 9). The spore neutralization occurs over
the primary, the implosion, the reshock and the asymptotic
phases. Within this region, as d0 is increased from 3.0RC
to 8.0RC, the proportion of spores neutralized in the pri-
mary phase decreases from 100.0 to ∼ 0.0 %. Thus, the role
of the mixing zone in spore neutralization increases. When
d0 ≥ 8.0RC, i.e., in ISR3, the aerosol is dispersed beyond
the mixing zone by t ∼ 0.2 ms as shown in Fig. 12. The tem-
perature in the post-PS and post-SS flow is relatively low in
comparison to the temperature within the mixing zone and
sufficient heat is not transferred to the aerosol. Thus, Is ∼
100.0 in ISR3.

In summary, the initial concentration of the aerosol and
the initial width of the spore cloud have a negligible effect on
the spore survival. Since the cases considered here fall in the

0 20 40 60 80 100

Initial distance from charge, d
0
, cm

0

20

40

60

80

100

In
ta

ct
 s

po
re

 ra
tio

, I
S

NM(0-8)C2
NM(0-8)C1
NM1D2
NM1D3
NM1C4

ISR1 ISR2 ISR3

Fig. 13 Percentage of spores left intact for different initial distance
from the charge (d0) for cases shown in Table 3. The intact spore regions
(ISR1, ISR2 and ISR3), based on d0, are also labeled

dilute regime of two-phase flows, this is expected. However,
depending on the aerosol droplet dispersal within and beyond
the mixing/combustion zone in the post-detonation flow, a
change in the initial radial distance from the charge affects
the spore survival. Three regions, ISR1, ISR2 and ISR3 are
defined, shown in Fig. 13, which provide a continuous change
in Is from 0 to 100 as d0 is increased from 12 to 96.0 cm
(∼2.0RC to ∼16.0RC).

4 Conclusions

Bacterial spore neutralization in post-shock and post-
detonation flows is investigated numerically. The key com-
ponents of the interaction of a spore-laden aerosol with
shock/blast waves are simulated by accounting for the heat
and the mass transfer between the phases. The spore-laden
aerosol is modeled based on parameters such as the con-
centration of spores and the aerosol droplet size distribu-
tion so that the results can be compared with the available
experimental results. The intact spore percentages obtained
in the shock tube studies agree well with the experiments
over a wide range of modeling parameters. These investi-
gations provide sufficient confidence to employ the spore-
laden aerosol model to study spore neutralization in post-
detonation flows of explosive charges.

In post-detonation flows, the initial concentration of the
spores is shown to have a negligible effect on the overall
spore survival. However, the initial distance from the explo-
sive charge has a substantial effect on the intact spore ratio.
When the spore cloud is placed within a distance of 3RC,
nearly all the spores are damaged in about 0.2 ms. When
spores are placed at distances of 8RC and above, Is ∼ 100.0
as all the aerosol droplets are found to be scattered beyond the
mixing zone before complete evaporation occurs. In the case
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with the initial radial distance from the charge between 3RC
and 8RC, Is varies from ∼0.0 to ∼100.0. In these cases, a por-
tion of spores is always found within the mixing/combustion
zone. Thus, three regions of spore neutralization are sim-
ulated in the post-detonation flow based on initial distance
from the explosive charge. The investigations presented here
are in the dilute regime, and hence, changes in the spore con-
centration produce little effect on Is. Future investigations
will focus on the neutralization of dense spore clouds, where
the initial spore concentrations may have significant effects.
Also, since the spore survival is dependent on the tempera-
ture in the post-detonation flow, investigations with different
explosive charge strengths, along with the appropriate scal-
ing analysis, will be reported in future.
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