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1. Executive Summary

This white paper provides a review of the heterogeneous integration of different types of devices and materials for the purpose of increasing the functional density and the performance of electro-optic systems for sensor applications.

The importance of heterogeneous integration can be best understood if we first consider the electronic systems alone. The impressive integration levels achieved on a single chip for electronic systems is continuing thanks to ever shrinking transistor feature sizes and the improvements in the interconnect technology. Almost all electronic applications (digital, memory, analog, power etc.) benefit from this improvement in integration density and transistor improvements. However, the design, fabrication and testing maturity are not the same for all applications and therefore different technology nodes are employed for each application at a given time. Integrating several functions on the same chip requires the use of the lowest common technology node rather than the best available one for each. This is where heterogeneous integration first comes in. Rather than using the lowest common technology node for all applications, heterogeneous integration allows the use of the best available technology node for each application to maintain maximum performance. Multiple application components can be separately fabricated and then heterogeneously integrated with each other on a common platform to preserve the compactness while increasing the performance and the functionality density.

The functional density of electronic systems can be further enhanced by integrating different types of devices made from advanced materials. Such devices can provide functions that cannot be obtained from the baseline technology (mostly refers to Si CMOS). These added functions can be imaging, optical signal processing, mechanical functions (i.e. inertial) or high frequency amplification. Co-integration of such functions increases the functional density even further.

We will examine the concept of heterogeneous integration first and determine how this technology may help in product development. To provide a structure for this review, we will categorize heterogeneous integration techniques. This is a fast moving technology area driven by commercial products and the technology front is rapidly changing. Categories are kept at a high level to avoid obsolescence because of this rapid change. The history and the current status of integration technologies in each category are examined and product examples are provided. Finally, we discuss potential applications where heterogeneous integration may provide an advantage for electronic system applications.

This white paper provides only a technology review. It is not intended for identifying existing problems and proposing new solutions. Different readers may benefit from this document by concentrating on different chapters. Those interested in understanding the purpose of heterogeneous integration, will benefit from Chapters 1-5. Categorization of heterogeneous integration technologies can be found in Chapters 6-8. Those interested in the technical details of various integration methods can find them in Chapters 8-11. If you are only interested in the examples of heterogeneous integration, they are in Chapter 12. Summary and recommendations are in the last chapter.

Those with limited time, can benefit from the presentation format of this document attached to the end.
2. Introduction

By word definition, “heterogeneous integration” (HI) refers to the integration of dissimilar components on a common platform. The term is extensively used in very diverse applications to encompass efforts to make previously separate functions to operate together by an intimate fusion of components. It can mean a seamless integration of previously incompatible software, database, drugs or machine parts. The particular definition that is of significance for us is the integration of dissimilar sensor components onto a common substrate to make new compact components that provide enhanced characteristics. The concept of heterogeneous integration that is most closely aligned to our needs is the one used by IEEE as formulized in the International Technology Roadmap for Semiconductors (ITRS 2.0) documents. We will focus our assessment by concentrating on this specific version. However, a broader definition will also be used in connection with some types of HI.

IEEE defines Heterogeneous Integration to be “the integration of separately manufactured components into a higher-level assembly that, in the aggregate, provides enhanced functionality and improved operating characteristics”. In this definition, components should be taken to mean any unit whether individual die, MEMS device, passive component and assembled package or sub-system that are integrated into a single package. The operating characteristics should also be taken in its broadest meaning including characteristics such as system level performance and cost of ownership [1].

Heterogeneous integration includes a variety of technology components ranging from transistors and their fabrication methods to testing and packaging. Therefore, the heterogeneous integration roadmap activities are sponsored by more than a single IEEE chapter. Although the lead IEEE Chapter is the IEEE Components, Packaging and Manufacturing Technology Society (CPMT), other IEEE Societies such as IEEE Electron Devices Society (EDS) and IEEE Photonics Society are involved as well as the Semiconductor Equipment and Materials International (SEMI) organization. The intention is to expand the roadmap collaboration to other IEEE Technical Societies that share interest in the Heterogeneous Technology Roadmap as well as to organizations outside IEEE that share this common vision for the roadmap [2].

When we think about the evolution of electronic systems, we often form opinions by relying solely on the progress of “digital technologies” whose evolution is often governed by the so-called “Moore’s Law”. This empirical rule predicts that the number of transistors of an (digital) electronic system will double every 2 years. The transistor geometries are expected to continue shrinking to accommodate ever higher density circuits following the well-known technology roadmaps such as the ITRS. These roadmaps help synchronize technology development efforts by providing guidance to research communities and funding agencies. So far, the use of such roadmaps have been very successful in improving resource efficiencies and in providing predictions in the capabilities of future systems.

Until recently, compliance with the Moore’s Law used to require simple geometrical shrinkage (geometric scaling) of transistor feature sizes so that more transistors can be accommodated on a given chip size. Smaller transistor gate lengths also improved the device performance by reducing the transit time for electrons between electrodes. This trend has continued unbroken until about 2004, when it became apparent that simply cramming more transistors in an area is not the best way to improve (digital) system performance. Delays due to metal interconnects and the formation of thermal hot spots have severely
limited the performance gains obtained by density improvements [3]. Currently, the circuit density is still increasing but the operation frequency is saturating, as shown in Figure 1.

Figure 1: The number of transistors per chip has doubled every 2 years and this trend is continuing as the transistor feature sizes shrink. But the speed of chips saturated since 2004 due to high temperature limits [Source: Intel].

Other scaling approaches are being investigated to increase the chip performance without necessarily reducing transistor size, in which case the circuit density increase will saturate. This new reality can be seen by comparing the device feature size reduction expectations of the 2013 ITRS roadmap with the more recent 2015 ITRS roadmap expectations as shown in Figure 2 [4]. While previously it was expected that the physical gate length shrinkage would continue until at least 2028, now it is believed that it will saturate in 2021 when the 9nm node it reached. Any further increase in circuit density will now come from 3D architectures. The circuit density improvements by 3D stacking of similar circuits (functions) is “homogeneous integration”.

The same approach can be applied to the integration of digital circuits with other types of circuits. These circuits may include functions that can be best implemented by a different technology node. They may include functions that are implemented in technologies that do not follow the Moore’s Law (such as analog/RF circuits). They may indeed include functions that are not even electronic (such as optical, mechanical or acoustic). The integration of these diverse function circuits is “heterogeneous integration”.

Figure 2: The physical gate length shrinkage of transistors in 2013 and 2015 [4].
3. Heterogeneous Integration

Before we define what heterogeneous integration means and what technologies it contains, we must clarify what it does not mean. Heterogeneous integration is not a continuation of the Moore’s Law through 3D integration. Moore’s Law is strictly for the rate of increase in digital circuit integration density. Heterogeneous integration is for the integration of different functions. Both activities appeared to merge recently with the introduction of 3D integration at the chip level. This is, however, only an appearance based on the similarities in the integration methods. While, integration density increases are still implemented at the chip level, functional density increases are implemented both at the chip level and in packages.

As mentioned above, the integration density improvements are beginning to saturate when confined to 2D surfaces, and therefore the third dimension will be used to continue improvements. This trend has already started with the stacking of memory chips and will spread to processor chips. This new path to integration density increase is called the More Moore (MM) roadmap.

System in Package (SiP) integration has always been about functionality integration and it was used to integrate multi-functional chips in one location. There are many ways to increase the density of functions in a package, as we will review in detail below. Some of these involve stacking chips on each other whereas others involve stacking packages on top of each other. There are also many choices in electrical signal routing between chips involving bond wires, ball grid arrays, through Si vias (TSV), interposer layers etc. The increase in functionality density through heterogeneous integration is called More than Moore (MtM).

Figure 3 is a simplified diagram that shows the use of 3D integration for both integration and functional density improvements. When similar technologies are integrated, such as DRAM chips, the final assembly has the same function as the individual chips but the integration density is increased. This is called 3D-Integrated Circuit (3D-IC). The integration density increase follows the More Moore roadmap. When diverse technology components are integrated, heterogeneous integration results. The evolution of this integration approach is called More than Moore.
4. Why Do We Need Heterogeneous Integration?

In 2016, ITRS 2.0 was introduced to capture this new reality in technology outlook. This is the first time ITRS is not based on the expected improvements in the transistor technology underscori ng the anticipation that the microelectronics product performance improvement will no longer be paced solely by gate length shrinkage. Most commercial (outside of data center applications) and military applications will benefit from the integration of “non-digital” functions with digital circuits. In this new approach, more functions are offered per given chip area in contrast to the previous approach where only increased performance of the same function was offered from the same chip area as the technology evolved. The road mapping activities that govern such highly integrated heterogeneous systems is known as “More-than-Moore” (MtM). MtM shifts the intellectual epicenter of product development from the transistor level innovations to system-level design innovations. Heterogeneous Integration plays an important role in the implementation of MtM. This is especially true for military applications where it takes longer to field technology innovations in products.

Military microelectronic sensor systems are complex systems that require the use of a range of different technologies, as indicated in Figure 4. For various valid reasons, such as reliability, testing, re-work and availability, components made using these technologies are integrated on printed circuit boards (PCB). Sometimes, several components can be integrated inside modules, which are custom packages. A sensor system constructed in this fashion has the usual communication bandwidth problems due to time delay caused by component interface networks. To reduce delay, components must be placed closer to each other, and if possible, direct connections must be made (rather than using bond wires).

Figure 4: Many different technologies are used in the implementation of modern microelectronics systems can benefit from heterogeneous integration.
There are a number of drivers for integrating components together into a common package. These include:

- Compact and disposable sensors
- Higher communication bandwidth
- Integrated data processing
- Improved SWAP-C
- Simplified supply chain management

Many of the technology solutions in the form of heterogeneous integration on wafers or in packages developed in response to these drivers for commercial applications are also suitable for some military systems. We will review all technology approaches currently available in open literature and provide examples of improvements achieved by HI so far. The information referenced in this document are from open literature. No proprietary information is included.

First, we examine the potential impact of the HI on a typical product development strategy.
5. Impact of Heterogeneous Integration on Product Development

The impact of heterogeneous integration on future products of large organizations with their independent R&D capabilities can be visualized by examining the schematic representation of the technology food chain for products, as shown in Figure 5. The science and technology (S&T) base on the left side includes a variety of components ranging from materials, device concepts, fabrication methodology to circuit designs. This is an ever evolving area for many organizations with several diverse ideas being pursued in parallel. In the case for commercial applications, Si digital IC’s make up a significant portion of this base. The Si IC technology is evolving as fast as it can (Moore’s Law and More Moore) for commercial applications thanks to huge investments made by several multi-national companies. Most organizations no longer maintain independent development in this area, but instead rely on technology roadmaps to anticipate the availability of performance levels at a given future time without necessarily investing in its evolution. Organizations may maintain some basic S&T development activities in materials, devices and fabrication techniques to differentiate their products.

The evolution of any new device technology goes through several other stages including manufacturability, design rules, circuit designs and packaging before they are ready to include in modules. Module designs are often specific to each new technology and new module designs are needed for each innovative device technology. Modules are used in sub-systems, whose design critically depend on the module characteristics. The final product design integrates sub-systems for a system.

The problem with this approach is that system architecture innovations are not the primary drivers of the product characteristics. The requirements flow-down can rarely penetrate through the module level to reach the S&T crucible where many of the innovations are taking place. Therefore, most product
enhancements come from innovations initiated at the lower end of the food chain. The worst part is that the bottom-up technology push of this type takes decades of effort to mature. By the time the new basic technology is accepted by the system designers, the range of innovations that can be introduced at the system level are limited. This situation represents a “technology push” condition.

An example of this problem can be observed in the development of commercial microelectronic products. For decades, the computer performance was paced by the innovations at the chip-level technologies. The computer architecture has not changed substantially since from the beginning. Computer designers were in no position to flow-down requirements for an innovative architecture to the chip manufacturers because of the cost and the uncertainty of implementing new basic transistor designs. ITRS and other technology roadmaps were used by the industry to forecast the improvements in chip performance for system designers to implement their limited innovations based on these forecasts. In most cases, the system design improvements were simply in the form of faster computers that are smaller and cheaper but not different in operation than their predecessors.

Heterogeneous integration or more broadly speaking MtM can change this dynamic by moving the development focal point closer to the system designs, as illustrated in Figure 5b and Figure 5c. If the development focal point is near the bottom of the food chain, innovations will flow along the chain to systems designs. This flow can take 10-20 years. This is the current situation. On the other, if the development focal point is moved up to modules by establishing a core competency in heterogeneous integration, the system insertion time can be cut back to 2-5 years. In this case, innovations in system designs can reach the core activities at the focal point of research. This will be a “systems-pull” approach.

A disregard for innovation flow results in a linear (flat) approach of Figure 5a. Without any particular bias for the “innovation flow”, the respective influences of “technology-push” and “systems-pull” extend from the ends of the chain toward the middle. The result is an accumulation of unfinished “product components” that can neither be directly inserted in systems nor can they be sustained technologically. If the “product component” is a result of technology push only, it struggles to fit into a conservative system environment. If the “product component” is a result of systems pull only, with no particular regard to technology trends, its manufacturability may be questionable and immediate obsolesce may result. In some simpler application areas such as automobile electronics, where the technology food chain is shorter, the respective influences of S&T and systems designs can extend past each other to reach ends of the chain. For most modern complex systems, the chain is far too long for this to happen.

However, by moving the innovation center to the middle or closer to the systems end of the chain, and making use of the heterogeneous integration innovations, the development dynamics can be modified. There are 2 reasons for this outcome; a) systems innovations can be accommodated because the requirements flow down is more effective (shorter flow), b) basic technology innovations can be readily incorporated into heterogeneous integration technology (by definition, heterogeneous integration is about incorporating different technologies). Therefore, HI offers a good midpoint of a long technology chain and can serve as a development focal point to both absorb new technologies and then pass them on to the system designs.
If a core competency is centered on HI, the technology food chain can be responsive to innovations both from S&T and systems designs, as illustrated in Figure 6. HI core competency can ensure heterogeneous integration of dissimilar technologies developed by the S&T community in a way that is also responsive to the requirements of innovative system designs. This approach represents a win-win situation by accommodating innovations from both ends of the technology/product spectrum.

Figure 6: Flexible technology/product food chain with a strong core competency in heterogeneous integration.

In the following sections, we will review the current status and the future trends in HI technologies within the context of MtM roadmaps.
6. Heterogeneous Integration Roadmaps

Heterogeneous integration roadmaps include technology developments both at the wafer-level and the packaging-level. Initially, heterogeneous integration simply meant the integration of different device technologies on the same Si substrate, such as bipolar and field-effect transistor integration for Bi-CMOS circuits [5]. Later SiGe heterojunction bipolar transistors were also integrated on Si for higher performance circuits [6-8]. A similar approach was also used for advanced semiconductors based on GaAs to integrate heterojunction bipolar transistors (HBT) with field-effect transistors [9-18] and also with PIN diodes [17]. These types of integration, which are now a well-established part of the modern semiconductor technology, rely on the fabrication of the active devices directly on the substrate surface. The active devices are fabricated side-by-side on the same plane, and therefore the integration type is 2-dimensional (2D). Other heterogeneous integration approaches make use of the third dimension either as a part of MM or MtM approaches described above. These integration approaches broadly fall under 3D integration. However, 3D integration methods are not easy to categorize because the integration can be accomplished directly on the wafer (SoC) or in the package (SiP), packages can be integrated on the chip or chips can be integrated in the package, chips can be integrated on chips or packages can be integrated in or on other packages etc. There are many existing packaging types and also many types of chip mounting and interconnect technologies that support 3D integration. All these choices of integration produce many technology pathways to future products.

Figure 7 shows the significant commercial products introduced over the last 10 years using both MM and MtM integration approaches. These new products increase both the integration density and the functional density, but there is a lack of unified approach to integration. Each product has a unique form factor that is driven by the application as well as the integration approach employed. While high density memory products employ chip stacking approaches, multi-function products (e.g. graphics processors) employ SiP approaches. It is difficult to find a baseline integration technology evolution used for the fabrication of these state-of-the-art products. The seemingly directionless evolution is mostly due to the fact that the product designs now have significant impact on the integration technology used for those products (i.e. systems design pull). This can be contrasted to prior generation products whose integration were similar to each other and the influence of the baseline technologies could be identified (i.e. technology push).
The current situation with highly application-driven integration technology makes the categorization difficult. In a technology push environment, the evolution of technology is easier to track since it starts evolving from a few original sources. In an application driven environment, as is the case for heterogeneous integration, there are multiple points of entry for many technologies. Several simplifications are often used to fit various technology paths into artificial roadmaps. An example of such a technology roadmap is shown in Figure 8. In this roadmap, generated by Texas Instruments, various enabling technologies are put to use depending on specific applications. It is clear that the technology evolution tracks closely the application evolution. The current integration technologies such as die stacking, wafer thinning, flip chip (FC), package on package (PoP), flip chip scale packaging (FC CSP), wafer level packaging (WSP) etc. are used for the current applications such as computers, cell phones, automotive electronics. Future integration technologies such as Si embedding, face-to-face (F2F) interconnects, ultra-thin TSVs are reserved for anticipated wearable electronic products. However, this is a technology evolution view of one company. Other electronics giants such as Samsung, Global Foundries, and Fujitsu etc. all have completely different roadmaps describing the future evolution of heterogeneous integration. Some of these roadmaps are shown in Appendix A. We will attempt to categorize heterogeneous integration approaches in the next section to aid in the technology review process.
Figure 8: Integration roadmap for Texas Instruments showing the evolution of heterogeneous integration. Initial evolution from simple single-chip packages continued until 2000. Since then, a variety of packaging techniques were introduced. Some of these techniques are not evolutionary but revolutionary.
7. Heterogeneous Integration Categories

In this section, we will attempt to simplify the types of heterogeneous integration technologies in use today. Homogeneous integration based on a single technology (e.g. memory) and monolithic integration of active and passive components will not be included. These technologies are not regarded as heterogeneous integration and therefore are outside the scope of this analysis.

Figure 9 illustrates the basic categories of heterogeneous integration techniques. The evolution of integration has been from the initial 2-dimensional integration toward 3-dimensional integration. This figure identifies the designations of integration level and the integration location for both chip level (SoC) and package level (SiP) integration approaches. Although the IEEE definition of heterogeneous integration now only refers to integration in packages, we will include the prior and the current integration efforts at the chip level for completeness of technology assessment.

The heterogeneous integration evolution on chip and in packages followed almost independent roadmaps in the past. The integration level designations i.e. 2D, 2.5D and 3D, therefore have different meanings for on-chip and in-package integration. We will first identify these differences.

a. Integration Categories for SoC

As mentioned above, heterogeneous integration started as an integration of different device types on the Si surface (2D). These active devices could be connected at the lowest interconnect level (M0) and therefore this integration represents the most intimate connection between different devices. When different devices made from alternative materials were integrated on the Si wafer, a similar integration function was achieved. But because of additional processing levels that are required to produce active device layers, which are different than the substrate, connections between these devices moved up to local or intermediate level of wiring. We designate this integration as 2.5D. Later, even more ambitious integration approaches were developed to integrate completely different classes of devices on the same wafer. Examples of this include the integration of MEMS and optical devices on Si or GaAs wafers. This integration type typically takes place at the Back End of Line (BEOL) part of processing. Different device types can either be fabricated as a part of a unified wafer fabrication in one facility, or they can be added.
on the wafer later at a different facility. Either way, the third dimension is used to facilitate this type of integration (3D). 3D integration can also include specialized packaging that may be essential for the add-on devices. For example, some MEMS devices require vacuum inside individual packaging. These custom packages may be best produced around the device. In 3D integration, we also include stacked chips of different technologies. Figure 10 shows some examples of the classes of integration on chip.

![Image](image1.png)

**Figure 10: Illustration of on-chip heterogeneous integration evolution from 2D to 3D.**

b. Integration Categories for SiP

Most electronic system packages are now ball grid array (BGA) type. The old lead frame (LF) type packages are also still used but they are evolving into more flat type packages such as DFN (dual flat no-lead) or QFN (quad flat no-lead) type plastic packages. The current generation of packages are the descendents of these basic package types. However, for the purpose of classifying heterogenerous integration in packages, we concentrate only on their use of dimensions. The simplest integration type is the one where 2 or more different technology chips are packaged side by side on the same surface. This is designated as 2D integration, as shown in Figure 11. The 2.5D integration commonly refers to the use of TSV as the integration platform inside the package. TSV or more generally interposer layers can contain metallized vias through the layer to route interconnections from the chip to the package. Initially TSVs were “fan-in” type, meaning that the pitch density on the top and the bottom surfaces were the same. Other TSVs can be of the “fan-out” type meaning that small pitch connections on the chip side can be spread out to larger pitch sizes on the package side. The first use 2.5D integration in package by Xilinx resulted in a custom FPGA chip (XC7VH580T) that integrated three active die: an 8 x 28Gb/s transceiver IC and two FPGA ICs known as Super Logic Regions (SLR) on a passive silicon interposer [19]. As we will see later, TSV type interposers come in 2 styles: passive and active. Only passive type TSVs are used in 2.5D integration.
The 3D SiP integration includes stacked chips or indeed stacked packages with interposer layers. Although 3D integration has the most promise for future highly integrated systems, which are more commonly referred to as “integrated modules” in both commercial and military applications, the technology maturation is still far behind other integration approaches. Both the passive and active type TSVs are used for these 3D IC packages. Figure 12 illustrates the technology roadmap for both type of interposers [20]. It is expected that most 3D SiP packaging will continue to use passive interposers while active interposers will only be employed in special applications, such as CMOS image sensors (CIS) [21, 22].

Figure 11: Illustration of in-package heterogeneous integration evolution from 2D to 3D.

Figure 12: 3D SiP IC integration roadmap [20].
8. Interconnect Strategies for Integration

Before we discuss in more detail heterogeneous integration technologies in all categories, it is useful to first examine the interconnect strategies that are commonly used. The interconnect types are different for on-wafer and in-package type integration. Here we will only point out the categories of interconnects and the design strategies for using each category.

a. Interconnects for on-Chip Integration

One useful method of distinguishing among SoC type integration methods is to specify the location of integration in the process. For this purpose, we use the front and the back end of line process (FEOL and BEOL) definitions. FEOL processes involve the fabrication of active devices and some passive components at or close to the wafer surface, as shown in Figure 13. BEOL includes the fabrication of the interconnect wiring layers and the final passivation layer. These wiring layers are broken into several categories including local wiring, intermediate wiring and global wiring layer. There can be 10-15 wiring levels. While 2D and 2.5D integration takes place at or close to FEOL, 3D integration is at the BEOL. When chips are stacked, they can share global wiring and/or passivation layers.

![Figure 13: Semiconductor wafer process delineation showing the location of FEOL and BEOL layers.](image)

In modern chip-level electronic circuits, the interconnect structure is strongly hierarchical. Short and thin interconnects are used at the transistor level (local interconnects). Longer and larger cross-section interconnects are used for connecting blocks of transistors (intermediate interconnects). At a higher level, large circuit blocks also called “IP blocks” or “cores”, are connected by longer and larger diameter wires (global interconnects). Package-level connections are made using bond pads at the top level. This level of interconnect is also used for making direct contact between chips when they are stacked. To complement the wiring size hierarchy, the interconnect density changes exponentially decreasing from the local interconnect to bond pad I/O level interconnects. The exact value of wire dimensions and interconnect density is specific to the technology node (measured typically by the transistor gate size). The interconnect pitch and density scaling for the 14-nm technology node is illustrated in Figure 14.
Figure 14: (a) Interconnect pitch, and (b) interconnect density for 14-nm CMOS technology [23].

Various chip-level integration schemes are illustrated in Figure 15 as defined by their integration level. On the one hand, the stacked IC (SIC) technologies are implemented at the global wiring level resulting in lower density integration with contact pitches varying from 40 to 5µm. On the other hand, 3D-IC integration (continuation of the 2D integration in the 3rd dimension) is implemented at the FEOL level with contact pitch of 100nm or less. Other 3D-SoC integration approaches take place at the semi-global, intermediate or local interconnect levels with pitch densities ranging from 5µm to 100nm.

Figure 15: On-chip 3D integration approaches defined by integration location in the wiring hierarchy [23].
b. Interconnects for in-Package Integration

The 3D integration in packages is a fast-growing technology area. Although most packages are a variation of Ball Grid Array packages that have been around for 20 years, 3D integration within these packages have been making fast progress. A variety of new packaging concepts have evolved for new compact system applications. An example of the 3D SiP approaches is shown in Figure 16. Unlike SoC 3D integration, the interconnect strategy for 3D SiP integration is not hierarchical. The existing connection techniques developed for single die packages, i.e. flip-chip (FC) and wire bonding (WB), are also used for 3D integration. In addition, a relatively new interconnect technology, TSV is also finding widespread use.

![Figure 16: Examples of 3D SiP integration concepts.](image)

In the selection of an interconnect technology for 3D SiP, several factors are considered including technical or performance advantages. However, the most important factors are application (business) related. The packaging step in an electronic system production is close to the end point and therefore the packaging choices are closely related to the end product application environment. Many business-related decisions, such as time-to-market, development cost, supply chain, production volume, and product cost determine not only the integration level but also the wiring strategies.

The most commonly used wiring technology is the oldest one i.e. wire bonding. This is followed by the flip-chip technology. Figure 17 illustrates the use of FC and WB interconnects for BGA type packages. In the simple single chip package, the chip is FC bonded to the laminate substrate directly. Chips stacked in the package can be WB connected to the substrate. Or a combination of the previous 2 approaches can be used in package-on-package (PoP) approaches. Recently, there has been a surge in the TSV technology to accommodate wiring among several chips. We will examine TSV technology in more detail below. Figure 18 shows an example where the use of TSV interposer in a package to integrate different types of chips [23].
Another popular interconnect technology for in-package integration is the redistribution line (RDL) layer that acts like an integrated interposer between chips. RDL is also similar to the BEOL interconnect stack of Si ICs but employs organic (e.g. polyimide) insulator layers rather than SiO₂. It can be fabricated on Si interposers that may or may not have TSVs. RDLs are also an intrinsic part of the wafer-level packaging (WLP) – also known as chip scale packaging (CSP). We will see below in 2.5D SiP and 3D SiP sections some of the unique applications of the RDL technology.

Figure 19 is a useful top-level look at the package level integration approaches and the interconnect technologies that are applicable to each packaging concept.
A new and highly useful interconnect technology developed specifically for heterogeneous integration in packages is the “Cu lateral interconnects”. This approach allows the fabrication of thick Cu lines that can be defined by photolithography and fabricated directly on the assembled boards [24]. The top and side views of this type of interconnect are shown in Figure 20. Cu lateral interconnects resemble wire bond interconnects except that they are conformal and are fabricated in a batch process. This technology was successfully applied to chip heights up to 100 µm. For even thicker chips another conformal wiring technology that is a cross between TSV and Cu lateral interconnects was used [25].

![Figure 20: Cu lateral interconnects [24]](image)
9. 2D Integration

a. 2D SoC Heterogeneous Integration

Definition: 2D SoC heterogeneous integration refers to the integration of different device types on the same chip surface for the purpose of enhancing circuit performance. This type of integration is distinguished from ordinary integration (more same type devices per unit area) by the fact that different device types are integrated in close proximity. In its simplest form, different devices are fabricated on the same wafer surface, side-by-side, and a common FEOL and BEOL wiring is applied to all devices.

Advantages: This integration brings together within the same component different devices with performance advantages over other devices in some parameters. Close proximity of such different devices minimizes communication delays compared to circuits using multiple chips with segregated device types (see Figure 21).

Disadvantages: Additional device fabrication adds to the fabrication complexity. There is little or no overall chip area reduction except perhaps due to overall bond pad number reduction.

![Multi-chip Circuits](image1.png) ![2D SoC](image2.png)

*Figure 21: Circuits fabricated with different device types on separate chips are combined on the same chip in 2D SoC [26].*

i. FET-BT-HBT Integration

The semiconductor electronics started with the use of bipolar transistors (BT) but field effect transistors (FET) were later introduced for digital applications. As expected, initially each integrated circuit was confined to a single transistor type; BT for analog/RF applications and CMOS for digital and memory applications. The advantages of having both the BT and FET on the same wafer became obvious and BiCMOS technology was introduced for mixed signal and high speed digital circuits [5, 27]. This integration approach can be regarded as the first example of heterogeneous integration. Since all the integration is on the surface of the Si substrate, it is an example of 2D integration.

The Si-based BiCMOS technology has remained as the electronics technology’s workhorse for decades and its supremacy in manufacturing maturity and circuit performance went unchallenged. However, in 1990’s, the performance of BiCMOS circuits received a boost by the addition of a small amount of germanium (Ge) in to the base layer of the bipolar transistor. The new technology is referred to as SiGe BiCMOS [6, 7]. The use of SiGe in the base layer technically makes the bipolar transistor a Heterojunction Bipolar Transistor (HBT) but the base-emitter junction modification is only incidental and not critical to the device operation. The real performance advantage is gained by the graded base layer by the presence of a small...
percentage of Ge. Nevertheless, the SiGe BiCMOS technology is another example of 2D SoC integration because all active devices remain within the FEOL wiring.

Similar 2D integration approaches were followed in other semiconductor technologies. For example, FET was the first high speed transistor to be developed on GaAs substrates. It provided high RF gain and low noise operation. But soon the advantages of heterojunction bipolar transistor became obvious for power amplifier applications [18]. For complex circuit applications that require both high efficiency power and low noise amplifiers, such as microwave transceivers, the fabrication of both types of devices on the same wafer offered advantages. A range of processing innovations were introduced to make these different devices compatible [9, 12-16, 28, 29]. Some of these innovations include selective area re-growth [13, 29-35], stacked epitaxy layers [16, 36], and planar structures [14, 15]. Figure 22 shows and example of “stacked-layer” growth method of integrating HBT and HEMT structures. This technique relies on the growth of all epitaxial layers on top of each other in a single growth run, and the selective removal of unwanted layers from the device areas. Although this approach makes the material preparation more complex and expensive, devices can be placed in close proximity of each other in circuits to make them work together with minimal interconnect delays.

![Figure 22: Integrated HBT and HEMT structures on GaAs substrates prepared by stacked layer growth technique in MBE [37].](image)

The applications of HBT-FET integration on GaAs or InP substrates can be found in digital memory [14], microwave and millimeter-wave front-end circuits [29-34], opto-electronic receivers [36], and handset power amplifiers (PAs) [15]. An ultra-wideband amplifier was fabricated using such an HBT-FET integration covering a frequency range of DC-43GHz, as shown in Figure 23 [37]. The use of 2D SoC heterogeneous integration is important in this case to achieve the ultra-wide bandwidth. Transistors are an intrinsic part of the artificial transmission lines of the distributed amplifier network and their exact placement in the circuit is critical, which makes integration necessary.

![Figure 23: (a) Photograph of the six-stage HEMT-HBT cascode distributed amplifier chip (b) Simulated and measured small-signal gains [37].](image)
Other examples of 2D heterogeneous integration can be found in the InP semiconductor technology, which provides devices for high speed and opto-electronic applications. Heterogeneous integration opportunities therefore present themselves in HBT-PIN diode circuits used for high speed photo-receiver circuits [38-43]. It is important to note that many of the integration examples cited above were made possible by DoD investments including those from AFRL [14, 34] and DARPA [41].

ii. Early GaAs-Si Integration

Before the advent of the SiGe HBT, there was a concentrated effort in early 1980’s to integrate GaAs HBTs with Si CMOS or BiCMOS circuits. The objective of these efforts was twofold: 1) Add a high speed transistor or opto-electronic device (LED and laser) to increase functionality, 2) Provide a low cost substrate alternative for GaAs devices (the GaAs wafers at the time were expensive and had non-standard sizes). The second objective was more important than the first because the substrate development for any new material system is very expensive. The government investment alone in this field was not thought to be enough for the development of IC fabrication compatible, semi-insulating substrates. To be sure, highly doped irregular shape GaAs substrates were available for LED and laser applications. But such substrates were not suitable for microwave electronics.

DoD (AFOSR and ARO) has invested heavily in the development of direct GaAs growth on Si using MBE [44-47]. Commercial development efforts were mostly undertaken in Japan and using growth methods that were more suitable for higher volume production (MOCVD) [48, 49]. Both the majority carrier and minority carrier devices fabricated on GaAs layers grown on Si wafers had performance levels comparable to those fabricated on GaAs substrates [50-52]. Based on this initial success, GaAs MESFETs [28, 53, 54], HEMTs [55] and LEDs [56] were integrated with Si CMOS circuits.

iii. DARPA DAHI Programs

The GaAs-on-Si approach was abandoned at the height of its technology success when the DARPA MMIC program started [57]. Under this large DoD investment, high quality semi-insulating GaAs wafers were developed for integrated circuit applications. The success of this and other DoD programs [58] stunted the heterogeneous integration activities for over 2 decades. A new interest developed in heterogeneous integration when DARPA invested in the COSMOS program [59], which is part of the Diverse Accessible Heterogeneous Integration (DAHI) program [60, 61]. The objective of DAHI is to bring together both high performance and highly integrated circuits for even higher level of performance. As shown in Figure 24 [62], Si MOSFET enjoys the highest level of integration while III-V based semiconductor technology have the highest Johnson Figure of Merit (FOM) [63] but low levels of integration. This DARPA program specifically addresses the integration of InP or GaN and Si CMOS technologies using approaches that are both 2D SoC and 2.5D SoC. We will first review 2D SoC approaches in this section.
Raytheon integrated high performance InP HBTs into a Si CMOS FEOL process at the intermediate wiring level. As shown in Figure 25a, an “engineered Si wafer” was used to accommodate the preparation of layers suitable for both InP and Si [64, 65]. Since high frequency InP circuits require Au-based metallization, and Si FEOL processing is incompatible with Au impurities, the Si FEOL process was completed in a Si facility and the remaining fabrication steps were undertaken in a III-V facility. Figure 25 also show the fabricated InP HBTs and CMOS circuits in close proximity as well as the final circuit demonstration in the form of a differential amplifier [66, 67].

A similar approach was used to integrate GaN HEMTs with Si CMOS under another DARPA program [68, 69]. Both selective area re-growth and stacked layer approaches were investigated. The selective area re-growth is the same as that developed under the DAHI program, whereas the stacked layer approach is similar to the 2D SoC GaAs FET-HBT integration discussed above. Figure 26 show the cross-sectional drawings of the 2 approaches. As a demonstration vehicle, an integrated GaN amplifier was demonstrated with pMOS control circuits [69]. The remaining DAHI program technical approaches fall under 2.5D SoC integration since the active devices are integrated at different planes (not directly on the wafer surface). We will review these approaches below in the 2.5D SoC section.
iv. Other Examples of 2D-SoC Heterogeneous Integration

MIT and Nitronex demonstrated a similar GaN-Si pMOS integration before the DARPA COSMOS program [70]. The integration approach taken in this case involved a layer transfer technology to prepare the Si and GaN layer stack on Si substrates. The Si devices were fabricated first. The GaN devices were then fabricated in the windows opened in the Si layer. A picture of the fabricated devices is shown in Figure 27. The minimum proximity of integrated devices was 4 \( \mu m \). No integrated circuit examples were published.

In an Army sponsored program, AlGaNp LEDs were integrated on CMOS compatible substrate using SOLES integration platform [71]. The cross-sectional drawing of the integration is shown in Figure 28.
Recently, IGZO (Indium Gallium Zinc Oxide) thin film transistors (TFT) were integrated with GaN HEMTs on the same wafer at AFRL. The thin film transistor fabrication using metal-oxide semiconductors has a low thermal budget, which makes it highly compatible with the fabrication of other device types. As shown in Figure 29, IGZO TFT was fabricated side-by-side with GaN HEMT [72]. Both transistors were connected in a cascode mode. The use of IGZO in this application enables an enhancement mode operation while preserving the high breakdown voltage advantages of the GaN HEMT.

![Figure 29: Heterogeneous integration of IGZO TFT and GaN HEMT in a cascade configuration [72].](image)

v. MEMS Integration with Si CMOS

MicroElectroMechanical Systems (MEMS) are non-semiconductor type active devices used in switching, acoustics, resonators, filters and many other applications [73-77]. Since microelectronics fabrication techniques can also be used for their fabrication, MEMS can be integrated with microwave or digital electronic components in systems. Although the fabrication technologies for electronics and MEMS are compatible, the sequencing of fabrication steps require special attention to constraints in thermal budgets, materials selections, and planarity requirements for fine line lithography. Many high volume MEMS applications are satisfied with direct integration on the same chip, while specialized or lower volume applications can be best addressed with in-package integration. Therefore, the MEMS-electronics integration spans over several categories. On-chip MEMS-electronics integration can fall under 2D SoC heterogeneous integration if some of the chip area is dedicated exclusively to the MEMS fabrication. Whereas MEMS circuits integrated on top of the electronics circuits can be regarded as 3D SoC heterogeneous integration technology. Multi-chip integration in packages can also range from 2D SiP to 3D SiP. We will examine each type of integration in the following sections.

The fabrication sequence of MEMS devices with respect to the fabrication of electronic devices is commonly used to differentiate the integration type for SoC approaches. There are 3 options: “MEMS-first”, “MEMS-middle”, and “MEMS-last” processes [77, 78]. When MEMS devices are fabricated first, as in accelerometer and pressure sensor applications, the area occupied by the MEMS devices are no longer
suitable for electronic device fabrication. This approach, sometimes called monolithic integration, leads to 2D SoC type integration. MEMS-middle approach also leads to 2D SoC integration since MEMS devices are fabricated within the BEOL wiring stack and the Si below the MEMS device is removed. MEMS-last approach accommodate MEMS devices on the top of the BEOL stack and therefore provide overlap of heterogeneous device types. Those applications are consistent with the 3D SoC heterogeneous integration and will be reviewed separately.

In some high volume applications, MEMS devices are embedded inside the Si substrate [73, 79, 80]. For example, in the “MEMS first” process used for the lateral accelerometer shown in Figure 30, the free-moving parts of the MEMS are suspended over a cavity in the Si substrate [81]. There are no electronics circuits on or below the MEMS devices. Similarly, “MEMS-middle” process approach used for the low noise accelerometers, and millimeter-wave switches, shown in Figure 31, results in the removal Si directly below the moving parts [82, 83]. The MEMS components, in this case, are fabricated using the BEOL layers of the CMOS process. Suspended metal structures like these are important for the fabrication of high-Q inductors in RF circuits also [84].

The main disadvantage of 2D SoC integration as applied to MEMS-CMOS integration is the inefficient use of the Si surface area. The cost of bare Si wafer is not an issue for the fabrication of standalone MEMS devices. But, CMOS wafers are much more expensive and the area allocated to MEMS become an issue especially for high-end (i.e. small gate length transistors with multiple BEOL wiring) CMOS wafers [78].

![Figure 30: Top view and SEM picture of integrated lateral accelerometer fabricated with “MEMS-first” process [81].](image)

![Figure 31: (a) and (b) Integrated accelerometer [82] and (c) millimeter-wave switch [83] fabricated using “MEMS-middle” process.](image)
MEMS Integration with RF Circuits

MEMS switches, resonators and high-Q passive components are finding some critical applications in RF circuits. The monolithic integration of MEMS on GaAs substrates is quite straightforward [76, 85, 86]. The same type of integration can be applied to GaAs MMIC circuits containing other active devices. In an effort sponsored by DARPA (Intelligent RF Front End - IRFFE), Raytheon developed a 2-18 GHz tunable amplifier, as shown in Figure 32. This single stage amplifier was designed for 0.5 W wideband performance and 30%-55% power added efficiency [87]. The band switching was accomplished using 5 MEMS switches embedded in the input matching network and 5 MEMS switches in the output matching network. On-chip partial packaging was developed to protect MEMS switches. In another effort, Rockwell integrated MEMS switches with pHEMT-based LNAs for 9 GHz applications [88]. Because the MEMS and active GaAs devices are on the same chip but do not share the same surface area, this type of integration falls under 2D SoC integration.

![MEMS Switches](image)

*Figure 32: MEMS integration with pHEMT on GaAs substrate for 2-18 GHz wideband amplifier applications [87].*

Under the AFRL ARCHIPELA (Adaptable RF Criteria- High Performance Cell Array) program, Raytheon integrated RF MEMS capacitive switches with GaN transistors for re-configurable RF amplifiers [66]. In this demonstration, the MEMS switches were placed on top of the passivation layer for the GaN transistor, and therefore at a plane higher than the GaN surface. In that respect, it may be regarded as an example of 2.5D SoC. However, apart from demonstration purposes, the placement of MEMS at that level does not serve any other purpose. This example may also be classified in 2D SoC integration because of low density integration of the integrated chip (see Figure 33). For demonstration purposes, the GaN transistor was fabricated on Si substrates for the implication that in the future both GaN transistor and MEMS switches may be fabricated on CMOS wafers.

In other examples, GaN micromechanical resonators were integrated with GaN HEMTs on Si substrates for timing applications [89] and micromechanical resonators were integrated with GaN transistors [90, 91] for oscillator applications.
b. 2D SiP Heterogeneous Integration

**Definition:** 2D SiP heterogeneous integration refers to the integration of multiple chips with different device technologies in a simple package. Chips are placed side-by-side in the package on the same surface. Connections between the chips are accommodated in the laminate substrates running under the chips. This type of integration is also called “multi-chip packaging” for digital applications and “microwave modules” in analog applications.

**Advantages:** Compared to single chip packages, the use of multi-chip packages provide performance advantages by combining specialized chips in a single package. Product speed can be improved by connecting chips to each other with shorter wires. Compared to stacked chip packages, this approach provides better thermal management. Microwave multi-chip packages are heavily used in military and miniature commercial microwave module applications.

**Disadvantages:** The package size and the number of I/O’s increase with the number of chips integrated. This is an old technology for digital applications and has been superseded by more advanced packaging technologies. The microwave version still has many current uses.

2D SiP type integration is one of the oldest and the most common type of in-package integration technique applied to digital, mixed signal and microwave electronic systems. It is not always possible or economical to integrate all system functions on the same chip. Separately fabricated chips can be integrated side-by-side in a package using interconnects running under the chips. It is easier to appreciate the need for such an integration when each chip is manufactured using different device technologies (for performance advantage). The need for multi-chip packaging is less obvious for digital systems that are implemented by the same Si digital technology except for those cases where time-to-market considerations dictate the use of existing chips. All-Si but different technology node components can be integrated for performance advantage.
The key to understanding the need for multi-chip modules for digital electronic systems is to consider the IP maturity level of technology components as they each pass through the process nodes, as shown in Figure 34. The availability of each IP for manufacturing at a given process node is different. For example, state-of-the art logic circuits can be implemented at the 14nm node but embedded flash or DRAM memory is not yet available at this node. Similarly, image sensors are only available at the 90nm node. If single chip solution is attempted for all functions, the integrated chip must be fabricated at the lowest common denominator process node. This would degrade the overall performance of the system due to slower operation of many components. The heterogeneous integration in package for digital systems can be represented as the integration of chips fabricated using different process nodes, as indicated in Figure 35.

![Figure 34: IP maturity vs. process node example.](image)

A similar technology node mismatch often produces complications in the integration of circuits made on advanced semiconductors such as GaAs, InP and GaN. The gate length of FETs or the emitter width of HBTs are the technology nodes for these technologies. Higher speed circuits require shorter gate lengths. Higher power devices can be implemented using wider gate lengths. The epitaxial layer designs are modified according to each technology node. Also, depending on the application (power amplifier, low noise amplifier, digital etc.), different epitaxial layer stacks are preferred for the best performance. When attempting to integrate different circuit functions on the same wafer, a problem similar to technology node mixing in Si is observed.

![Figure 35: 2D SiP integration for digital electronic systems can include mixed functions where each function chip is fabricated at a different process node for optimum performance.](image)
i. Managing I/O complexity

The 2D SiP was originally suggested to overcome the I/O bond pad number increase problem in VLSI technology as the chip sizes decreased while the circuit complexity increased [92]. The number of bond pads that can be placed in a single row around the chip did not keep up with the increase in I/O connections. By breaking up the chip into functional blocks and placing them in the same package allows the fabrication of more I/O pads and their efficient connection to the package terminals. For example, the 3-chip module shown in Figure 36 contains a central processing unit (CPU), memory management unit (MMU), and math accelerator unit (MAU). Most of the connection between chips were in the laminate substrate under the chips [93]. Each chip performance was optimized by the selection of the best technology for that function.

![Figure 36: 160 I/O pin grid array package for 3-chip assembly [93].](image)

ii. Microwave Modules

The 2D SiP heterogeneous integration is heavily used in military and commercial microwave systems, where they are called microwave modules [94-98]. Such modules are usually hermetically sealed ceramic packages that contain multiple chips including monolithic microwave integrated circuits (MMIC), digital control circuits, and power management circuits. The chips are mostly mounted on heatsinks on a 2D surface and connections between chips are made using microwave transmission lines and bond wires (or solder bumps). Because the microwave signal transmission between chips is an essential part of the package design, and such transmission lines can be long (they are also a part of the impedance matching circuits), the packages (modules) tend to be larger than those for digital system applications. For example, the module shown in Figure 37, 3 different GaN chips were packaged in a package measuring 45mm x 15.5mm. Low temperature co-fired ceramic (LTCC) technology is the preferred approach for these modules [99, 100].
iii. Highly miniaturized RF Front End Modules (FEM)

FEMs also make use 2D SiP technology for commercial applications. The need for in-package integration for this application comes from the fact that different device technologies are needed to address the performance (efficiency being the most important parameter for hand-held systems) improvements. Integration of these diverse device technologies are most efficiently addressed using SiP approaches on multi-layer laminate (organic) substrates in plastic packages [101, 102]. In a typical RF FEM for cell phone applications, power amplifiers based on GaAs HBT technology, LNA and switches based on GaAs HEMT technology, filters based on surface acoustic devices (SAW), control circuits based on Si CMOS and various surface mount high-Q discrete passive components are integrated on the top surface of a laminate substrate. Connections between chips are provided on the top surface as well as within the laminate substrate. Power amplifiers usually require thermal heat sinks, which are implemented in the form of “thermal vias”, as shown in Figure 38a. Figure 38b and c show typical RF FEMs [103, 104]. The 2D SiP integration provides design flexibility for the highly competitive commercial cell phone applications where RF FEMs are addressing multiple carrier frequencies and modulation schemes [105, 106]. This approach can be scaled for higher frequencies including mm-wave bands [101].
10. 2.5D Integration

a. 2.5D SoC Heterogeneous Integration

**Definition:** 2.5D SoC heterogeneous integration is similar to 2D SoC and also refers to the integration of different devices on the same chip for the purpose of enhancing circuit performance. It is distinguished from 2D SoC integration by the fact that the integration plane is higher than the substrate surface. It is distinguished from the 3D SoC by the fact that the integrated device footprints either do not overlap or the integration density is so low that such an overlap does not contribute significantly to chip compactness (functional density). This integration method is useful for bringing closer together diverse functions using electronic, optical and mechanical devices.

**Advantages:** This type of integration brings together within the same circuit different devices to increase functional integration level. Compactness achieved with this type of integration is an enabler for large multi-sensor arrays.

**Disadvantages:** Device fabrication is complicated due to material incompatibilities. Transfer of processing technologies between foundries can be challenging due to highly specialized nature of integrated technologies. The circuit integration density is low, especially for microwave applications.

i. DARPA DAHI Programs

Most of the DARPA DAHI program approaches fall under this heterogeneous integration category. For example, InP chips were integrated on CMOS circuits using flip chip bonding [59, 60, 107, 108], as shown in Figure 39. The integration method used here is a sub-category of the F2F wafer stacking approach. Instead of stacking full wafers (W2W), here only fully processed chips are stacked on CMOS wafers (D2W). Because of the stacking of chips rather than wafers, TSVs are not employed for package interface. For the implementation of this integration, a fully processed 0.18µm CMOS wafer with 6 BEOL interconnect levels was further processed in a non-Si facility to produce small diameter Au bumps at the top surface. A separately processed InP wafer containing 0.45µm emitter InP circuits was thinned to 55µm, attached to a glass carrier and broken into separate chips (with glass carrier attached). InP chips were then flip chip bonded on the CMOS circuit and the glass carrier was removed. The integration resulted in 1.33-Gsps digital-to-analog converter (DAC) with 10 dB improvement in the noise performance compared to single technology approaches [108].

![Figure 39: Cross-sectional and top view of 3D integrated InP/CMOS circuits [108].](image)
One of the advantages of stacking individual chips rather than full wafers is the flexibility of integrating several technologies on the same interface surface simultaneously. This was demonstrated by integrating InP HBT and GaN HEMT circuits on a CMOS wafer [109]. The InP chip was stacked using F2F approach, whereas GaN HEMT chip was stacked using B2F approach. The Q-band integrated circuit shown in Figure 40 demonstrated a 2 GHz VCO tuning range and 15dB amplifier gain, with a total power consumption of 1.68W.

The next 2 examples of DAHI COSMOS programs used 3D SoC-like integration approaches to integrate InP HBTs with Si CMOS circuits. They are classified under 2.5D SoC for now because the integration density is too low compared to the functional densities expected of 3D SoC integration. Instead of bonding the completely processed InP chips on CMOS circuits, this approach only transferred the InP epitaxial layers to the top of the fully processed CMOS wafer, using F2F wafer bonding, as shown in Figure 41 [110]. The InP transistor is then fabricated and connected to the CMOS circuit at the global wiring level. In both of these approaches, there is no common BEOL wiring fabrication. The heterogeneous components are simply attached to each other at the global wiring level. In comparison, the previously examined InP/CMOS integration was at the FEOL level and contained common BEOL wiring [67]. Impressive W-band LNA performance was demonstrated using this heterogeneous integration platform [111].

Heterogeneous integration of InP HBT and Si CMOS circuits was undertaken at Teledyne [112, 113] using a wafer stacking and substrate removal approach. A partially processed Si CMOS wafer was mounted on a processed InP wafer F2F using low temperature bonding. In this “CMOS-on-the-top” approach, the excess heat is removed from the InP side, while the circuit I/O connections were made from the Si wafer.
side. A cross-sectional view of the integrated chip is shown in Figure 42. The interconnect pitch at the plane of interface was 5 \( \mu \)m, which means only global wiring level integration was achieved.

![Cross-sectional view of the integrated chip](image)

Figure 42: FIB/SEM cross-section of 3D integration of 250nm InP HBTs and 130nm CMOS [113]

ii. Commercial 2.5D-SoC Heterogeneous Integration Examples

InP DHBT circuits were integrated with Si BiCMOS circuits also by Ferdinand-Braun-Institut (FBH), Berlin [114-117]. Fully processed wafers (Si BiCMOS with 6 layer BEOL and InP wafer with only M1 level metallization) were bonded F2F at elevated temperatures and in vacuum. After bonding the InP substrate was removed and interconnect metallization was carried out to complete the integration of InP and BiCMOS circuits. This approach is “InP-on-top” type and the heat removal is through the Si wafer. A cross-sectional drawing of the integrated chip is shown in Figure 43.

![Cross-sectional drawing](image)

Figure 43: (a) Cross-sectional drawing of the integrated InP-BiCMOS chip, (b) top view of the mm-wave power source circuits [115, 117].

It was shown that the performance of 0.8 \( \mu \)m emitter InP HBTs maintained their high frequency performance levels (\( f_t \) and \( f_{\text{max}} \) values of 400 and 350 GHz, respectively) after the integration [118]. The advantages of this integration were demonstrated by a series of circuit designs for generating millimeter-wave signal sources. In these designs, the BiCMOS devices were used to fabricate VCO circuits to generate
the fundamental frequency signal, and the InP devices were used to double [119], triple [120] or quadruple this signal to achieve up to 330GHz [121].

A closer examination of Figure 43 will show that this integration approach, as it is the case for most of DARPA DAHI program developed integration techniques, only accomplishes a close proximity placement of circuits using heterogeneous technologies. There is no stacking of devices or impedance matching circuits. Nor, is there any substantial sharing of circuits between heterogeneous devices. The vertical integration only takes place in the transition regions to make sure impedance mismatches are minimized. It appears that the circuit transitions are at the 50-ohm impedance level, which means that each circuit is almost a stand-alone circuit. It is not difficult to imagine accomplishing this level of integration by simply flip-chip bonding separate MMIC circuits on an interposer substrate.

b. 2.5D SiP Heterogeneous Integration

**Definition:** 2.5D SiP heterogeneous integration specifically refers to the integration of chips in packages using TSV interposer layers or embedded bridge circuits. Unlike the 2D SiP integration, where chips are directly mounted on the package substrate, in 2.5D SiP an interposer or embedded bridging layers assist chip connection to the package.

**Advantages:** High speed connections between chips enable distribution of specialized functions to different chips without degrading performance. The modular approach offers system design flexibility and manufacturing cost reduction. This technology is nearing maturation and high volume products are already in the market.

**Disadvantages:** A separately manufactured TSV interposer layer is required for each design.

i. TSV Interposer Approach

The main object of the 2.5D SiP heterogeneous integration is to increase the interconnect density and interconnect speed (bandwidth) between side-by-side placed chips in a package. This specific objective is achieved using an interposer layer with fine line interconnects and TSVs. Although it is possible to route the signal using interconnects located within the package substrate, the interconnect density is too low for wide bandwidth connections. A simple solution is to place an interposer layer under the chips with fine lines for chip-to-chip interconnects. The signal is passed on to the package substrate using TSVs. Si-based interposers are the most common type for this application for 2 reasons: 1) the thermal conductivity of Si is high enough to act as a heat spreader, 2) fine-line interconnects and vias can be fabricated on such interposers in the same Si facility where electronic components are manufactured.

The idea of making vias through the substrate, as used in TSVs, is as old as the transistor itself. A patent issued to Shockley, the co-inventor of the transistor, describes metallized holes through semiconductors [122]. A drawing of this patent claim is shown in Figure 44.
The main purpose of the interposer in 2.5D SiP integration is the fine-pitch short interconnects between flip-chip mounted chips, as illustrated in Figure 45. Chip-to-TSV contacts are accomplished using micro-bumps, which are much smaller than the bumps used in 2D SiP technology. TSV interposer has micro-bumps on the top surface and regular size bumps on the bottom surface. In effect, TSV interposer distributes the chip signal to package from fine pitch to large pitch (pitch size amplification). One of the first examples of 2.5D SiP integration by Xilinx involved the integration of 3 chips; an 8 x 28Gb/s transceiver IC and two FPGA ICs known as Super Logic Regions (SLR) on a passive silicon interposer [19].

The TSV interposer is a key enabler in SiP type heterogeneous integration. They are becoming increasingly common in more sophisticated 3D SiP integration [123, 124], as we will see in the sections below. They are deceivingly simple constructions, as depicted in cross-sectional drawings. But, in reality their fabrication requires state-of-the art fabrication facilities (e.g. GlobalFoundries, TSMC). An example of a TSV interposer is shown in Figure 46. The interconnect complexity and density are comparable to a Si CMOS BEOL process and superior to those achievable in package substrates. This is the reason why they are used for wide bandwith interconnects instead of relying on low density in-package interconnects.
Another example of a successful 2.5D SiP heterogeneous integration is the AMD Radeon™ Fury product [125]. This integration includes 4 stacks of high bandwidth memory (HBM) at 512GB/s of bandwidth and a total storage capacity of 4GB, a large GPU (596mm²) is in the center with 2 DRAM stacks on each die. Both the GPU and HBM connect to the interposer using 190,000 micro-bumps with 45μm pitch. The interposer is mounted to the substrate via 25,000 C4 bumps with a pitch of 165 μm. A cross-sectional view of the chip connection to the interposer is shown in Figure 47a. Figure 47 b shows the top view of the packaged product.
ii. Embedded Multi-die Interconnect Bridge (EMIB)

One of the critical issues in 2.5D SiP heterogeneous integration is the actual size of the Si-based interposer, which can be nearly an inch square. In the example shown above, all active chips were integrated on a single interposer. Apart from the manufacturing cost, such large interposers have a problem with chip warpage. As a solution to these issues, Intel developed embedded multi-die interconnect bridge (EMIB) technology [126, 127]. Small “bridge” chips are embedded inside the package substrate such that they are only used as a bridging layer between heterogeneously integrated chips, as shown in Figure 48. This approach requires no TSVs through the bridge chip, therefore the use a large interposer is completely avoided. Integrated chip makes connection to the EMIB die using micro-bumps, whereas the same chip makes direct contact to interconnect lines in the package using larger C4 bumps. This approach has provided significant flexibility the integration process and increased production yields. It is now in high volume production, Intel also offers custom foundry service for its production. (http://www.intel.com/content/www/us/en/foundry/manufacturing-services.html)

![Figure 48: EMIB technology for 2.5D SiP heterogeneous integration [19].](image)

The EMIB technology is a significant breakthrough in high performance chip packaging. As a part of a SiP integration strategy, EMIB allows a great deal of flexibility in system design by allowing easy integration of heterogeneous components in the same package without giving up the performance edge. An example
product that uses this technology is the Altera Stratix® 10, which integrates high performance FPGA processors with high bandwidth memory chips for wide bandwidth applications. In the schematic representation of this product, shown in Figure 49, the stacked memory chips (DDR) are connected to the “Core Fabric” using EMIB high speed interconnects. The memory bandwidth is increased by 10X with this type of integration compared to previous packaging types. Using 4 memory tiles with 256 Gbps aggregate bandwidth in Stratix® 10 MX product, for example, the memory bandwidth is increased to 1TBps in a single package. Also, integrated in this package are 4 transceiver chips, which are connected directly to the Core Fabric using EMIB interconnects.

![Stratix 10 MX device](image)

**Figure 49: Intel Stratix® 10 MX device.**

Compared to the TSV interposer type interconnects, EMIB approach offers several advantages. The first is that the EMIB chips are only used where they are needed in contrast to TSV interposers, which cover the entire package area. The second is the simplified fabrication, as illustrated in Figure 50. The TSV interposer fabrication involves the fabrication of TSVs, whereas EMIB does not use TSVs. A two-step assembly is needed for TSV interposer, whereas EMIB assembly is simpler.

![Comparison of 2.5D SiP technologies](image)

**Figure 50: Comparison of 2.5D SiP technologies. (a) Using TSV interposer, (b) using EMIB technology.**
11. 3D Integration

a. 3D SoC Heterogeneous Integration

Definition: 3D SoC heterogeneous integration refers to the integration of separately processed chips with different technology types on a common chip-level platform. This category also includes circuits with different device types fabricated on top of BEOL stack. It is distinguished from 2.5D SoC by the fact that footprints of devices overlap heavily and the integration density is high. The integration interface is mostly BEOL and the multi-chip integration can be facilitated using the top and the bottom surfaces of chips. This type of integration provides the highest functional density.

Advantages: The use of the 3rd dimension increases circuit density and improves communication between chips due to short length interconnects. Each chip can be optimized in performance separately before integration. Highly diverse technologies can be integrated and packaged in chip-level compact assemblies.

Disadvantages: Efficient heat dissipation is a challenge. Integrated heat sinks and cooling channels may need to be part of the integration strategy. The fabrication of diverse technology components and their integration may require close coordination between multiple foundries and add to the supply chain management issues.

The 3D SoC integration is the current technology frontier in highly compact and multi-functional chips. The final scope of this technology is not yet determined. New integration methods are being added to this category every year. Initially, 3D SoC meant the chip-level integration of diverse technology chips by connecting BEOL wiring of each chip to each other. Later, the integration was attempted at the earlier levels of the BEOL process so that the integrated final chip had global wiring levels that are common to all integrated chips. This integration technology merges with the 3D SiP at the wafer-level packaging (WLP) node (discussed in detail below).

It is easy to accept that the use of the 3rd dimension in chip integration reduces chip footprint, as illustrated in Figure 51. Instead of forcing the fabrication of diverse technology components on the same chip surface, as it was done in 2D and 2.5D SoC integration, and as carried out under some of the DARPA DAHI programs, diverse technology chips can be fabricated on their native substrates for optimum performance, and the final chips can be vertically integrated later. Additional functions can be simply added using other chips in the same way. Although this approach adds several levels of complexity in managing inter-chip wiring and thermal management, the final product can be very compact and can maintain the combined high performances of each chip.

Figure 51: Illustration of chip footprint reduction using 3D SoC integration.
Unlike the 2.5D SoC integration, where devices made from alternative materials are integrated at the FEOL or MEOL (middle end of line) process stage, and a common BEOL wiring is applied to all device types, 3D SoC heterogeneous integration can take place at different layers of the BEOL process (see Figure 15). The integration interface defines the type of 3D integration used. A part of Figure 15 was re-produced below (Figure 52) to guide our discussions on the types of 3D SoC integration approaches followed for military and commercial applications. For clarity, the definitions of integration types are as follows:

**3D-SIC**: 3-dimensional system stacked ICs.

**3D-SOC**: 3-dimensional system on chip.

**3D-IC**: 3-dimensional integrated circuit.

<table>
<thead>
<tr>
<th>Wiring Level</th>
<th>3D-SIC</th>
<th>3D-SOC</th>
<th>3D-IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEOL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semi-global</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 52: Classification of 3D SoC integration approaches based on integration interface [23].

i. **3D-SIC**

Stacking chips to achieve 3-dimensional integration is a method common to both on-chip and in-package integration. It involves the integration of circuits from fully processed wafers using micro-bumps and TSVs. There are 3 basic kinds of chip stacking, as illustrated in Figure 53. The first and the most common type is face-to-face (F2F) stacking, where chips are attached to each other using bumps at the global wiring level. TSVs are used to access the circuits, which are now sandwiched between chips. The second is face-to-back (F2B) type stacking, where chips are all oriented in the same direction and the front of one chip is connected to the back of the other. TSVs are used in this case between the chips to connect circuits of both chips. The third is back-to-back (B2B) stacking, where the backs of chips are connected. TSVs are fabricated in both chips in this case to provide connection between circuits.
Figure 53: Basic types of chip stacking using bumps and TSVs. (Left) F2F, (middle) F2B, and (right) B2B [23].

Not only the location of TSVs but also the fabrication methods change depending on the type of stacking approach used in 3D-IC technology. There are also 3 basic types of TSV fabrication approaches. These are:

**TSV first**: TSVs are fabricated before IC process starts.

**TSV middle**: TSVs are fabricated along the IC fabrication process.

**TSV last**: TSVs are fabricated after the completion of wafer processing.

TSVs fabricated in each one of these processes have different properties such as minimum diameter size, aspect ratios and maximum depth.

There are several wafer stacking approaches, but in general they can be classified into “bumping” and “Cu-to-Cu” categories. The first approach involves the fabrication of micro-bumps on both sides of the thinned wafers with TSVs, and interfacing wafers with bumps aligned. The application of pressure and heat makes permanent contact between bumps. A thin adhesive layer can be used between wafers to improve mechanical strength. A cross sectional drawing of stacked ICs connected to each other with this method is shown in Figure 54 [128]. In this example, memory circuits are stacked on top of a CMOS logic circuit. Memory chips are stacked in a F2B configuration. The connection between the memory circuits and the logic circuit is facilitated with the use of a thin interposer layer called “feedthrough interposer” (FTI). Figure 54 b shows the stacking of 8 layers with this approach.

Figure 54: (a) Cross-section of DRAM-COMS logic chip 3D-SIC integrated stack, (b) bump-connected 8-layer stack [128].
Direct bonding approaches where the Cu pads on the surface of respective chips are attached to each other directly are also popular. These approaches rely on low temperature metal-to-metal contacts and avoid the fabrication of bumps [129-131]. Figure 55 shows examples of this type of contacts. Another Cu-based direct connection between stacked wafers is the use of so-called “Cu-nails”. This method, originally developed at IMEC [132, 133], uses “TSV middle” process to fabricate partial TSVs after the FEOL process but before BEOL process starts. The TSV depth is only 15 µm. After BEOL fabrication, the wafer is thinned down to 10µm to expose the TSV metal on the backside of the wafer. Selective etching of the Si wafer then allows slight protrusion of the TSV Cu metal, as shown in Figure 56. Wafers can then be stacked so that Cu-nails penetrate into the Cu pads of the other wafer. A thin layer of SiO₂ at the interface facilitates additional bonding for mechanical strength.

![Figure 55: Seven wafers stacked on a wafer with BCB bonding and TSV interconnection [129].](image)

![Figure 56: The “Cu-nail” process, (a) Fabrication of Cu-filled TSVs after FEOL process, (b) Wafer thinning to expose “Cu-nails”, (c) wafer stacking with Cu-Cu contacts [133].](image)
The best example of 3D-SIC heterogeneous integration application can be found in high bandwidth memory (HBM) chips mentioned above in connection with 2.5D SiP integration. The first generation HBM products included 4 memory chips stacked on top of a microprocessor chip, as shown in Figure 57. The memory chips are stacked in a F2B configuration and TSVs are used for interconnects. The stacking between the processor chip and the lowest memory chip is B2B type.

![Figure 57: First generation stacked chip HBM product from AMD [134].](image)

ii. 3D-SoC

This method is also called “within-die” integration since it involves integration of different types of circuits within the BEOL wiring stack itself rather than on it. A higher level of interconnects can be achieved between chips when they are interfaced at lower levels of wiring. As shown in Figure 52, the wiring density increases exponentially as lower levels are accessed. Concurrently with the increased wiring density, however, the line pitch and size also decrease exponentially. Integration at the “intermediate” and “local” levels are therefore considerably more difficult than the “semi-global” level.

In 3D-SoC integration, wafers are always integrated F2F, but the exact attachment methods fall under 2 categories. The first method is the “dielectric bonding” method with TSV-last connections, as illustrated in Figure 58. In this approach, wafers are finished with smooth top surface coatings of dielectric layers (SiO$_2$), the dielectric surfaces are activated for bonding, and wafers are aligned F2F. When wafers are brought together in atmospheric pressure and at room temperature, W2W takes place spontaneously [135]. The top or the bottom wafer can be thinned down and TSVs are fabricated for interface to the package. Additional BEOL processes may be applied to one or both of the wafers.

![Figure 58: Dielectric W2W bonding approach.](image)
The second W2W bonding method is the “hybrid method” [136], as illustrated in Figure 59. In this approach, the top surface of both wafers have Cu contacts exposed in SiO₂ dielectric matrix, and very smooth surfaces. Initial bonding occurs when activated surfaces brought in contact with each other. The wafer stack is then annealed to fuse Cu contacts to each other. The success of this approach depends on the surface finish quality as well as the alignment accuracy. One or both wafers may have partial TSVs before bonding. After bonding and wafer thinning, TSVs provide interconnects to the package. The alignment accuracy is a key parameter for this approach as the interface plane moves further into the BEOL stack. Alignment accuracies of 1.8µm have been demonstrated and 800nm accuracy is projected [23].

An example the 3D-SoC heterogeneous integration using dielectric bonding approach is the CMOS-visible image sensor integrated chip that was developed at the Lincoln Laboratory [137]. This product integrated 1024x1024, 8µm pixel image sensors with a CMOS wafer containing control circuits using F2F wafer bonding approach. The integration interface layer is the top of the BEOL layers. “3D metal vias” were used to connect the imager chip metal-1 layer, control chip metal-3 layer and the back metal-1 layers, as shown in Figure 60a. A 3-tier version of this imager is shown in Figure 60b [138].
Another application that employs a similar approach is the 3D-LADAR (laser RADAR) imager based on Geiger-mode avalanche photodiodes integrated with high speed all-digital timing circuits [140]. This integration also requires 3-tier stack and F2F bonding. The use of SOI CMOS wafers were preferred for this technology due to the presence of an oxide layer on both sides of the wafer after substrate removal. An isometric drawing and the cross-sectional view of the integrated chip are shown in Figure 61.

Lincoln Labs used the integration method previously developed for imaging application, as described above, for the fabrication of 3D RF amplifier circuits under an AFRL contract. Although, it is not strictly a heterogeneous integration, this product demonstration highlights the capabilities of the 3D SoC integration. The schematic of the circuit shown in Figure 62 indicates that the transistors are located on the tier-1 and tier-3 chips, whereas the middle chip contained inductors for input matching circuit [141]. This amplifier footprint was 40% smaller than a 2D version of the same amplifier.

One of the prominent features of this technology is the use of 3D-vias, which are different than TSVs. While TSVs are fabricated mostly in substrates and contain an isolation layer between the metal and the substrate, 3D via is fabricated in the BEOL stack in the “field” (isolation) regions. As seen clearly in the cross-sectional views of the integrated ICs above, 3D via connects metal interconnects at multiple levels.
It is called “3D” because not only it connects the top layer to the bottom layer, but also several other layers are connected sideways, as shown in the SEM picture in Figure 63.

![SEM picture of 3D via technology](image)

*Figure 63: 3D via technology for connecting multiple metal interconnects [139].*

While the 3D SoC integration examples examined above show great potential for compact devices, the basic technology components are still in development. Apart from the HDM applications, this technology approach has not produced high volume products yet. There are many promising new developments in 3D-SIC technology area with the introduction of stacked memory chips with controller electronics by AMD, Samsung, Micron [142] and Tezzaron. For example, Samsung announced the stacking of 32 layers of memory chips (see Figure 3 ) using 3D-SIC approach [143]. The maturation of this heterogeneous integration approach waits for the evolution of electronic design automation (EDA), as well as the development of standards and infrastructure [20].

### iii. MEMS-CMOS Integration

We have examined some of the common MEMS-CMOS integration under 2D SoC. The characteristic integration strategy for those devices was “MEMS-first” or “MEMS-middle” approaches that resulted in the fabrication of MEMS on the same chip but not occupying the same footprint. The third integration strategy involves “MEMS-last” process, where MEMS are fabricated on top of completed CMOS wafers [144]. In the example shown in Figure 64, MEMS accelerometers were fabricated on top of the BEOL stack using 10μm thick poly-Si layers [77, 78]. The CMOS circuits are visible under the MEMS structure in this figure.
One of the most successful MEMS products, deformable mirror displays (DMD), are fabricated on the top surface of CMOS chips connected electrically to the BEOL wiring stack. The deformable mirrors are activated by the CMOS circuits laying directly below each pixel. This technology is now mature and finds applications in light projection and digital signal processing. Millions of mirrors can be fabricated on a single CMOS chip [145]. A top view of the fabricated mirrors is shown Figure 65. The cross-sectional view shows the CMOS BEOL layers and the CMOS circuits on the Si wafer.

iv. 3D-IC

This heterogeneous integration method takes place at or near the FEOL wiring level. After the fabrication of the active devices, as second layer of active device are produced over the first layer. If the second layer devices are different than the first, this approach also becomes a heterogeneous integration. The second layer of active devices can be accommodated by layer transfer methods that involve W2W bonding and substrate removal. Alternatively, the second layer devices may be fabricated using additive techniques [146]. A common BEOL wiring is then applied to the integrated FEOL wiring. This approach is illustrated in Figure 66. What distinguishes this integration method from those under 2.5D SoC is that the functional density is higher by the substantial overlap of active device footprints.
An example of 3D-IC building block is shown in Figure 67, where an nMOS transistor is fabricated directly above a pMOS transistor in such a way that a common gate electrode is used to drive both devices. Because of such intimate integration of devices, the combined device is called “joint MOS” or JMOS [147].

![Figure 67: Cross sectional drawing of “joint MOS” or JMOS device. This type of close integration of devices are a part of 3D-IC heterogeneous integration [147].](image)

3D-IC enables intimate connection between heterogeneously integrated active devices, but ultimate the integration density is lower than the other 3D-SoC approaches. The reason for this is the difficulty of accessing the first layer devices through the second layer and the management of the first metal interconnects. These difficulties cause a reduction in the integration density and limit the number of layers that can be stacked.

Additional issues with this approach are related to the quality of semiconductor devices fabricated in the second layer. Layer transfer produces the best quality devices compared to other additive technologies such as re-crystallization of thin films [148-150].

**b. 3D SiP Heterogeneous Integration**

**Definition:** 3D SiP heterogeneous integration refers to the integration of separately processed chips with different technology types in a common package for the purpose of increasing functional density. In a broader definition, 3D SiP can include the integration of packages inside one another. The basic characteristic of this type of integration is the stacking of chips or packages to make 3D assemblies.

**Advantages:** The use of the 3rd dimension increases circuit density and improves communication between stacked chips due to short length interconnects. The performance of each chip or package can be optimized separately before integration. Highly diverse technologies can be integrated in compact assemblies. This approach provides the best design flexibility to system designers.

**Disadvantages:** Efficient heat dissipation is a challenge. Integrated heat sinks and cooling channels may need to be part of the integration strategy.

This heterogeneous integration approach is highly versatile and capable. It is also the most difficult one to classify into technology development streams. It is possible to arrive at 3D SiP heterogeneous integration following regular evolution of the BGA type packaging by going through single-chip packaging,
multi-chip packaging and 2.5D SiP packaging using TSV interposers. It is also possible to arrive a similar 3D SiP integration by continuing the 3D SoC evolution and adding a wafer level package (WLP) or chip level package (CLP) to it. A schematic representation of these technology paths is shown in Figure 68. It is difficult to coherently analyze all these development paths. The packaging technology is evolving very fast and completely new types of packaging concepts are appearing every year. This dynamic technology evolution in 3D packaging is one of the reasons why heterogeneous integration roadmap is assigned to the IEEE Components, Packaging and Manufacturing Technology Society. We will examine this technology area starting with the most commonly used (in high volume production) products and progressing toward those approaches that are still in R&D stage.

![Figure 68: Alternative paths to arriving 3D SiP heterogeneous integration.](image)

i. **Bond Wire Connected Stacked Chips**

This technology was developed a long time ago for integrating multiple memory chips with a microprocessor chip in a package [151]. It follows is a simple yet effective concept of simply gluing several staggered chips on top of each other and bond wire connecting chips to each other or to the package. In the modern version of this concept, interposer layers are used under the chips to house redistribution lines (RDL) [152]. Complex set of bond wires are used to connect chips to the RDL, as shown in Figure 69. The other side of the interposer layer contains BGAs for external contacts. This type of packaging is used in mobile products where because of space saving features and can be found in smart phones and tables.

![Figure 69: BGA package with stacked chips and wire bonding (a) Schematic drawing, (b) AMCOR’s stacked chips with Cu bond wires [133, 153].](image)
The main disadvantage of this 3D packaging approach is the use of long bond wires, which can have inductance values of several nH. Also, high density of wires is also a concern for signal cross talk. Therefore, its use will be confined to moderate level integration for medium speed circuits. However, it is an effective technique for heterogeneous integration involving electronic, acoustic and optical devices.

ii. Package-on-Package (PoP) Integration

Package-on-Package (PoP) technique is similar to chip stacking in a package, except separate packages are stacked on top of each other. The purpose of this approach is also similar to chips stacking i.e. space saving. The added advantage is that already tested (and burned-in) packages containing diverse heterogeneous technologies and integration approaches can be stacked [154, 155]. In the Figure 70 shown below, a package containing a single flip-chip mounted die is integrated with another package containing stacked chips with bond wire connections [153]. PoP integration is also used heavily in smart phones and other mobile applications due to its design flexibility and compactness.

![Figure 70: 3D SiP integration using package-on-package approach [153].](image)

iii. Bump-Connected Stacked Chips

Multiple chips can be stacked on top of each other inside the package to integrate multiple functions in a 3D assembly. This approach is very similar to that used for 3D-SiC SoC heterogeneous integration, except that individual chips are stacked on top of each other. This is in contrast to wafer-to-wafer bonding process used in 3D-SiC SoC, where all circuits on the wafer are stacked simultaneously. TSVs can be used for interconnects between stacked chips. The most common type of chip-to-chip bonding approach used for 3D-SiC is the bump-bonding. Cu-Cu bonding is also possible but not practical for chip stacking in a package. Chips stacked at a wafer-level process can be diced and packaged afterwards, but this is not a preferred approach either since wafer level packaging can be applied to these stacked chips to make 3D SiC. This will be discussed in the next section. Here we will only review bump-bonding approaches.

Micro-bumps used for chip stacking are typically 5µm in height and diameter. Bumps can be fabricated as a part of the BEOL process or after TSV process, depending on when the TSV process is applied (e.g TSV-first, TSV-last processes etc.). In the most common applications, each die is stacked on top of another by lining up bumps, and the dies are in F2B or F2F configurations. A large number of chips can be stacked with this approach, as seen in Figure 71.
This type of heterogeneous integration approach was a part of the DARPA SMART (Scalable Millimeter Wave Architectures for Reconfigurable Transceivers) program, where stacked tiles of RF circuits were employed for three-dimensionally integrated active electronically steerable array (AESA) modules operating at millimeter-wave frequencies. The technical approaches used for this program, shown schematically in Figure 72 [62], make use of vertically connected Si CMOS, GaAs, InP wafers and patch antennas using Si or GaAs interposer layers. The objective of the program was to achieve 5W/cm² radiation power density with vertically integrated tiles whose height is not to exceed 1cm [156].

iv. Stacked Chips without TSV

The bump bonding technique is well suited to heterogeneous integration, where chip sizes may be very different and some of the integrated chips may not have TSVs. Following a concept of mother-daughter die pairing, smaller die can be attached to larger die and the larger die can be connected to the package directly, all using flip-chip bonding [157]. This concept can be extended to more than 2-chip stacking as shown in Figure 73, with the use of 4 different size bumps [158]. It can be seen that the mother-die is supporting the daughter-die and the grandma-die is supporting the mother-die. No TSV was used for this
3D integration. One of the earlier SONY PlayStation models used this approach to connect wide I/O synchronous RAM chips to the processor chip F2F using this approach.

![3D Integration Diagram]

Figure 73: AMCOR multi-chip packaging using different size bumps [158].

v. 3D Wafer Level Packaging (WLP)
Wafer level packaging is already a well-established technique for single die products. After the wafer front-side processing, TSVs can be fabricated in thinned substrates and bumps can be fabricated on the wafer backside. The top of each die can be coated with plastic molding for protection. Alternatively, the bumps can be fabricated on the front-side of the wafer and TSVs are avoided. When chips are singulated, each die becomes a packaged product. This is commonly known as the WLP or chip scale packaging (CSP). We will first provide a background to WLP technology before examining its use in 3D SiP applications.

There are 2 distinct types of WLP; fan-in (FI) and fan-out (FO) types [159]. Although they look very similar in appearance, their fabrication differ significantly. Figure 74 shows the cross-sectional drawings of both packaging types. FI type is the simplest type of package for electronic chips used in low cost products and those that are size, weight and cost sensitive. The chip is made compatible with direct mounting on circuit boards using solder bumps placed directly on the front side, as shown in Figure 74a. The fabrication of FI-WLP is compatible with wafer batch processing and the incremental cost due to packaging is minimal. This approach, however, has limitations in the number of bumps that can be placed on the chip. As the chip size shrinks, this problem becomes more acute.
Larger number of I/O’s can be accommodated if the interface surface can be expanded beyond the actual chip surface. This is the idea behind the FO-WLP concept, which is also known as the embedded WLP (eWLP), as shown in Figure 74b. The chip is fabricated with a RDL, which may contain multi-level interconnects. Larger number of bumps can be fabricated on the RDL. In its elemental form, the eWLP is similar in concept to the 2.5D SiP, except that the package is fabricated on the wafer using batch processing. The WLP is capable of integrating multiple chips for heterogeneous integration, as shown in Figure 74c. In some cases, the second chip may contain passive circuit elements that would not conveniently fit onto the first chip, as illustrated in Figure 75. This is a useful approach especially for microwave circuit applications, where high-Q passive components such as capacitors and inductors are needed but cannot be accommodated cost effectively on the integrated circuits. We will see below that eWLP is compatible with 3D heterogeneous integration using of stacked chips. It is also compatible with PoP concepts [160].

Another way to embed passive circuit elements is to fabricate them directly in the package. The RDL provides multi-level interconnect technology for the fabrication of capacitors and inductors as well as antennas in close proximity to the IC chip. Figure 76 shows the schematic drawing of an integrated
antenna concept. Also shown are inductors fabricated in the RDL layer for VCO and commercial millimeter-wave radar applications [162-165].

![Image of antenna concept and inductors](image)

*Figure 76: Integration of antennas and inductors with active semiconductor chip in eWLP for commercial radar and VCO applications [162-165].*

The eWLP processing technology is not exactly the same as the regular IC wafer processing and requires post wafer processing steps. Figure 77 illustrates the industry standard “re-constructed wafer” post processing approach to FO-WLP fabrication [166-168]. The starting point for the re-constructed wafer process is a “wafer-shaped substrate” populated with singulated dies. A plastic molding layer is then applied over the chips. The original supporting substrate and the adhesive layer is then removed. At this point, the re-constructed wafer looks like that shown on the right of the picture. This wafer is processed further to fabricate organic, multi-layer RDL with bumps. Finally, packaged die is singulated.

![Image of FO-WLP fabrication steps](image)

*Figure 77: FO-WLP fabrication steps [166-168].*
With the recent availability of the TSV technology, eWLP approach has been extended to the fabrication of 3D-SiP for heterogeneous integration. For example, the stacked memory and feedthrough interposer (SMAFTI) technology approach of NEC makes use of W2F of D2W stacking approaches to stack memory chips with TSVs. NEC makes use of TSV and bump technologies for chip stacking, but other direct chip stacking with Cu-Cu contacts may also work. The reconstructed wafer is populated with these singulated stacked dies, as shown in Figure 78. The reconstructed wafer is processed to fabricate the FTI layer (another term for RDL) and places logic chips on the other side of FTI layer. BGAs are then fabricated around the logic chip to complete the heterogeneous 3D SiC stack.

![Figure 78: Three-dimensional heterogeneous integration on WLP [128].](image)

As the examples shown above indicate, WLP is not confined solely in the 3D SiP category, but spans the full spectrum from 2D to 3D SiP. Starting with the simple fan-in type packages, WLP extends to multi-chip integration with fan-out configuration. These integration types are confined to 2D SiP category. The use of eWLP with TSV interposer is in 2.5D SiP category. 3D SiP examples can be found in PoP, stacked chip and double-sided flip-chip integration. Figure 79 shows how the variations in the WLP technology and their categorization.
12. Summary of Heterogeneous Integration Techniques

Significant progress has been made in developing technologies for heterogeneous integration of components in compact assemblies, as reviewed briefly above. This progress is not only continuing but accelerating as the advantages of these new generations of components with increased functional density become apparent. We are already seeing highly successful commercial products that integrate functions such as memory/logic or imaging/processor in 2.5D and 3D stacked chip formats. For example, the Intel/Altera Stratix 10 product, shown in Figure 49 above, is a highly successful product line that exploits 2.5D SiC heterogeneous integration technology.

The integration techniques examined in the previous chapter were fit into specific categories for reviewing convenience. Heterogeneously integrated products cannot be similarly categorized. In most cases, heterogeneous integrated products can make use of multiple technologies and various integration categories depending on the application. This technology-independence (or flexibility) is the key feature that makes heterogeneous integration highly responsive to system design innovations.

Table 1 summarizes the key features of the integration techniques used for heterogeneous integration. There are many innovations involved in each technology category. The wafer-level integration approaches address the need for close proximity of different types of devices and circuits. When possible, they are fabricated on the same substrate for the highest level of integration (e.g. Si BiCMOS circuits). Otherwise, they are fabricated at different layers and combined within the same circuit, as in MEMS/GaAs pHEMT circuits. Others make use of the top surface of CMOS BEOL stack for new devices that can be controlled with the CMOS circuits below it (e.g. deformable mirrors for display applications). When the end product is the integrated chip, as in these examples, the wafer-level (SoC) integration is preferred.
<table>
<thead>
<tr>
<th>Integration Location</th>
<th>Dimension</th>
<th>Example</th>
<th>Attributes</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>SoC</td>
<td>2D</td>
<td>2D</td>
<td>- Integration of different device types on the same wafer surface. - Devices with alternative materials. - No overlapping device footprints.</td>
<td>- Increased performance and functionality. - Integration of different devices in the same circuit.</td>
<td>- Added process complexity. - Decreased integration density.</td>
</tr>
<tr>
<td></td>
<td>2.5D</td>
<td>2.5D</td>
<td>- Integration of different device types and alternative materials at multiple surface levels. - No overlapping device footprints.</td>
<td>- Increased performance and functionality. - Direct interface between circuits based on heterogeneous devices.</td>
<td>- Added process complexity. - Decreased integration density.</td>
</tr>
<tr>
<td></td>
<td>2D</td>
<td>2D</td>
<td>- Multi-chip packaging on the same surface. - Flip-chip or bond-wire connection between chips and package. - No overlapping chip footprints.</td>
<td>- Compatible with miniature flat packages. - Highly suitable for microwave circuit integration.</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>2.5D</td>
<td>2.5D</td>
<td>- Integration on TSV interposer. - High speed interconnects with embedded bridging chips.</td>
<td>- High speed interconnection between integrated chips. - High interconnect density. - Use of KGD (known-good-die)</td>
<td>- Cost and size of TSV interposer. -</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>3D</td>
<td>- Stacked chips connected by bond wires or bumps. - Stacked packages. - Wafer level packaging of stacked chips.</td>
<td>- Highest functional density. - Highly flexible fabrication approaches. - Low initial cost manufacturing.</td>
<td>- Non-standardized and comprehensive design/test tools.</td>
</tr>
</tbody>
</table>
While the chip-level integration results in highly compact products, it is not always the preferred approach for heterogeneous integration. Combining two or more heterogeneous technologies on wafer require the meshing of technology IPs that are not directly compatible. The source of incompatibility may be in the material growth (lattice mismatch), thermal budget of processing, or process sequence incompatibility. These are the typical well-known problems associated with the integration of alternative material devices. There are some other serious problems even when the devices are made from the same semiconductor material. These problems are associated with the availability of technology nodes at a given time for each technology IP (i.e. product type). In Si ICs, the transistor gate length determines the technology mode. Typically, microprocessor circuits use the most advanced node for integration density and circuit speed advantages. However, other product designs such as memory, use earlier nodes. In these case, it is advantageous to split the functions and fabricate them separately.

SiP-based heterogeneous integration techniques range from simple multi-chip packages to highly stacked 3D packages. It is also possible to stack packages on top of each other. The 2D-SiP approach has been successful for microwave modules where different types of circuits fabricated on separate chips are combined. The 2.5D SiP is also a successful approach for combining high bandwidth memory (HBM) chips with processor core for ultra-high bandwidth products. The 3D-SiP technology can reduce the footprint of 2.5D SiP products by vertically integrating all components.

There are mature wiring technologies to enable 3D integration in packages including wire bonding, TSVs, and solder bumps. Integration in packages is a highly flexible method that requires little or no set up cost (compared to SoC integration). Additionally, SiP integration can be undertaken cost effectively for small production batches.

A merging of SoC and SiP integration technologies can be found in embedded wafer level packaging (eWLP) approach. This is a quasi-wafer level integration technique in a package. eWLP technology spans across all integration categories (i.e. 2D, 2.5D and 3D SiP). Stacked dies made by 3D-SoC approaches as well as individually stacked dies can be packaged in batches using this highly flexible approach.
13. Heterogeneous Integration Product Examples

The technical approaches reviewed above are applicable to a variety of new product applications. In some cases, heterogeneous integration improves the performance, cost or the size of the product (e.g. high bandwidth memory). In other cases, it provides a new solution to existing problems, such as high speed connection between multi-chips in a package (e.g. Stratix 10 wide bandwidth FPGA). But, its most important contribution is for enabling the design of new compact systems that would not be possible without such integration (e.g. multi-sensor Microsystems). The technology base for heterogeneous integration is already well established yet still growing rapidly. We can expect new commercial and military applications to build on this technology base now and in the future.

As mentioned before, heterogeneous integration technique is highly responsive to system-level innovations. Several integration approaches, but especially the SiP approaches, have a great deal of technology flexibility to address new system designs. Since existing component technologies are used in the integration (rather than developing new component technologies), the long time-delay associated with technology development cycle can be avoided. Also by using known good die (KGD) method, the fabrication yield can be managed for cost-effective manufacturing.

Many of the recent highly successful commercial products introduced by the industry leaders over the last 10 years employ heterogeneous integration, as shown in Figure 80.

We have already examined the stacking technologies that enabled high bandwidth and high capacity memory components from Micron, Hynix, Tezzaron, and Toshiba. Integration of these high capacity memory chip stacks with processors enabled wide bandwidth FPGAs from Intel/Altera, AMD and Nvidia. We have seen the first examples of heterogeneously integrated imaging arrays with processors by Xilinx. Miniaturized microwave modules integrating multiple chips are not commonly used in cellular telephones. In this section, we will review additional examples of heterogeneously integrated electronic and optoelectronic products.

Figure 80: Many of the recently introduced and highly successful commercial electronic and optoelectronic products employ heterogeneous integration. (Source: GlobalFoundries)
a. Wide Bandwidth Memories

Stacked DRAM memory chips have been providing higher capacity for several years for cellular phone applications where the data bandwidth is 10-50 Gbps. Now they are being developed for high speed computing where the bandwidth is nearly 10 times higher. HMD and HMC (hybrid memory cube) are both stacked chips with a controller chip [169] [142]. The controller chip is needed for these complicated assemblies to manage data as well as to manage failed bits and TSVs. The HMC design by Micron shown in Figure 81 is expected to increase the memory bandwidth to over 1Tbps.

Figure 81: Block diagram and the structure of the hybrid memory cube (HMC) [142].

b. Integrated CMOS Image Sensors

3D heterogeneous integration is an enabler for integrated CMOS imager systems. We have seen above that both SoC and SiP approaches can be used to integrate the controller and the imaging chips in a stack. Since the imager is an array of millions of pixels and the data from each pixel must be transmitted to the processor chip with the shortest delay, the vertical integration offers a unique solution. In the example shown above (see Figure 60) SoC integration approach was used for a 1024×1024, 8µm pixel visible image sensor fabricated with oxide-to-oxide wafer bonding and 2-µm square 3D-vias in every pixel [137]. Similar integration approach was used for a high speed 8Mpixel, back illuminated imager [170]. More demanding imaging applications such as self-driving cars require stereo imaging at high frame rates of >10,000 frames/s. These requirements were met by stacking imaging chips on correlated double sampling chip (CDC) and analog-to-digital (ADC) converter chip using chip stacking technology with TSVs [171]. Each chip was fabricated separately in different facilities using different technology nodes, therefore this product is an example of mixed node chip integration as well. Figure 82 shows the picture of the imager system, its integration approach, and cross-sectional views.

Figure 82: 3D SiP integrated CMOS imaging system for high frame rate applications [171].
c. High Bandwidth Processors

The CPU-memory interface is one of the limiting factors for high speed computing. The performance of systems such as FPGAs, processors and GPUs can be more efficient by increasing the IO bandwidth rather than increasing the processing speed. As shown in Figure 83, the highest CPU-Memory bandwidths are achieved using the HBM DRAM, which has a wide (1024 bit) bus running at a relatively slow 2 Gb/s compared to GDDR5 which has a 128 bit bus running at 7.2 Gb/s [127].

![Figure 83: CPU-DRAM Memory Landscape. [127]](image)

Altera and Xilinx have developed FPGA and GPU modules that integrate central processor to several high bandwidth memory banks using 2.5D SiP technologies. The approach taken by Xilinx is to use TSVs for high density interconnects. Whereas, Altera uses Intel’s EMIB technology, as shown in Figure 84. These approaches are highly popular at present and such products represent some of the best examples of the advantages gained by heterogeneous integration.
d. Digital Light Processors (DLP)
One of the earliest and most successful SoC integration example is the DLP developed by Texas Instruments in 1980’s [172]. DLP is a display product made possible by the 3D SoC vertical integration of MEMS devices on CMOS integrated circuits. DLPs are used in projection applications such as home theaters, digital cinema, and pico-projectors in cell phones. The current display resolution is 4K using several million deformable mirrors. In industrial applications, they can be found in 3D printing, digital lithography, machine vision, and spectroscopy. They are also used in automobile heads-up display applications (Figure 85).

![Figure 85: Texas instruments DLP™ and its application in automobile heads-up displays.](image)

Inertial Sensors
Another successful application of MEMS-CMOS integration is the inertial sensing products. The applications of these products range from accelerometers used in cars and industrial applications, high-g sensors in car air bags, gyroscopes, angular accelerometers used in disk read/write head assemblies. An example of a MEMS accelerometer is shown in Figure 86.
f. Integrated RF Systems

An example of an integrated electronic system produced by heterogeneous integration is the low power RF transceiver fabricated at IMEC, as shown in Figure 87 [133, 173]. This device measures 7mm x 7mm and includes 2 WLP chips. The connection between these 2 chips is made using solder balls (bump connected).

The same group at IMEC is attempting to show the capabilities of SiP heterogeneous integration technologies by building an “eCube”, as shown in Figure 88. This is a total sensor system complete with power sources and antennas. The design concept is to build each sub-system on a chip-level packaged component and stack all components on top of each other. Connections between sub-systems are made using micro-bumps and interposer layers. The interposer layers contained embedded passive components for RF circuits.
Figure 89: Photograph and a schematic drawing of “eCube” autonomous sensor system developed at IMEC for medical applications [133].

A similar heterogeneous integration approach was taken at the Fraunhofer Institute for the fabrication of micro-transceivers (nodes) of a microwave localization system operating at 24GHz [174]. This system integrates a patch antenna on top a glass interposer, which also supports all RF electronics including LNA, PA, mixer, VCO, and a multiplexer. All IF and baseband electronics are integrated on the lower substrate. Ball bonding was used to connect these substrates to each other and the whole assembly to the circuit board. This system is expected to have 50m range and 12mm location accuracy. Similar highly miniaturized wireless systems can be a part of autonomous sensor network for collecting environmental information. The role of the heterogeneous integration technology for reducing the size and the power consumption of small sensors was studied systematically [175]. A >100X reduction in overall size was shown to be possible for the same wireless system through miniaturization.
Figure 90: Schematic view of the 24 GHz 3D sensor node integration platform. The top RF module (on a glass substrate) with integrated antenna and the lower IF/baseband module on a silicon substrate [174].

A compact quad-band microwave module developed by EPCOS integrates SiP module 2.4G and 5G WLAN, Bluetooth, GPS, FM radio and FM transmitter in a compact assembly measuring 9.5x11.9x1.2mm³. Figure 91 shows the block diagram and a picture of the module [176]. This module is an example of 3D SiP integration featuring PoP assembly approach. The RF front-end circuits are fabricated in a separate chip, whereas digital functions are confined to another. Several filter circuits were implemented in LTCC. All IC’s are integrated inside their own package (WLP) and all packaged components are further integrated in another package with 6-layer laminate interconnects and metal lids.

Figure 91: A compact quad-band microwave module implemented in 3D SiP PoP integration [176].

g. Integrated Radar Systems

Compact transceiver modules with integrated antennas were developed for commercial millimeter-wave radar systems using embedded wafer level ball grid array (eWLB) [164, 165], which is a slight variation of the eWLP discussed above. At mm-wave frequencies, the circuit parasitic elements such as impedance mismatches are difficult to control when circuits are assembled. Chip-level assemblies are therefore well suited for these applications where such parasitic circuit elements can be minimized. The eWLB-based SiP design makes use of metal lines on RDL layers for the fabrication of external circuit elements such as high-Q inductors and antennas. The interconnect line lengths can be kept quite small on the RDL when transceiver chips are connected together and to the antenna. Since the fabrication of eWLB package is wafer-based, a large number of modules can be fabricated simultaneously with minimal dimensional variations. Based on these technological strengths, a 77-GHz four-channel transceiver module with four integrated antennas was fabricated in a eWLB package measuring 8mm x 8mm [177]. In comparison, the same system realized on PCB (printed circuit board) with wire bonded bare transceiver chips measured 4cm x 5cm. A picture of the integrated module is shown in Figure 92. The module integrates four half-wave dipole antennas that are realized using thin-film RDL of the eWLB. The antennas are connected to the transceiver chip using 100-Ω differential CPS lines realized in the RDL. These type of compact mm-wave modules find in automotive radar sensor applications [178].
Another compact radar system integrated in eWLB package is the 60 GHz frequency modulated continuous wave (FMCW) radar for industrial applications [179] and automotive radar applications [180]. The transceiver module had two dipole antennas in the package, as shown in Figure 93. The single chip transceiver contained a VCO with a buffer amplifier, mixers, power dividers, a vector modulator and IQ receiver. The maximum power output was 3dBm.

Figure 92: A 77GHz, four-channel transceiver module with integrated antennas. (a) Picture of the eWLB module, (b) the single-chip transceiver, (c) block diagram of the four-channel transceiver [167].

Figure 93: Compact radar module for 60 GHz FMCW radar applications. (a) The integrated module in eWLB package with 2 dipole antennas, (b) single chip transceiver chip, (c) block diagram of the module [179].

**h. Electro-optic Systems for Automobile Applications**

Probably the most ambitious heterogeneous integration attempt was made by the Tohoku University for intelligent vehicle systems [181]. Two different types of interposer substrates were developed for this demonstration for integration of electronic functions on one and the optical functions on the other. These two substrates were then integrated to form a single module, as shown schematically in Figure 94. The electronic interposer, measuring 15mm x 8mm includes TSVs for interconnects as well as micro-channels for cooling fluid. Logic and memory chips were integrated on this substrate together with MEMS. The optical interposer, measuring 27mm x 11mm, contained VCSEL optical sources and photodiode (PD) detectors. The optical signal is routed within the interposer. The interconnect technologies used for this integration included micro-bumps and TSVs and Cu lateral interconnects [182, 183].
i. Integrated Multi-Sensor Nodes

A conceptual military application of highly miniaturized sensor nodes is illustrated in Figure 95 [184]. In this application, each node contains multiple sensors heterogeneously integrated in a 3D SiP similar to those shown in Figure 89 and Figure 90. All nodes dispersed in a field of operation communicates with each other and with a base unit to download gathered information. The feasibility of such systems rely on batch fabrication of 3D integrated electronic and optical systems in small volumes [184].
14. Summary and Recommendations

IEEE defines Heterogeneous Integration (HI) to be “the integration of separately manufactured components into a higher-level assembly that, in the aggregate, provides enhanced functionality and improved operating characteristics”. In this definition components are taken to mean any unit whether individual die, MEMS device, passive component and assembled package or sub-system that are integrated into a single package. The operating characteristics should also be taken in its broadest meaning including characteristics such as system level performance and cost of ownership.

HI is employed in the implementation of the More than Moore (MtM) technology roadmap, which guides developments to increase the “functionality density” of electronic systems. Functional density can be increased by separately fabricating each function using the best available technology and then integrating these components in a compact unit. Functional density can be also increased by integrating different device types of devices (alternative materials, optical, mechanical etc.). The integration can take place on a chip or in a package.

HI makes use of the best available technologies and offers timely solutions to system-level innovations. A survey of the current status of HI shows that the technical approaches used for commercial products are highly specific to the applications. This is an indication that HI is more responsive to systems-pull than to technology-push. For an R&D organization such as ours with diverse technology portfolios and many system application opportunities, HI provides an important core competency platform that may act as a clearing house to match the system needs with the advanced technology solutions. In a technology development “food chain” extending from basic research to systems design, HI represents a midpoint, where it is close enough to both ends of the food chain to be responsive to innovations originating from either end of the chain. In its absence, the influence of scientific innovations take many decades to reach system designs. Similarly, system designs innovations rarely extend all the way to basic science end of the chain to influence their direction.

We have provided a general categorization of HI technologies to aid in the review. Details of integration methods under each category were examined and examples were provided. It was observed that the technology maturity levels are not linearly dependent on the increasing integration dimension, meaning that the availability of HI products seem to be relatively independent of the dimensional complexity. Some of the earliest and the most successful HI products (accelerometers and digital light processors) are a result of 3D integration. Some of the latest high volume HI products for high bandwidth memory-CPU integration involves only 2.5D. On the other hand, 2D integration of InP-CMOS circuits is still in development.

Commercial products are the main drivers behind the HI technology development. However, DoD and specifically AF has invested consistently in the development of integration technologies for microwave and high speed circuit applications. Initially, these activities were confined to integrating GaAs on Si substrates, but recently other device types (i.e. InP HBTs and GaN HEMTs) are being integrated on Si CMOS circuits. There are many direct military applications of the commercially developed HI technologies. In high speed computing applications, improvements in performance, size and cost due to the use of HI technologies will directly benefit military systems. For example, the ultra-high bandwidth FPGAs enabled
by 2.5D HI is a product that may find military applications. Other HI innovations in 3D SoC integration related to high speed imaging systems also have military applications. However, military-specific applications may require unique HI technology development effort. One of these may be the development of highly integrated microwave systems. Most commercial HI technologies address the complexity of interconnects in digital circuits, but the integration of microwave circuits is more challenging. There has been some progress in microwave multi-chip modules for commercial applications to reduce their size and cost by evolving them from 2D SiP to wafer level packaging (eWLP). This effort can be extended to full 3D SiP or 3D WLB by integrating digital and microwave circuits together with antennas [185]. This is especially important for mm-wave systems, whose design and fabrication is highly sensitive to electrical discontinuities that are inherent in hybrid solutions.

As a final note, it is worth re-emphasizing that HI requires no new basic technology development. It can be highly responsive to systems-level innovations and can be instrumental in implementing these innovations in a timely manner.
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16. **APPENDIX A: Integration Roadmaps of Leading Electronics Companies**
Reference [20]
<table>
<thead>
<tr>
<th>Year</th>
<th>Mobile</th>
<th>Storage</th>
<th>Nand Flash</th>
<th>PC (DRAM)</th>
<th>ASIC</th>
<th>Analog &amp; Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>~2011</td>
<td>MCP</td>
<td>eSD_453ack</td>
<td>eMMC_153ack</td>
<td>TSOP GPD</td>
<td>eQFN_QFN</td>
<td>Fan-Out_WLP</td>
</tr>
<tr>
<td>2012</td>
<td>PoP_388ack</td>
<td>eSD_953ack</td>
<td>eMMC_153ack</td>
<td>TSOP GPD</td>
<td>FBGA GPD</td>
<td>Fan-Out_WLP</td>
</tr>
<tr>
<td>2013~4</td>
<td>PoP_850ack</td>
<td>eMMC_253ack</td>
<td>eMMC_175ack</td>
<td>TSOI</td>
<td>SiP</td>
<td>Fan-Out_WLP</td>
</tr>
<tr>
<td>2015</td>
<td>MCP</td>
<td>eSD_453ack</td>
<td>eMMC_153ack</td>
<td>TSOI</td>
<td>SiP</td>
<td>Fan-Out_WLP</td>
</tr>
</tbody>
</table>
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Please refer to the full document for details of the presented material in this presentation.
What is Heterogeneous Integration

**IEEE Definition**

- **Heterogeneous Integration** is the integration of separately manufactured components into a higher-level assembly that, in the aggregate, provides enhanced functionality and improved operating characteristics.
- **Components** mean any unit whether individual die, MEMS device, passive component and assembled package or sub-system that are integrated into a single package.
- **The operating characteristics** include characteristics such as system level performance and cost of ownership.

- IEEE definition narrows the definition to “assemblies” only.
- Integration can be on-wafer (SoC) or in-package (SiP).
**Heterogeneous Integration** is the integration of components made from dissimilar technologies on a common platform.

**Dissimilar technologies** can mean devices made with different material systems and non-electronic devices (MEMS, lasers, SAW etc.)

**Dissimilar technologies** can also mean different technology nodes. E.g. 14nm CMOS processor, 90nm DRAM.

**MEMS on CMOS**

**Stacked Mixed-node Chips**
Beyond Moore’s Law

• Digital circuit integration density is continuing to increase but clock speeds have saturated.
• Further increase in digital circuit performance will come from 3D integration.
• Clock rates and integration density can be increased together.
• Vertical interconnects can increase interconnect density and lower interconnect distance.

• The continuation of the Moore’s Law through 3D integration is called More Moore (MM).
• MM addresses the continued increase in the digital circuit density.

• The increase in the functional density using heterogeneous integration is called More than Moore (MtM).
Beyond Moore’s Law

**More Moore (MM)**

- Same Technology
- Integration Density

**More than Moore (MtM)**

- 3D-IC
- Heterogeneous Integration
- Diverse Technologies
- Functional Density

3D Integration
Benefits to AF Systems

Drivers

- Compact and disposable sensors
- Higher communication bandwidth
- Integrated data processing
- Improved SWAP-C
- Simplified supply chain management
Impact on Product Development

- Science & Technology
  - Materials
  - Devices
  - Fabrication
- Packaging
- Testing
- Modules
- PCB
- System Architecture
- Product

Heterogeneous Integration

System Design

S&T

Innovation Flow

Development Focal Point

Time to new product

(10-20 yrs)

System Design

S&T

Innovation Flow

Time to new product

(2-5 yrs)
Effective Innovation Flow

- Heterogeneous integration (HI) is near the middle of the product development food chain.
- HI can be responsive to innovation flow from both system design and S&T.
Heterogeneous Integration Roadmaps

• Heterogeneous integration roadmaps are highly dependent on applications.
• Every company has a different roadmap.
... And Many Others
### Integration Categories

<table>
<thead>
<tr>
<th>Integration Class</th>
<th>Integration Type</th>
<th>Integration Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>SiP: Integration by stacking in package</td>
<td>Interposers</td>
</tr>
<tr>
<td></td>
<td>SoC: Integration by stacking on chip</td>
<td>BEOL</td>
</tr>
<tr>
<td>2.5D</td>
<td>SiP: Integration on TSV interposer</td>
<td>TSV</td>
</tr>
<tr>
<td></td>
<td>SoC: Integration of alternative material devices</td>
<td>FEOL/BEOl</td>
</tr>
<tr>
<td>2D</td>
<td>SiP: Single layer multi-chip packages</td>
<td>Package</td>
</tr>
<tr>
<td></td>
<td>SoC: Integration of different device types</td>
<td>FEOL</td>
</tr>
</tbody>
</table>

- Some integration approaches may fall under more than one category.
- 2D and 2.5D SoC integration are not included in the IEEE definition.

**FEOL:** Front-end-of-line  
**BEOL:** Back-end-of-line  
**TSV:** Thru-Si-via  
**SoC:** System-on-chip  
* (integration on wafer)  
**SiP:** System-in-package  
* (integration in package)
Integration Categories

These 2 categories are excluded in IEEE definition of heterogeneous integration.
TSV Interposers

- TSV interposers play a critical role in SiP type heterogeneous integration.
- **Active interposers** refer to TSVs in substrates containing active circuits.
- **Passive Interposers** refer to TSVs in substrates with no active circuits (may have passive components)
Interconnect Strategies for 3D SoC

**3D-SIC:** 3-dimensional system stacked ICs.

**3D-SOC:** 3-dimensional system on chip.

**3D-IC:** 3-dimensional integrated circuit.
Interconnect Strategies for 3D SiP

<table>
<thead>
<tr>
<th>Distribution via substrate</th>
<th>Flip-chip</th>
<th>Wire Bond + Stacked Chips</th>
<th>Wire Bond + Flip Chip + Stacked Packages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>QFP Package</td>
<td>BGA Package</td>
<td>Flip Chip Module</td>
</tr>
<tr>
<td>Stacked</td>
<td>QFP Type</td>
<td>Wire Bonding + Flip Chip</td>
<td>Through Silicon Via</td>
</tr>
<tr>
<td>Stacked SOP</td>
<td>Package on Package</td>
<td>Package in Package</td>
<td></td>
</tr>
<tr>
<td>Direct connection between dice</td>
<td>QFP Type</td>
<td>Wire Bonding + Flip Chip (CoC)</td>
<td>Through Silicon Via</td>
</tr>
<tr>
<td>Embedded</td>
<td>Chip Embedded + Package on Surface</td>
<td>3D Chip Embedded type</td>
<td></td>
</tr>
</tbody>
</table>
SiP Interconnect Strategy

Each interconnect technology is applicable across several packaging platforms.

**RLD**: Redistribution Layer

- Similar to BEOL wiring
- Contains vias (not-TSV)
- Compatible with “bumps”
Cu Lateral Interconnects

- Conformal “wirebonds”
- Fabricated after component placement
- Lithography-based
- Up to 100 µm thick components
2D Heterogeneous Integration

Definition: Integration of different device types on the same chip surface for the purpose of enhancing circuit performance. Common FEOL and BEOL wiring is applied to all devices.


Disadvantages: No overall integration density increase. Increase chip fabrication complexity.

- Excluded in IEEE definition of HI.
- Reviewed here under broader definition of HI.
2D SoC Heterogeneous Integration

Integration examples on Si
Compatible with Si CMOS integration

InP HBT/CMOS

GaN HEMT/CMOS

MEMS/CMOS

III-V LED/CMOS
2D SoC Heterogeneous Integration

Integration examples on non-Si substrates

MEMS/pHEMT on GaAs

M-O TFT/pHEMT on GaN

HBT/pHEMT on GaAs
2.5D SoC Heterogeneous Integration

- Excluded in IEEE definition of HI.
- Reviewed here under broader definition of HI.

**Definition:** Integration of different device types on the same chip for the purpose of enhancing circuit performance. Integration interface is higher than the wafer surface. No overlapping device footprints or too low integration density (overlap does not matter).

**Advantages:** Increased functional density. Close proximity of devices reduces signal delays.

**Disadvantages:** No overall integration density increase. Increase chip fabrication complexity.
2.5D SoC Heterogeneous Integration

DARPA DAHI Programs
InP on CMOS
or
CMOS on InP

Commercial
InP on CMOS
3D SoC Heterogeneous Integration

**Definition:** Integration of separately processed chips with different technology types on a common chip-level platform. Also includes circuits with different device types fabricated on top of BEOL stack. It is distinguished from 2.5D SoC by the fact that footprints of devices overlap heavily and the integration density is high.

**Advantages:** Very high functional density. Close proximity of devices reduces signal delays.

**Disadvantages:** Inefficient heat removal. May require multiple fabrication facilities.
3D SoC Heterogeneous Integration

Bump Connected

Cu-to-Cu Connect

3D Build on BEOL

“3D Via” is used to connect line on multiple layers
2D SiP Heterogeneous Integration

Definition: Integration of multiple chips with different device technologies in a simple package. Chips are placed side-by-side in the package on the same surface. Connections between the chips are accommodated in the laminate substrates running under the chips.

Advantages: Better performance by combining specialized chips.

Disadvantages: Limited interconnections through the substrate.

Also called “multi-chip packaging” for digital applications and “microwave modules” in analog applications.
2D SiP Heterogeneous Integration

LTCC microwave module

Digital multi-chip module

Miniaturized microwave modules
2.5D SiP Heterogeneous Integration

**Definition:** Integration of chips in packages using TSV interposer layers or embedded bridge circuits. High speed interconnection is provided between chips by the wiring on the interposer layer.

**Advantages:** Better performance by combining specialized chips. High speed chip-to-chip connections.

**Disadvantages:** Added cost of TSV interposer.
2.5D SiP Heterogeneous Integration

TSV Interposer

Embedded Multi-die Interconnect Bridge (EMIB)
**3D SiP Heterogeneous Integration**

**Definition:** Integration of separately processed chips with different technology types in a common package for the purpose of increasing functional density. Includes the integration of packages inside one another.

**Advantages:** Very high integration and functional density can be achieved. The performance of each chip or package can be optimized separately before integration.

**Disadvantages:** Challenging thermal management.
3D SiP Heterogeneous Integration

Stacked, wire-bonded
(most common)

Package-on-package (PoP)

Bump connected

TSV-free Stacking
Wafer-level Packaging (WLP)

- Combines the advantages of SoC and SiP
- Can be achieved at all dimensional complexities - 2D, 2.5D, 3D
- Both fan-in and fan-out options are available

(a) FI-WLP
(b) FO-WLP
(c) Multi-chip eWLP

2D
2.5D
3D
Wafer-level Packaging (WLP)

- Interconnects in the RDL can be used to integrate in package high-Q passive circuit elements and antenna
Wafer-level Packaging (WLP)

- WLP technology extends over all SiP categories
Summary of SiP Categories

- Multi-chip horizontal packages are the earliest type but still very popular especially for RF.
- Several 2.5D SiP technologies are finding use in high performance digital products.
- Stacked chips approach has the highest functionality density. There are many stacking and interconnect options.
- Embedded chip approaches including WLP are gaining ground.
Evolution of SiP
HI Examples

Most recent high performance commercial electronic products incorporate HI
HI Examples

Hybrid memory cube (HMC) integrates memory chips with a controller chip.

3D SiP integrated CMOS imaging system for high frame rate applications (>10,000 frames/sec).
HI Examples

High bandwidth processors using a) TSV interposer, b) EMIB embedded chip.

3D integrated MEMS/CMOS. Texas Instruments digital light modulator.
Hi Examples

Integrated RF systems: 24 GHz RF transceiver and IMEC “eCube” for medical applications.

Fraunhofer Institute micro-transceiver (node) for 24 GHz localization system.
HI Examples

Transceiver for 77GHz automobile radar.

Compact radar module for 60 GHz FWCW radar applications.
Conceptual 3D integrated sensor module for intelligent vehicle applications.

Highly integrated sensor nodes for integrated classification-and-decision-information extraction capability from a sensed environment [184].
Questions

This presentation summarizes the discussions contained in the full document with the same title. It is intended to be a part of that document, and not a “stand-alone” presentation.

Please refer to the full document for details of the presented material in this presentation.