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ABSTRACT
In this paper, we introduce a new networking architecture

called Group Centric Networking (GCN) that is designed to

support the large number of devices expected with the emer-

gence of the Internet of Things. GCN is designed to enable

these devices to operate collaboratively in a highly efficient

and resilient fashion, while not sacrificing the users? abil-

ity to communicate with one another. We do a full protocol

implementation of GCN in NS3, and verify GCN in emula-

tion and on real hardware communicating over an RF chan-

nel. We show that GCN utilizes up to an order of magni-

tude fewer network resources than traditional wireless rout-

ing schemes, while providing superior connectivity and reli-

ability.

1. INTRODUCTION
Despite decades of e↵ort, multi-hop wireless networks

have not succeeded in fulfilling their once-promised po-
tential of providing ubiquitous connectivity with mini-
mal fixed infrastructure. Today, almost all of our wire-
less devices are still tethered to wired infrastructure
such as cell towers or 802.11 access points. But with the
forecasted explosion in terms of users and data rates [1–
3], having all devices directly connected to fixed infras-
tructure will no longer be tenable: wired access points
will be overwhelmed and will quickly become bottle-
necks in the network. If the concept of the Internet of
Things [4, 5] is taken to its natural extent, then almost
everything will be a “smart-object”, with all of these de-
vices being wirelessly connected and exchanging data.
Due to this impending surge of wireless devices, there
has been a renewed focus on multi-hop networking to
facilitate communications between these devices. The
Internet Engineering Task Force (IETF) and prelimi-
nary 5G standards organizations have already begun
putting forth ideas for designing future wireless systems,
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and multi-hop networking is a cornerstone for many of
these next-generation architectures [6–9].
In this paper, we propose a new networking archi-

tecture called Group Centric Networking (GCN). The
smart devices that will be deployed in these emerging
networks will be resource limited and will be expected
to operate in a lossy environment [10]. GCN is designed
to enable these devices to operate collaboratively in a
highly e�cient and resilient fashion, while not sacri-
ficing the users’ ability to communicate with one an-
other. In particular, we design GCN to (1) e�ciently
handle the various types of tra�c that future networks
of smart-objects will carry, and to (2) take advantage
of the wireless medium to resiliently connect the users
of the network.
Although it is di�cult to predict how future network

tra�c will behave, we can examine trends to make an
informed guess. Most of today’s networks are address-
centric, where one user typically acts as a client, and
another as a server (e.g., your personal computer as the
client, and a video-streaming service as the server). The
server and client may potentially live anywhere in the
network, and a routing protocol establishes an end-to-
end route between the two.
In future wireless networks, the foundational concept

of forming end-to-end routes between a client and server
may no longer be appropriate. As others have [4, 7, 11]
suggested, a potential future network might connect
a large number of wireless smart-objects that are de-
signed to work together in order to improve the quality
of life for a human end-user, with these devices being
located in some area local to that end-user. The users
of this future network will have mostly localized tra�c
to communicate between one another, and any user can
act as the source or sink of data in the network. We
label any network with above characteristics as being
group-centric, where the predominant tra�c pattern is
for data to be disseminated between a group of users in
some local area that wish to operate collaboratively.
In particular, a group centric network has the follow-

ing characteristics:

1. Devices will be grouped by an inherent set of “in-
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terests” that are dependent on the tasks they are
performing, and these group members will wish to
communicate reliably between one another. De-
vices are not limited to a single group, and can
belong to multiple groups.

2. The majority of message exchanges will be within
some local area, and long-distance tra�c will only
be a small fraction of overall communications.

3. Any device can be a source or a sink, and tra�c
patterns between them may be one-to-one, one-to-
many, many-to-one, or many-to-many.

4. We hypothesize that a future wireless environment
will have a mix of mobile and stationary devices,
where mobility will be typically be limited to some
local area.

An emerging example of a group centric network is
a home or factory automation network, where various
sensors, actuators, and controller systems work together
to adjust to changing conditions in real-time [12, 13].
The devices in these networks will work together to en-
sure that environmental conditions are correct and that
machinery is working properly to facilitate production.
Another example of a group centric network that ex-
tends beyond groupings of low-power smart-devices is
a military network, where both movement and commu-
nications are inherently localized. For movement, mili-
tary operations are typically restricted to a certain ge-
ographic area, and for communications, a recent study
shows that 95% of tra�c in military networks travels
at most three hops, with only 5% of tra�c being long-
range [14].

The design goal for Group Centric Networking (GCN)
is to enable highly resilient and scalable communica-
tions between group members that are operating in a
lossy, mobile environment. Current wireless network-
ing schemes are ill-suited to meet these requirements.
Today’s approach for multi-hop wireless networking is
to create end-to-end routes that are composed of a se-
ries of point-to-point links. These schemes are typi-
cally modifications of protocols that were designed for
wired networks, and almost all wireless networking pro-
tocols (reactive, proactive, link state, distance vector,
etc.) mimic this behavior to some degree. We believe
that the characteristics of the wireless environment in-
herently make link-based routing unsuitable for wireless
networking. The idea of a link is itself borrowed from
wired networks: in a wireless network, there is no di-
rect connection between two radios; transmissions are
sent over-the-air and are typically overheard by multi-
ple users. Any point-to-point wireless link is inherently
unreliable due to interference, multi-path, and noise.
The addition of mobility only exacerbates the situation.
Since “links” in a wireless network are constantly fluc-
tuating, constant route maintenance is required, which
consumes significant network resources.

Group Centric Networking eschews links and routes
in favor of a scheme designed specifically for the wireless
medium. The key characteristics of the Group Centric
Networking approach are:

• No link state or neighbor information is utilized
or maintained, and minimal control information is
exchanged.

• Data is e�ciently disseminated only across the re-
gion where group members exist. To support this,
we develop a novel Group Discovery algorithm that
dynamically discovers the region of interest and ef-
ficiently selects the minimal amount of relay nodes
required to “cover” this region.

• Reliable communications is achieved in an error-
prone and mobile environment by using “tunable
resiliency”, where the number of redundant data
relays is configurable and is able to self-adjust in
response to real-time channel conditions.

• Devices communicate in a many-to-many tra�c
pattern. E�cient one-to-one, one-to-many, and
many-to-one are subsets.

As we will demonstrate, GCN utilizes up to an order
of magnitude fewer network resources than traditional
wireless routing schemes, while providing superior con-
nectivity and reliability.
We verify our approach by implementing the full set

of protocols for Group Centric Networking in NS3 Di-
rect Code Execution (DCE) [15, 16], which allows for a
high-fidelity comparison against other wireless network-
ing protocols, and enables an easier transition of GCN
protocols to other researchers in the community. The
results were verified in the real-time emulation environ-
ment EMANE/CORE [17, 18], and basic tests were per-
formed on actual hardware devices communicating over
an RF channel.
The outline of this paper is as follows. To further mo-

tivate the need for a new approach for wireless multi-
hop networking, in Section 2 we provide results and
analysis on the limitations of current wireless network-
ing schemes. In Section 3, we present Group Centric
Networking and its major mechanisms. In Section 4,
we discuss our implementation of GCN in NS3 and
EMANE, and present simulation results demonstrating
the performance of GCN. In Section 5, we conclude and
discuss ongoing work and future directions for GCN.

2. LIMITATIONS OF CURRENT APPROACHES
FOR WIRELESS NETWORKING

In this section, we further motivate the need for a new
approach to wireless multi-hop networking by demon-
strating the limitations of current wireless networking
schemes. Current wireless networking schemes can be
grouped into two general categories: link-based, where a
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Figure 1: Packet error rate curves for IEEE 802.15.4
devices [20]

route is formed by series of point-to-point links, or flood-
based, where a packet is continuously retransmitted by
almost every user in the network until the intended
destination is reached. Since the bulk of current and
proposed wireless networking protocols are still link-
based, we focus our attention on link-based schemes.
In this section we present simulation results for link-
based routing that demonstrate the following: (1) in a
wireless environment with nearly ideal conditions (zero
errors for short range transmissions and no mobility),
link-based routing has high loss due to the inherently
unreliable nature of link-state control information; (2)
in a lossy environment, link-based routing is incapable
of reliably delivering data messages; and (3) the route
repair and maintenance process that link-based routing
schemes employ to overcome lossy links is both costly
and unable to ensure reliable data message delivery.

The basic mechanism of link-based routing schemes is
the broadcasting of a control message (called a “hello”)
to all of its neighbors. If a response is received, a link ex-
ists between the user and neighbor, and routes are then
formed on top of these links. When the link is reliable
and doesn’t change frequently, this scheme works well.
However, with dynamic and variable links, current link-
state information may be stale or indicate the presence
of a link that has a very high error rate. To help mit-
igate the potential issues arising from links not being
reliable, a number of approaches have been proposed,
with ETX [19] being perhaps the most well-known of
these schemes. ETX tries to assign a cost to a link that
is proportional to that link’s reliability.

When modeling the wireless channel, researchers of-
ten use a strict cut-o↵ for transmission distance: any
device within a certain distance of the transmitter will
receive the message, and any device beyond that dis-
tance will not. Even if we assume there are no other
active transmitters that can be potentially interfering,
this is not a realistic model for a wireless channel: there
is no strict cut-o↵. The e↵ects of multi-path, thermal
fluctuations, and other random variations of the envi-
ronment will induce a “transition region” in which the
probability of packet error increases from 0 to 1.

For our wireless channel model, we use packet error

rate (PER) curves for IEEE 802.15.4 devices from [20]
(reproduced in Figure 1). These curves were determined
through both simulations and hardware measurements.
The authors of [20] determined two curves: one for in-
door transmissions and one for outdoor. For our simula-
tions, we use the indoor curve which has a sharper tran-
sition region and more closely approximates the strict
cut-o↵ range that is typically used.
This curve assumes no loss for short range transmis-

sions. However, in the presence of interfering wireless
devices, one would not expect 0% packet loss for trans-
missions at close range. Various papers have tried to
quantify the e↵ects of interference on packet reception
rates for devices operating in the 2.4 GHz ISM band
(where 802.15.4 operates) [20–22]. These studies find
that loss can be on the order of 25%, if not greater.
We define a new curve for a higher loss environment
where the minimum PER is 25% for short range trans-
missions. The PER curve to model interference that
causes 25% packet loss is constructed by multiplying
the packet success rate at any given distance d (i.e.,
(1 � PER(d))) from the indoor curve of Figure 1 by
(1� 0.25). We label the two PER curves as Curve 0%

and Curve 25%.
Additionally, we compare the e↵ect of the transition

region with the more traditional transmission model of-
ten used in literature that assumes a user has a fixed
transmission range, where within that range all trans-
missions are successful. This fixed-distance error curve
has the following parameters: a transmission under 40
meters has 0% PER (100% reception), and a transmis-
sion over 40 meters has 100% PER. We label the curve
with a fixed transmission distance as Fixed.
We believe that link-based routing protocols are par-

ticularly vulnerable to the e↵ects of the transition re-
gion. Control packets will occasionally be successfully
exchanged by users that are a far distance apart, which
will lead to poor quality links being selected for routes.
These long-distance links will typically be preferred over
shorter, more reliable links in a shortest path routing
protocol. Routes continue to use the long-distance link
until the link timeout period expires.
For our simulations, we evaluate the Ad Hoc On-

Demand Distance Vector (AODV) routing protocol [23].
AODV is used in the ZigBee multi-hop networking stan-
dard [24], and is the basis for new proposals to connect
networks of smart-objects [25, 26]. We operate AODV
in “standard” mode, which is the routing protocol with
its default parameters, and in “ETX” mode, which has
ETX metrics enabled. To the best of our knowledge,
there has been no extensive characterization of wireless
routing protocols operating in the presence of a transi-
tion region with respect to packet error rates.
We consider the following simulation scenario: 25

nodes are randomly distributed in a circular area with
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Figure 3: AODV: Routing overhead

a radius of 100 meters. Starting 30 seconds into the
simulation, each node sends one 64 byte packet per sec-
ond to every other node. The test is run for a total of
30 minutes (1800 seconds) of simulation time. There is
no mobility in the network. Simulations are run using
the OPNET network modeler [27], which has AODV
implemented according to IETF standards.

We first examine the transition region’s a↵ect on packet
delivery rates. In Figure 2, we plot the percentage
of packets that were successfully received at the des-
tination. For AODV, we see that in the supposedly
ideal environment of no mobility and no interference
(Curve 0%), packet delivery rates reach only a maxi-
mum of 56% for ETX, and only 53% for standard. This
is in contrast to the fixed transmission model that has
100% packet reception. When the wireless channel in-
cludes interference and becomes lossy at short ranges,
we see that packet delivery rates plummet. With Curve
25%, AODV is only able to deliver only about 32% of
packets for either variant.

Next, we examine the amount of network resources
used to find and maintain routes between users. The
bandwidth occupied by AODV routing control messag-
ing is plotted in Figure 3. As a baseline, we consider
the overhead generated when the Fixed error curve is
used. AODV baseline using Fixed produces 119 kbps
of control tra�c for both standard and ETX. AODV
has a route repair procedure, where upon detection of a
change for a route, new control messaging is exchanged
to find an alternative path. If links are changing fre-
quently, then more control tra�c will be generated than
if links were rarely changing. In the presence of a transi-
tion region, AODV with ETX believes routes are chang-
ing frequently, and routing overhead goes to 150 kbps
for standard AODV and 175 kbps when ETX is en-
abled. In bandwidth limited environments, this level
of background tra�c may congest the network and not
allow data messages to be transmitted. Additionally,
high levels of control tra�c causes a device to transmit
more frequently, which increases interference and can
consume significant battery power.

Ultimately, one needs to examine how much is gained
by the high level of control messaging that is used to find
and maintain link-based routes. Using periodic control
messages to determine which links are valid in a wireless
network leads to many poor quality links being active

for long periods of time. This in turn causes poor qual-
ity routes to be formed between users, which leads to
high packet loss. Schemes meant to improve the quality
of links chosen for routes, such as ETX, do not appear
to substantially improve performance.

3. GROUP CENTRIC NETWORKING
In this section, we present the core mechanisms that

form Group Centric Networking (GCN). GCN is de-
signed to e�ciently and robustly support groups of users
desiring to communicate with one another in a local-
ized region. Many new emerging wireless devices will
be resource limited and will be expected to operate in
a lossy environment. Communication protocols must
be (1) resilient against packet errors due to interference
and mobility, (2) bandwidth and power e�cient.
We define a group to be a collection of users that

regularly communicate with one another. GCN enables
a set of users to e�ciently and resiliently communicate
with any other set of users in a group via a many-to-
many tra�c pattern. One user may wish to disseminate
information to the entire group or to only some mem-
bers of that group. Alternatively, some set of users may
wish to collect information from another set of group
nodes. The “many”of the many-to-many tra�c pattern
can either be some or all of the group users. One-to-
one, one-to-many, and many-to-one are all considered
subsets of the many-to-many tra�c pattern.
An example layout for a group centric network is

shown in Figure 4. A set of relay nodes has been ac-
tivated such that all group members are connected to
one another. There are multiple opportunities to over-
hear a message in case of packet loss, and the failure of
any individual relay or link will not prevent messages
from being received by other users. User a may wish to
communicate to the entire group, or just to users b and
c. Both of these communication types are e�ciently en-
abled by the one-to-many tra�c pattern. Alternatively,
a may wish to receive data from users b and c via a
many-to-one message. While only one group is shown,
users can belong to any number of groups.
To achieve our design goals of scalable, e�cient, and

resilient group communications, the major mechanisms
of Group Centric Networking are as follows:

1. Group discovery : E�cient discovery of the local
region where group members reside via a a group
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Figure 4: An example of a group centric network
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Figure 5: Discovering the local region using discovery
regeneration. Each arrow shows the time-to-live (TTL)
of the outgoing discovery message.

discovery algorithm that is able to connect group
members without the use of global control informa-
tion. Group Discovery is discussed in Section 3.1.

2. Tunable resiliency : Relay nodes are activated such
that the local region is su�ciently “covered” in
data by having a tunable number of redundant
data relays. This allows for resiliency towards both
packet loss and mobility without the need for the
constant exchange of control information. The
number of activated relay nodes self-adjusts in re-
sponse to real-time channel conditions. Tunable
resiliency is described in Section 3.2.

3. Targeted flooding : Data can be e�ciently and re-
siliently sent between sets of group members through
an approach we call“targeted flooding”. The mech-
anism for targeted flooding is detailed in Section 3.3.

3.1 Group Discovery
The purpose of group discovery is to find and connect

group members in a local region without prior knowl-
edge of where those group members reside, and to do so
e�ciently without globally flooding control messages.
A naive approach would be to use a control message for
discovery that has some time-to-live1 (TTL) set to the
maximum number of hops the group is expected to ex-
tend from end-to-end. The discovery message is trans-
mitted across the network, with the TTL being decre-
mented at each next user. While the message would
reach the entire group, it would also travel into areas
where group users do not exist. In a large network with
limited bandwidth, this can be a significant waste of
network resources.

For group discovery, we introduce a novel approach
that we label discovery regeneration, where a group dis-
covery message is regenerated with some small “source”
TTL by each group member. By doing so, the reach of

1Time-to-live (TTL) is a field used in data packets to limit
the distance a packet travels. Each time a packet is retrans-
mitted, the TTL gets decremented by one, and once the
TTL reaches zero, the packet is dropped.

the discovery message is limited to some fixed distance
around the local region where group members live. The
basic mechanism for Group Discovery using discovery
regeneration is as follows.

• A group member initiates group discovery by send-
ing out a discovery message. The TTL for the dis-
covery message will be set according to how far
around any particular group member the discov-
ery region is to extend. We refer to the TTL that
the initiating user sets as the source TTL.

• If a group member hears a discovery message, it
will regenerate the message with the source TTL.

• If a non-group member hears a discovery message
with a TTL greater than zero, it will decrement
the TTL, and rebroadcast the message. If a non-
group member hears a discovery message with a
TTL equal to zero, it does nothing.

When group members receive a discovery message, it
sends back an acknowledgment (ACK) to the previous
group node that relayed the advertisement. All nodes
in between the group nodes that receive the ACK are
elected as data relays. If multiple discovery messages
are heard, the ACK is sent only to the neighbor that
sent the first one. Duplicate detection is used by all
users in the network to ensure discovery messages are
broadcast only once. Note that ACKs are only sent to
the group node that regenerated the source TTL, and
not to the source of the initial discovery message. This
approach is di↵erent from traditional multicast whereby
join messages are sent to the root of the tree. In GCN,
when a user becomes activated as a relay, it is now a
relay for the entire group, and not for any particular
group node. Relays do not need to maintain any infor-
mation on who sent it an ACK. Similarly, a group user
is listening for data from any relay, and the group user
does not need to remember which relay nodes it acti-
vated. After the group discovery process is complete,
no link-state or neighbor information is maintained by
any user in GCN.
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An example of group discovery with regeneration is
presented in Figure 5. We first discuss the dissemina-
tion of the discovery messages. Each arrow shows the
time-to-live (TTL) of the outgoing discovery message.
Group members regenerate the TTL at the source value
of 2 (which is decremented to 1 at transmission). Non-
group members do not regenerate the TTL, which limits
the reach of the discovery message to the local region
where group members live. All group members are dis-
covered without the need to have control information
extending beyond the local area. Next, we discuss how
users are selected as relays using acknowledgment mes-
sages. The non-group user a has two group members
that hear its discovery message. Each of those group
members send back an ACK to a, but once a receives
one ACK, it becomes activated as a group relay node
and can ignore any additional ACKs that it hears. Non-
group user b hears a discovery message from two group
members. User b will choose one of the two to send an
ACK; by default it chooses the first user it hears a dis-
covery message from. Hence, only one of the two group
members that b heard a discovery message from will be
activated as a relay.

3.1.1 Effect of Regenerated TTL on Group Reach
In order to discover all group members, the regener-

ated TTL value needs to be su�ciently high such that
all users are within the discovery region. Setting the
TTL too high, however, will result in wasted transmis-
sions. To quantify a recommended TTL value, we per-
form analysis and simulation to show that low values of
TTL are su�cient to discover all group members, even if
the group is sparsely populated. For the analytic model,
we develop a first order approximation that predicts the
number of group users that will be discovered as a func-
tion of the source TTL. Due to space constraints, we
only the present the result of our analytic model. We
consider N users that are uniformly distributed across
a two-dimensional region with an area of A; the density
of users is given by � = N

A . A user in this region is a
group member with probability Pg, and each user has a
transmit distance of X. Given this set of assumptions,
our approximation for the the expected percentage of
group members that are discovered with a source TTL
of T is 1� ePg�⇡((X� 1

2� )·T )2 .
In addition to the analytic model, we performed a

simulation using our implementation of GCN in NS3
and compare the results to what is predicted by the an-
alytic model. For the simulation, we consider 100 users
uniformly distributed in a circular region with a radius
of 100 meters, and a transmit distance of 40 meters per
user. We test three di↵erent group densities, where a
user is a group member with a probability Pg of either
5%, 10%, or 25%. All users are stationary for the du-
ration of the test, and a group member is selected at
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Figure 6: Predicted and actual percentage of group
members found during the discovery process as a func-
tion of source TTL.

random to initiate the group discovery process. The
source TTL is varied between 1 and 4.
Figure 6 shows the average simulation and predicted

results over 50 random seed runs. First, we observe
that for low values of group membership probability,
which leads to group members being far apart, low val-
ues of source TTL are su�cient to find all users. For
a group probability of 5% (where we expect only five
group members on average), a source TTL of 3 allows
98.6% of the group to be found on average. For a group
probability of 25%, a source TTL of 2 finds 99.8% of
group members. Next, we observe that the analytic
model is a close fit for the results from the NS3 simula-
tion. Thus, a user can use the analytic model to select
an appropriate source TTL for e�cient discovery.
Once the group discovery process is complete, an ef-

ficient set of relays has been activated across the local
region to connect all of the group members together.
Messages can now be sent from any user to the entire
group via a one-to-all tra�c pattern, which will form
the backbone of the many-to-many tra�c pattern (pre-
sented in Section 3.3). The frequency of group discovery
messages and the number of relays needed to provide re-
silient coverage are functions of network dynamism (i.e.,
due to mobility, loss, joins/leaves, etc.).

3.1.2 Total Transmission Comparison
To understand the savings of transmissions sent over-

the-air with GCN (for both data and overhead), we
compare it to two di↵erent methods for dissemination
of data in wireless networks. GCN is designed for mes-
saging in a local region; hence, we compare against Sim-
plified Multicast Forwarding (SMF) [28], which floods a
local region with data while employing duplicate packet
detection to limit retransmissions. In SMF, a message is
transmitted with some TTL, and that message is then
continually rebroadcast by each subsequent user until
the TTL expires. No control messaging is required in
SMF, and there is no mechanism to dynamically set the
TTL.
To o↵er a fair comparison against GCN, when we op-
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Figure 7: Total bytes sent over-the-air to transmit all
data packets from a source to the entire group.

erate SMF, we assign a message the minimum TTL for
it to reach all of the group members. We also compare
GCN against the Ad-Hoc On-Demand Distance Vec-
tor (AODV) routing protocol [23], which finds a route
from a source to a destination at the time a message is
to be sent. We note that there exists a multicast ver-
sion of AODV, called Multicast AODV (MAODV) [?
], but there is no implementation available to compare
against. In MAODV, each multicast group member re-
quires a unicast route back to the source, and to find
these unicast routes, MAODV uses AODV control mes-
saging. Hence, MAODV should utilize the same amount
of control information as AODV.

In our simulation, group nodes are operating in a lo-
cal region as consistent with a personal area network.
We consider two concentric circles, one with a radius of
100 m, and the other with a radius of 200 m. Group
members reside within the smaller circle, which we de-
note as the local region. Users are uniformly distributed
across the entire network, with 400 users total and 100
users in the local region. Each user has a transmit dis-
tance of 40 m. Of the users in the local region, 10% are
group members (on average, we expect 10 group mem-
bers). All users are stationary for the duration of the
test. One group member is randomly selected as the
source. This source will initiate group discovery, and
then send a data packet destined to all members of the
group at the rate of 1 packet per second for 10 seconds.
A data packet is 1400 bytes. In GCN, a group discovery
message is 14 bytes and an acknowledgment packet is
20 bytes. AODV is run with its default parameters.

Figure 7 illustrates the average of 50 random seed
runs totaling the tra�c sent over-the-air from a single
source to the entire group. As can be seen, GCN is able
to e�ciently discover the local region, and find the min-
imum number of relays necessary to disseminate the set
of packets to the entire group. GCN transmits a total
of 220 KB over-the-air, with only 6.5 KB of that being
control information. TTL limited SMF requires 2,001
KB to disseminate these same 10 packets. SMF does
not discover the local region, and hence floods data into
areas where group members do not exist. This is par-

ticularly problematic when the source node is located
at the edge of the group. AODV transmits a total of
6,000 KB to disseminate the data to the entire group,
with 4,700 KB of that total being control tra�c. As
mentioned earlier, AODV is not a multicast protocol,
hence it sends a separate copy of the same packet to
each user. But even if we reduce the data portion by a
factor of 10, the control information sent over-the-air is
still significantly greater than what either GCN or SMF
use in total.

3.2 Tunable Resiliency
As noted above, group discovery activates an e�cient

set of relays (i.e., greedily selecting the minimal set)
such that all group members are connected. This imme-
diately enables the one-to-many tra�c pattern: when a
user transmits a packet to the group, all group members
will now be able to receive it. But, this minimal set of
relays is not particularly robust for group-wide dissem-
ination as a single packet failure can cause all down-
stream group members to not receive the data. Also,
if a set of users move such that they are no longer in
range of a relay, or if a set of relays move out of range of
one another, then the group can become disconnected.
To make GCN more robust, we extend group discov-

ery by adding a mechanism we call tunable resiliency.
Tunable resiliency allows for the targeted activation of
additional relays to provide su�cient coverage in order
to protect against packet loss and mobility, and to have
those relay nodes be able to self-adjust and adapt to
the current network conditions. The number of acti-
vated relays is able to self-adjust to respond to real-
time channel conditions. To enable tunable resiliency,
the group discovery process is extended as follows:

1. A short delay is added to the discovery acknowl-
edgment (ACK) messages.

2. Each user keeps a count of how many neighbors it
sees in order to determine the number of possible
data relays within that user’s neighborhood.

3. A set of users will self-select as data relays in a
probabilistic fashion to achieve the desired density
of relays to enable robust data coverage. This is
in addition to the set of users that are selected as
data relays through the group discovery process.

The purpose of the short delay before transmitting
an ACK is to allow discovery messages to propagate
through the immediate vicinity of a particular user. Dis-
covery messages are retransmitted as soon as they are
received.
For the neighbor counting process, a user will count

the number of discovery messages that it hears from
other users in its immediate vicinity. When a user
receives a discovery message, it then immediately re-
transmits that message (unless that user is a non-group
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Figure 8: Change in coverage using tunable resiliency.

member and the discovery message has a TTL of zero).
The neighboring users will receive the discovery mes-
sage, and immediately rebroadcast it themselves. Since
the discovery messages are transmitted immediately, af-
ter a short amount of time, a user should be able to
count the number of discovery messages it has heard.
This allows the user to get an estimate for the number
of users that are within its neighborhood.

By having an estimate on the number of users in a
neighborhood, nodes can now self-select as data relays
to achieve the desired density for data coverage. As-
sume that we wish to have R data relays within range
of any interested user. The value R specifies the den-
sity of data relays for the group, and higher values of
R provide additional resilience against packet loss and
mobility. Recall that in the group discovery process,
an ACK is addressed to a particular user to activate
it as a relay. We call this user the obligate relay. If a
user is specified as an obligate in an ACK message, it
will always become a relay. To allow users to self-select
as relays, a field is added to the ACK that specifies a
probability of accept (ACP). If a user receives an ACK
and it is not the obligate, it then becomes a relay with
probability ACP. Once a user becomes a relay (either
by being the obligate or by self-selecting), it then con-
tinues the discovery process by sending a new ACK that
follows the same steps as above.

The ACP value is set as follows. Assume that a user
has counted N neighbors and desires to have a total of
R data relays within its range. The first node that user
heard a discovery message from will be selected as the
obligate relay, and the ACP value will be set to R�1

N�1 .
This approach for probabilistically selecting data re-

lays allows the network to self-adjust to real-time error
conditions. The number of discovery messages heard
by each user reflects the current error rate being expe-
rienced in the network. For example, assume there is a
50% packet error rate due to interference or some other
loss; if ten neighbors of user U transmit a discovery
message, then on average five of those messages should
be expected to be heard by U . If we assume a wire-
less channel has a similar error rate in both directions,
then an ACK sent by U should reach a similar number
of neighbors that U initially heard a discovery message
from (i.e., about five of the ten neighbors should hear
an ACK). If U desired to have three data relays in its
vicinity, it will send an ACK with one obligate and an
ACP set to 2

4 . On average, this will activate close to
the three desired relays.
We add an additional requirement to have tunable

resiliency function as desired. To maintain a uniform
distribution of relay nodes across the group region, a
user will only attempt to self-select once; i.e., the user
will not attempt to self-select a relay with each subse-
quent ACK it receives. If that user is specified as an
obligate in any ACK, it will become a relay.
After an iteration of group discovery with tunable re-

siliency has been performed, the area where the group
resides will have a su�cient density of relay nodes to
increase data coverage and become resilient to loss and
mobility. In Figure 8, the change in coverage is shown
by use of tunable resiliency. In Fig. 8a, the mini-
mum set of relays is activated and the entire group is
connected. If any group member sends a one-to-many
transmission, all users will receive the message. But, if
any packet is lost, or any relay moves out of range, then
the group will become disconnected. In Fig. 8b, ad-
ditional relays have been activated by setting the ACP
in the ACK message to activate the desired number of
relays. This allows data to cover more of the group
area, which increases the resiliency of the group against
packet loss and mobility.
To evaluate the e↵ect that tunable resiliency has on

Group Centric Networking, we look at two criteria: (1)
the connectivity of a group when users are mobile, and
(2) how reliably and e�ciently messages can be deliv-
ered in the presence of packet loss and mobility. The
desired number of data relays that any user wants to
activate is denoted by R.

3.2.1 Effect of Mobility on Group Connectivity
For the first test, we consider 100 users uniformly

distributed in a circular region with a radius of 100 me-
ters. Any user in this region can be a group member
with a probability of 25%. The number of desired data
relays R is set to 2. Users move according the the ran-
dom waypoint model, with a speed of 0 to 5 m/s and a
pause time of 0 to 2 seconds. The test is run for 1000
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Figure 9: Group connectivity with mobile users.

seconds. One group member is randomly picked as the
source, and it will initiate group discovery. The source
then either (1) never initiates another group discovery
for the remainder of the test, or (2) it initiates one every
100 seconds. To measure group connectivity, we sample
the network every second and determine if there exists
a path from the source to each group member.

In Figure 9, we plot the percentage of group members
that are connected to the source as a function of time.
When a group discovery message is sent every 100 sec-
onds, the group has very high connectivity. Overall, the
the source has a direct connection 99% of the time to
any other group member. Next, we see that even when
only a single group discovery is performed, the group re-
mains highly connected for long periods of time. With
only a single group discovery, the source has a connec-
tion to any other group member for 92% of the 1000
second test.

3.2.2 Effect of Resilience Factor in Lossy Environ-
ments

Next, we examine the e↵ect of tunable resiliency on
the reliability of message delivery in the presence of
packet loss and mobility. We use the packet error rate
(PER) curves introduced in Section 2: Curve 0% and
Curve 25%. Recall that these curves have a transi-
tion region where the PER goes from some base level
to 1. Curve 0% has a base level PER of 0% (no loss
at shorter distances) and Curve 25% has a base level
PER of 25%. We introduce another PER curve for a
highly lossy environment that has a base level PER of
50%. We label this Curve 50%, and it is constructed
in the same fashion as Curve 25%.

The following simulation is performed. 100 users are
uniformly distributed in a circular region with a radius
of 100 meters. Any user in this region is a group mem-
ber with probability of 25%. Transmission distances
and error rates are given by the PER curve that is being
used for that particular test. Users are either station-
ary or move according the the random waypoint model
with a constant speed of 2 m/s. One group member
is selected at random to initiate group discovery. The
number of desired data relays R is set to either 1, 3,

or 5. When R = 1, only an obligate relay will be se-
lected, and tunable resiliency is e↵ectively turned o↵.
Each group member sends a packet to the group once
every second for 100 seconds. The number of packets
successfully received at each group member is recorded.
Additionally, the total number of bytes sent over-the-air
by all users is recorded. Similar to the test performed
in Section 3.1, we compare against SMF, which floods
the data across the entire region. Fifty random tests
are run, with the results averaged.
The packet delivery success rate is plotted in Figure

10, and the total tra�c sent over-the-air is plotted in
Figure 11. For R = 1, which does not use tunable re-
siliency, packet delivery rates are low, but not as low
as one might expect. This is because di↵erent group
members that are close together will not all select the
same user to be their relay, and multiple data relays will
become activated within a neighborhood. This allows
for a small level of additional resiliency against loss. As
the target number of data relays per user R increases, so
does that packet delivery rate. Without mobility, set-
ting R to 3 allows packet completion rates above 94%
for both Curve 0% and Curve 25%. With R = 5,
all tests under all three curves have packet completion
rates exceeding 96%. This matches the same resiliency
that is provided by flooding the data across the entire
region as is done by SMF.
Next, we look at the total bytes that were sent over-

the-air to deliver these packets (Figure 11). By selec-
tively activating additional relays throughout the group
area, tunable resiliency allows for higher resiliency with-
out consuming significant network resources. Flood-
ing the data across the region consumes significant re-
sources, and does not provide substantial benefit in
terms of delivery rates over GCN with tunable resiliency.
We note that the number of bytes transmitted by SMF
decreases as packet error rate goes up. The reason for
this is that when there are many packets in error, there
are fewer packets to retransmit. We observe that, for a
given value of R, GCN maintains a fairly constant level
of bytes transmitted over-the-air for the di↵erent error
curves. This is because the selection of data relays is
able to self-adjust to respond to the channel conditions,
and activate a constant number of relays regardless of
the error rate being experienced.

3.3 Targeted Flooding
In the previous sections, we described how Group

Centric Networking discovers group members and forms
a resilient one-to-all communication pattern between all
of them by use of tunable resiliency. But sending all
messages to the entire group is not always e�cient. For
example, a group of sensors may want to send data to
a single data collector via a many-to-one tra�c pat-
tern. Alternatively, some group member may want to
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Figure 11: Number of bytes sent over-the-air with of GCN
and SMF

query a subset of users, or have a one-to-one commu-
nication with one particular group member. We wish
to enable these additional tra�c patterns in a resilient
manner without requiring additional control data to be
sent throughout the network. In this section, we present
a mechanism for robustly sending data to a specific set
of group members through a process we call targeted
flooding.

To be able to target transmissions towards specific
users, targeted flooding uses distance information gath-
ered from overheard packets to create a distributed gra-
dient field towards each of the group members. Each
transmitted packet (data or control) will be tagged with
the originating user’s ID, and a counter will be attached
to that ID that indicates how many hops this particular
packet has traversed. Each time a packet is retransmit-
ted, the counter is incremented. When a user hears a
packet transmission, it records its distance to the source
user. This adds a minimal amount of overhead to each
packet. Using the distance information collected, a user
can transmit a packet destined to another group mem-
ber without knowing anything about available links, or
even who its own neighbors are. To help facilitate a
more robust gradient towards any user, intermediate
relays can add their ID to each retransmitted packet,
allowing users to more quickly learn how far they are
from other users, not just the initial source of packet.

In the following subsections, we describe how one-to-
one, one-to-many, and many-to-many tra�c patterns
can be supported with GCN.

3.3.1 One-to-One Traffic Pattern
For some user i, we label its recorded distance to user

j as �i
j (i.e., if i believes it is four hops from j, �i

j = 4).
A packet destined for a specific user will have two fields
in its header: a destination, and a maximum retransmit
distance (MRD). When a relay node hears a packet with
a particular destination, it looks at that packet’s MRD
value, and if that value is greater than or equal to its
own distance from the destination, it will rebroadcast

the packet with the MRD field decremented by one. In
other words, if user i receives a packet destined for j
with MRD  �i

j , i will retransmit the message with
MRD = �i

j � 1.
This approach will allow a packet to flood a nar-

row corridor towards some particular destination. The
width of the corridor that a packet travels can be modi-
fied by changing the MRD value at the originating user.
A higher value for MRD will cause a packet to spread
farther around the source, which causes a wider set of
paths to be traversed as it funnels towards the desti-
nation. By changing the value of MRD at the source
user, we can tune the number of relays that are used to
relay data for a one-to-one flow. Hence, the resiliency
for one-to-one tra�c is tunable to allow for additional
robustness. Because the message is flooded through a
corridor towards the destination, the distance informa-
tion needs to only be “good enough”. Each time a new
message is overheard by some user, the local distance
information will be updated. This process allows for
a constant refresh of distance information without the
need for dedicated control information.
We demonstrate the one-to-one flow via targeted flood-

ing through the example in Figure 12. In Figure 12a,
user j sends a message via one-to-all to the entire group
(this could be a group discovery initiated by j); all users
learn their distance from j. In Figure 12b, we show the
naive approach of only using the reverse path that the
message traveled from j to i; this approach relies on
link state information and is vulnerable to packet loss
and mobility. In Figure 12c, user i transmits a message
destined to j with the maximum retransmit distance
(MRD) field set to 2; all users with a distance of two or
less from j retransmit the message with a MRD set to
one less than their distance from j. In Figure 12b, user i
transmits the message with MRD set to 3; a wider area
is covered and the tra�c flows across more paths from i
to j, adding additional resiliency. Not shown is an even
more resilient configuration of setting MRD to 4; this
will cause the top most user to participate in relaying
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Figure 12: Example of a one-to-one tra�c flow from user i to j via targeted flooding

the message, which will allow the packet to travel an
even wider path as it moves towards the destination.

3.3.2 One-to-Many Traffic Pattern
There are two forms of one-to-many tra�c. The first

is where one group user desires to send a message to
all of the other group members. This tra�c pattern is
immediately enabled after group discovery is complete,
with all relay nodes retransmitting a one-to-many group
broadcast message.

The second form of one-to-many tra�c is where a
message is not intended for the entire group, but still
has multiple destinations. This one-to-many tra�c pat-
tern is a straightforward extension of the one-to-one
presented above. Since there is potentially significant
overlap between the paths a message would travel to get
to di↵erent users, a packet only needs to be retransmit-
ted once instead of sending the same message multiple
times over the same set of relays. For increased e�-
ciency, multiple destination/MRD pairs can be speci-
fied instead of having a single destination/MRD pair
for a message. If a relay hears a message with multiple
destination/MRD pairs, it follows the same process as
before. If a destination/MRD is no longer valid, then
the relay simply drops that destination/MRD pair from
the message before retransmitting it.

An example of one-to-some tra�c pattern is shown in
Figure 13. User i has a packet that it wishes to send to
both j and k. In Figure 13a, j sends a one-to-many mes-
sage, and all users in the group learn their distance to
j. Similarly in Figure 13b, all users learn their distance
to k. In Figure 13c, user i sends a message destined to
both j and k. The packet has two destination/MRD
fields: the first is set to j/1, and the second is set to
k/2. Relays a and b retransmit the message and set the
MRD field to 0 and 1 for j and k, respectively. Relay
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Figure 13: A one-to-many tra�c flow from user i to
both j and k

c receives the message and sees that the MRD field for
destination j is no longer valid; it resends the packet
with only k as a destination and an MRD value set to
0. User j will also drop itself as a destination from the
message before retransmitting.

3.3.3 Many-to-Many Traffic Pattern
The many-to-many pattern is implemented as a col-

lection of one-to-many tra�c patterns operating jointly.
Numerous e�ciencies can be gained in the many-to-
many tra�c pattern by performing coordinated data
fusion, source coding, or network coding between the
various users and tra�c flows [29–32]. Applying these
techniques within GCN is a topic of future study.

3.3.4 Targeted Flooding Performance Evaluation
We evaluate the performance of targeted flooding by

running the following simulation in NS3. 100 users are
uniformly distributed in a circular region with a radius
of 100 meters. Any user in this region can be a group
member with a probability of 25%. Users are either
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Figure 14: Packet delivery rates using targeted flooding
with low, medium, and high resiliency

stationary or move according the the random waypoint
model with a constant speed of 2 m/s. The three packet
error rate curves that were used in Section 3.2 are used
again here. One group member is selected at random to
initiate group discovery; this user is labeled the source.
Each group member sends a one-to-one message to the
source once per second for 100 seconds. The source
sends an empty data packet to the group once every
two seconds to allow for updated distance information.
The number of desired data relays R is set to 3. Three
di↵erent resiliency values are used for the one-to-one
flow: low, medium, and high. When resiliency is low,
the MRD is set to one less than that user’s distance to
its intended destination; i.e., if user i is sending a packet
to user j, and user i has distance value �i

j = d, then
with low resiliency, the MRD would be set to d � 1.
With medium, the MRD is set be the same as that
user’s distance , and with high, the MRD is set to one
greater than that user’s distance to the destination. The
number of packets successfully received at each group
member is recorded. Fifty random tests are run, with
the results averaged.

Figure 14 shows the results of the simulation. With
low resiliency for one-to-one tra�c, packet delivery rates
range from 84% for Curve 0% and no mobility to 57%
for Curve 50% with mobility. At medium resiliency,
packet delivery rates are at 97% or above without mo-
bility for both Curve 0% and Curve 25%, and at 95%
or above with mobility. At high resiliency, packet de-
livery rates for one-to-one tra�c for Curve 50% reach
92% without mobility, and are in excess of 80% with mo-
bility. Recall that in Section 2, the link-based routing
protocol AODV had one-to-one delivery rates of around
53% for Curve 0% and 32% for Curve 25%.

4. IMPLEMENTATION AND EVALUATION
In this section, we overview our implementation of

Group Centric Networking and perform an evaluation
using our implementation of all of the components of
GCN working together.

4.1 Implementation

We implemented the full GCN protocol in three en-
vironments: simulation, emulation, and hardware. The
reason for implementing across all three is to allow us
to verify results from one platform against the other,
enabling us to have confidence that GCN performs as
expected.
To operate in simulation (NS3), we leverage NS3 Di-

rect Code Execution (DCE) [16] which provides a frame-
work to execute existing implementations of userspace
and kernelspace network protocols with minimum source
code changes. DCE replaces time functions, packet
send/receive functions and others with simulation-specific
functions to allow NS3 to control input and output to
the executing code.
For emulation testing, we leveraged the Extendable

Mobile Ad-hoc Network Emulator (EMANE) [33] that
emulates layers 1 and 2 (radio and link layers) of the
network stack in real-time, and the Common Open Re-
search Emulator (CORE) [18] to help configure, launch,
and execute real-time experiments. CORE creates Linux
containers that represent network nodes and configures
network interfaces, access lists, and processes, which in-
cludes the GCN layer. To date, we’ve successfully vali-
dated GCN operation on a 300 node emulation network
emulating dozens of hardware platforms.
In addition to emulation, we have successfully tested

GCN on actual hardware, with two devices success-
fully communicating over-the-air using GCN as the net-
work layer. We used a Xilinx Zynq-7000 ZC702 evalua-
tion board to handle the application and network pro-
cessing, and we used an Analog Devices AD9361 RF
transceiver card (that connects directly to the Xilinx
evaluation board) for over-the-air transmissions. Imple-
menting GCN on actual hardware provides additional
protocol fidelity and verification that GCN can operate
on real devices.

4.2 Evaluation of GCN
In this section, we perform an evaluation of a full

network configuration using GCN as the network layer.
To assess performance, we examine the resiliency and
scalability of GCN, and compare GCN against SMF and
AODV. In particular, we measure the packet delivery
rate and the total amount of bytes sent over-the-air.
All tests are performed via simulation using NS3 DCE.
For our tests, we vary the following parameters: num-

ber of users, number of group members, packet error
rate, and mobility. Users are uniformly distributed in
a circular region with a radius of 100 meters. We test
both 50 and 100 users in the network, where a user
can be a group member with a probability Pg of either
10% or 25%. For packet error rate, the error curves
presented in Section 3.2 are used: Curve 0%, Curve
25%, and Curve 50%. For mobility, we test the cases
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Figure 15: Static network: packet delivery rate

where users are either stationary or move according the
the random way point model with zero hold time and a
speed that is uniformly selected from 0 to 6 m/s.

The tra�c for all scenarios is as follows. A group
member is randomly selected as the source, and the
source node initiates the group discovery process. The
source node transmits one message per second to all
other group members via a one-to-many data pattern.
All other group members transmit a packet via a many-
to-one transmission back to the source node once per
second for 100 seconds. The same tra�c pattern is run
using GCN, SMF, and AODV. Similar to our previous
tests, the minimum TTL is selected for SMF such that
every group member can reach every other group mem-
ber, and AODV is run with its default parameters.

We consider three di↵erent resiliency levels for GCN:
low, medium, and high, where the number of desired
data relays R is set to either 3, 6, or 9, respectively.
Recall that the parameter R sets the number of addi-
tional relays that are selected during the group discov-
ery process. For all three resiliency levels, the maximum
retransmit distance (used for the many-to-one tra�c
pattern) is set to be one greater than a user’s distance
to its intended destination.

Figure 15 shows the packet delivery rate for a static
network. For GCN with low resiliency, approximately
95% of packets are delivered under Curve 0% for all
combinations of network and group size. This is close to
the delivery success rate of SMF, which floods a packet
across the network. For Curve 25%, GCN is able to
deliver 97% of packets using medium resiliency, and un-
der Curve 50%, which has a baseline packet error rate
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Figure 16: Mobile network: packet delivery rate

of 50%, GCN with high resiliency is able to deliver over
95% of packets for all cases tested. In contrast, AODV
is only able to successfully deliver 28% to 50% of pack-
ets under Curve 0%. The reason for AODV’s poor
performance under the relatively benign Curve 0% is
as follows. In Curve 0%, short links are error-free and
longer links have high error rate. AODV builds a short-
est path route to a destination by using the set of ex-
changed hello messages between users of the network.
With su�ciently high frequency, hello messages are suc-
cessfully exchanged across a high error link, and since
this link is of longer distance, it gets used to build a
shortest path route. Under Curve 50%, where short
links are no longer robust due to interference, the de-
livery rate for AODV ranges from only 6% to 12%.
Figure 16 shows the packet delivery rate for networks

with mobile users. As expected, packet delivery rates
are lower for all cases tested. Even SMF drops to as low
as 95% delivery. AODV now reaches only a maximum of
31% delivery under Curve 0% with 100 users, and goes
as low as 0% delivery when there are 50 users and Pg =
10% under Curve 50%. GCN under low resiliency for
Curve 25% and Curve 50% has has poorer perfor-
mance for smaller networks and lower group sizes. This
is because when there are few users, coverage of the lo-
cal area under low resiliency is insu�cient to adequately
provide connectivity for all users in the presence of mo-
bility. Using medium resiliency significantly improves
performance for smaller networks and lower group sizes
under Curve 25% and Curve 50%. Using high re-
siliency in the 50 user network, GCN is able to deliver
over 82% of packets under Curve 50%, and delivers
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Figure 17: Static network: over-the-air transmissions

over 95% under Curve 0%. In the 100 user network,
GCN with high resiliency delivers over 91% of pack-
ets under Curve 50%, and delivers almost 100% under
Curve 0%.

While packet delivery is the purpose for any network
protocol, future networks of power and bandwidth con-
strained smart-objects must be able to reliably deliver
packets using as few transmissions as possible. Figures
17 and 18 shows the bytes transmitted over-the-air to
deliver the tra�c sent for the static and mobile scenar-
ios, respectively. While SMF was the most reliable of
the the di↵erent approaches tested, it came at a very
high cost. SMF floods each packet across the network.
This is particularly ine�cient for the many-to-one traf-
fic pattern, where data will be rebroadcast in areas of
the network far from the destination. Additionally, ar-
eas with a large number of users will have the same
message retransmitted more times than was necessary
to all users receive the packet. In contrast, GCN is able
to achieve delivery rates comparable to flooding while
using an order of magnitude fewer network resources
than SMF. GCN is able to selectively choose how many
users will relay data in any given area, and is able to
keep that number of users relatively constant regard-
less of the packet error rate being experienced. Fur-
thermore, the many-to-one tra�c pattern uses targeted
flooding to reliably transmit a packet towards its in-
tended destination, as opposed to SMF that causes each
packet to flooded throughout the entire network. GCN
allows for highly resilient communication without uti-
lizing significant network resources. AODV and GCN
utilize a comparable amount of network resources, but
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Figure 18: Mobile network: over-the-air transmissions

as was shown earlier, AODV is unable to reliably deliver
packets in a lossy network. Under Curve 50%, AODV
had delivery rates ranging from 0% to 12%, while GCN
had delivery rates ranging from 82% to 100%.

5. CONCLUSION
In this paper, we introduce Group Centric Network-

ing (GCN), which is designed to provide resilient and
scalable multi-hop wireless communications for emerg-
ing networks of smart-objects. We anticipate that these
devices will operate collaboratively as a group in some
local region. Hence, the predominant of form of tra�c
will not be long-distance, but will rather be between
members of the group. Additionally, many of these de-
vices will be resource limited and will be operating in a
lossy environment. To enable e�cient communications
under these conditions, GCN is designed to use mini-
mal network resources for data dissemination and to be
highly robust to packet loss and mobility.
To verify our approach, and to compare against other

wireless networking schemes, we fully implement the
GCN protocol in a manner that enables experimenta-
tion in NS3, a real-time emulation environment, and
on real hardware communicating over-the-air. We find
that GCN utilizes up to an order of magnitude fewer
network resources than traditional wireless networking
schemes, while also achieving superior connectivity and
resiliency.
We are currently continuing with research and devel-

opment for GCN, with areas of study including: us-
ing GCN in a multi-channel system, using GCN with
systems of directional smart-antennas, additional ap-
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proaches for resiliency in GCN, and using GCN to sup-
port data-centric networking applications.
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