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ABSTRACT 

Over the past 15 years, the United Kingdom (UK) Ministry of Defence (MoD) and the United 
States (US) Air Force Research Laboratory (AFRL) have collaborated to develop a US-UK laser 
range safety tool, the Military Advanced Technology Integrated Laser hazarD Assessment (MA-
TILDA) tool.  MATILDA uses Probabilistic Risk Assessment (PRA) techniques to perform laser 
safety and hazard analysis in support of airborne laser designator use during test and training ex-
ercises on military ranges.  The initial MATILDA tool, MATILDA PRO Version-1.6.1, was 
based on the 2007 PRA model developed to perform range safety clearances for the UK Thermal 
Imaging Airborne Laser Designator (TIALD) system.  The 2007 TIALD model was an approxi-
mation that assumed flat terrain on the range (Smooth Earth TIALD Model), a conservative ap-
proximation valid in all terrain.  Over the past five years, however, an enhanced version, MA-
TILDA PRO Version-2.0.3, has been produced.  The enhanced tool is based on an updated 
(2012) TIALD model, which has more complex PRA algorithms appropriate for hilly terrain 
(Rough Earth TIALD Model).  For reasons of length, documentation of the mathematical algo-
rithms and computational procedures incorporated in MATILDA PRO Version-2.0.3 has been 
divided between two AFRL Technical Reports.  This Technical Report, designated Part I, con-
tains documentation of the computational procedures for probabilistic fault/failure laser hazard 
analysis.  The second Technical Report, designated Part II, will document the fault-free laser 
hazard analysis. 

1 INTRODUCTION 

Over the past 20 years, the US Department of Defense (DoD) has funded the development of 
airborne, ground-based, and ship-borne High Energy Laser (HEL) weapons systems, primarily 
for Counter-Rocket, Artillery, and Mortar applications. The development, and potential deploy-
ment, of an increasingly wide range of military laser systems with higher energies, and hence, 
greater hazard potential, is leading to a requirement for more sophisticated means of assessing 
the real risk of hazardous exposure to operational personnel and strategic assets. Standard deter-
ministic risk analysis methods [1,2], based on Maximum Permissible Exposure (MPE) limits 
[3,4], are inadequate to assess the potential risk posed by test and deployment of HEL systems. 
Deterministic models do not account for the unpredictable errors that inevitably occur in outdoor 
range tests, training, and/or operational use. They also give only a binary safe/unsafe assessment, 
without providing a quantitative risk assessment for “unsafe” scenarios.  

Recently, attention in the DoD has turned to Probabilistic Risk Assessment (PRA) models [5,6] 
as an alternative for performing laser hazard analysis for high output lasers in outdoor environ-
ments [7-12].  These models can incorporate errors and uncertainties, using probability distribu-
tion functions, and they can provide a quantitative probability of injury to personnel or damage 
to hardware.  Over the past 15 years, in response to DoD requirements, the United States (US) 
Air Force Research Laboratory (AFRL) has collaborated with the United Kingdom (UK) Minis-
try of Defence (MoD) to develop a jointly-owned, PRA-based, laser range safety tool, the Mili-
tary Advanced Technology Integrated Laser hazarD Assessment (MATILDA) tool [13-17].  This 
collaboration has been covered, sequentially, by two US-UK Project Arrangements (PAs): No. 
DOD-MOD-AF-06-0004 (2007-2012) and No. DOD-MOD-AF-12-0004 (2012-2017). 
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The UK MoD has been using laser PRA models to support military laser tests at UK ranges for 
the past 40 years. PRA analysis is essential for range testing in the UK, where ranges are typical-
ly quite small and located near to populated areas.  Only by quantifying laser hazards using PRA, 
and comparing these to a maximum acceptable risk level, can the MoD authorize laser testing on 
small ranges, where the beam has a finite probability of escaping the Controlled Range Area 
(CRA). The US-UK collaboration was initiated because the USAF considered it highly desirable 
to leverage UK expertise in this area, with the long term goal of producing probabilistic laser 
safety tools to meet future DoD laser safety needs. The quid pro quo was a trade of UK expertise 
in probabilistic laser hazard analysis and PRA mathematical modeling for US expertise in the 
development of advanced software tools for laser hazard analysis and laser range safety.  

Initial MATILDA code development (2007–2012) was based on the PRA “partition” model de-
veloped to perform range safety clearances for the UK Thermal Imaging Airborne Laser Desig-
nator (TIALD) system. The TIALD model “fault-free” laser hazard analysis is geometrically 
similar to the standard risk analysis methods currently used for laser safety clearances on US 
ranges [1]. However, the TIALD model contains an additional probabilistic hazard analysis 
component, which assesses probability of injury to an unprotected person outside of the CRA in 
the event of a fault or failure in the laser directional control system.  The TIALD model was cho-
sen as the basis for the initial MATILDA tool because it was the most advanced UK laser PRA 
model available at the time when code development began (2007). 

The final deliverable (2012) under the first PA was a code designated MATILDA PRO Version-
1.6.1, which was a tested and validated software tool containing the complete 2007 TIALD mod-
el. It included a calculation of safe firing zones for fault-free operation, calculation of the proba-
bility of injury to an observer off the range in the event of system fault/failure, and a sophisticat-
ed graphics and terrain mapping package to illustrate the results. The Graphic User Interface 
(GUI) was based on open-source Geographic Information System (GIS) technology that inte-
grates relevant laser system performance parameters with environmental data appropriate to the 
range location where the system is being operated.  A previous AFRL Technical Report [16] 
documented the mathematical algorithms and computational procedures incorporated in MA-
TILDA PRO Version-1.6.1, and provided the mathematical basis for future code development 
and improvements.  

Advanced MATILDA code development (2012-2017), under the second PA, has been based on 
incorporation of an updated TIALD model. The 2007 TIALD model was an approximation that 
assumed flat terrain on the range (Smooth Earth Model). The Smooth Earth Model is a conserva-
tive approximation in laser safety terms, since hills and elevated terrain generally provide shield-
ing and reduce risk. A less conservative and more realistic model was desirable, however, since 
it would produce reduced hazard estimates and fewer constraints on range tests. By 2012 an up-
dated TIALD model had been developed, with more complex PRA algorithms appropriate for 
hilly terrain (Rough Earth TIALD Model). This model uses input data from the Digital Terrain 
Elevation Data (DTED) database, developed by the National Aeronautics and Space Administra-
tion (NASA).  The final deliverable under the second PA will be a code designated MATILDA 
PRO Version-2.0.3, which is a tested and validated software tool containing the complete Rough 
Earth TIALD Model.   

For reasons of length, documentation of the mathematical algorithms and computational proce-
dures incorporated in MATILDA PRO Version-2.0.3 has been divided between two AFRL 



3 
 Distribution A: Approved for public release; distribution unlimited. PA Case No: TSRL-PA-2017-0169 

The opinions expressed on this document, electronic or otherwise, are solely those of the author(s). They do not represent an endorsement by or 
the views of the United States Air Force, the Department of Defense, or the United States Government. 

Technical Reports, which will once again provide the mathematical basis for future code devel-
opment.  This Technical Report, designated Part I, contains documentation of the computational 
procedures for probabilistic fault/failure laser hazard analysis.  The second Technical Report, 
designated Part II, will document the fault-free laser hazard analysis. Section 2 of this report 
gives a brief summary and overview of the UK Laser PRA Model, the Smooth Earth TIALD 
Model, and the computational structure of the Rough Earth TIALD Model.  Section 3 documents 
the revisions that have been made since 2012 in the old CALCFAULT module, which performs 
the probabilistic fault/failure hazard evaluation in the Ground Plane of the target, using Cartesian 
Coordinates.  The revisions were necessary to provide continuity with the new 3D-
CALCFAULT module, documented in Section 4, which performs the probabilistic fault/failure 
hazard evaluation in the Display Plane of the aircraft, using Spherical Coordinates.  Section 4 
also contains a comparison of the ground plane and display plane evaluation methods.  Sections 
5 and 6 give conclusions and references.   

2 UK LASER PRA MODEL AND MATILDA COMPUTATIONAL MOD-
ELS 

The UK Laser PRA Model and the risk-based approach to laser hazard assessment that underlies 
it has already been extensively documented in past open source publications [11-17], and tech-
nical approach and solution reporting can be found in depth within the initial AFRL Technical 
Report [16], which documented MATILDA PRO Version-1.6.1 and its’ Computational Model 
(Smooth Earth TIALD Model).  Only a brief overview and summary of the UK Laser PRA 
Model and the Smooth Earth TIALD Model is given in Sections 2.1 and 2.2 of this report, with 
the reader directed to past work for a more extensive and detailed description.  Section 2.3 gives 
a brief overview of the Computational Model underlying MATILDA PRO Version-2.0.3 (Rough 
Earth TIALD Model), with an eye to setting the stage for the detailed documentation of this 
model given in later Sections. 

2.1 UK Laser PRA Model 

The primary hazard associated with the use of low-to-moderate power lasers on military ranges 
is potential injury to exposed tissue, in particular the eye.  While protective measures can be ap-
plied for persons within the CRA, the main concern – particularly in the case of airborne laser 
target designators and rangefinders – is avoidance of possible ocular injury to unprotected mem-
bers of the general public, should laser energy escape the confines of the range.  The goal of the 
UK Laser PRA Model is to quantify the expectation value of ocular damage to unprotected ob-
servers outside the CRA, based on range geometry, target location on the range, location and 
population density of surrounding urban areas, laser system parameters (including laser pointing 
errors during no-fault operation and fault conditions), and the planned laser firing locations dur-
ing the test or training scenario.  For airborne laser-target designators, which have been the pri-
mary focus of UK PRA hazard analysis, the flight height and attack track of the aircraft carrying 
the laser designator defines possible firing locations [16].   
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Traditionally, the ocular hazards associated with a laser’s output have been assessed in terms of 
the MPE, from which a corresponding Nominal Ocular Hazard Distance (NOHD) is determined 
[3,4].  The NOHD represents a safe viewing distance, and the area or volume inside the NOHD 
is a hazard zone, within which an unprotected observer is at risk of ocular injury.  Where suffi-
cient real estate is available, it is possible to ensure confinement of the hazard zone within the 
CRA, without imposing onerous restrictions on the permitted laser firing envelope.  In such cas-
es, the laser energy is said to have been “back-stopped” within the range.  Should laser energy 
escape the CRA, however, it is possible that an unprotected observer could have an ocular injury.  
In such cases the zero risk criterion, implicit in standard deterministic risk analysis, creates a sig-
nificant problem for those generating range safety clearances for laser testing and training.  

The UK Laser PRA Model acknowledges that there is always a finite risk of laser energy escap-
ing the CRA, especially during laser fault conditions, and that the actual risk of injury is always 
non-zero, although it may be negligible. The relatively small size of UK ranges enhances this 
risk. Thus, the stringent limitations on laser firing, required to satisfy a zero risk criterion, make 
standard MPE-based risk analysis too inflexible for UK range clearance requirements.  Instead, 
UK range clearance models are probabilistic, and based on the principle of residual risk being 
“As Low As Reasonably Practicable” (ALARP) [2].  The use of the ALARP principle in UK 
hazard assessment arises from the provisions of the UK Health and Safety at Work Act of 1974 
[18].  Given non-zero risks, use of the NOHD as a criterion for risk analysis is unsatisfactory, 
since it does not quantify the probable risk of injury for unprotected observers inside the hazard 
zone.  The UK Laser PRA Model thus uses a probabilistic ocular damage model for 1064 nm 
laser energy, a “dose-response” model, to assess probability of injury.  The model is based on 
laser biological injury data, and relates the dose and the total intra-ocular energy to the response, 
for determining the probability of causing a Minimum Ophthalmoscopically Visible Lesion 
(MOVL) [7].   

ALARP requirements can only be satisfied by the use of a risk-based approach to laser hazard 
assessment.  The outcome of such a risk-based approach is a risk management process, by which 
adverse events, and the inherent uncertainties with which they occur, can be rigorously identified 
and mitigated.  The UK risk assessment process comprises two distinct stages.  The risk analysis 
stage constitutes a hazard assessment of the laser system performance when operating either as 
intended, or in the event of a laser sightline directional control system fault or failure.  The laser 
system hazard assessment in the UK is expressed formally in a Laser Safety Paper (LSP).  The 
hazard assessment for the laser system operation is the subject of the risk management and con-
trol stage.  The Probabilistic Range Clearance Model (PRCM) provides a means by which haz-
ards arising from the laser system operation can be evaluated, and is based on the performance 
assessment described in the LSP.  Laser firing restrictions for a given range, target and attack 
profile combination are generated by application of the PRCM, as encoded in the MATILDA 
tool.   

The risk of an adverse event, such as a laser-induced ocular injury in an unprotected population, 
can be expressed in terms of a “risk chain” comprising three main components [19]: (i) a risk 
source, (ii) an exposure process and (iii) a causal process. This is illustrated in Figure 1.  Uncer-
tainty persists within both the exposure and causal processes over the occurrence of given events, 
such as the misdirection of laser energy in a specific direction or the sustaining of an ocular inju-
ry.  The likeliness of an event occurring may be defined by a fixed value, for simple models, or 
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by a Probability Distribution Function (PDF) for more complex ones. The General Risk Model 
thus falls naturally into a probabilistic structure, the “PE-PI-POD” catastrophic chain of events 
structure, also shown in Fig. 1.  The PCRM, mentioned previously, is the mathematical imple-
mentation of the “PE-PI-POD” chain of adverse risk events model.  Here the “PE-PI” couplet repre-
sents the exposure process and the “POD” element represents the causal process. The “PE-PI-POD” 
structure provides the mathematical basis for the UK probabilistic laser hazard assessment.  

As a start to constructing a mathematical model of the probabilistic laser hazard assessment, the 
risk chain must be broken down into its individual probabilistic elements.  The three main com-
ponents of such a risk chain are: (i) the probability of laser energy being fired in an inappropriate 
direction outside the Controlled Range Area (PE), (ii) the probability of an unprotected observer 
being irradiated by the laser energy (PI), and (iii) the subsequent probability of the irradiated ob-
server sustaining an ocular injury (POD).  These three components can be further decomposed 
into five distinct elements: i) the risk of laser energy being directed outside the CRA; ii) the risk 
of an unprotected observer being irradiated; iii) the risk of the unprotected observer looking in 
the direction of the laser energy (ocular irradiation); iv) the risk of atmospheric scintillation in-
creasing the radiant exposure entering the eye; and v) the risk of the received radiant exposure 
causing ocular damage. Here, the first element is associated with PE, the second and third with 
PI, and the fourth and fifth with POD. 
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Figure 1: The “PE-PI-POD” Catastrophic Chain of Events Model  

UK risk-based range clearance models have been based primarily on two of the three compo-
nents: a probabilistic laser pointing error model (PE), coupled with a probabilistic ocular damage 
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model for 1064 nm laser energy (POD). These have been described in detail in previous documen-
tation [16].  In contrast, due to the complexity of accurately determining the probability of an 
observer being at a particular location, or looking into the laser beam, the PI component has usu-
ally been implemented in a highly simplified version; i.e., these probabilities are typically set to 
unity. The inherent pessimism of this approach can then be mitigated by estimating the expected 
number of observers sustaining a given level of ocular damage in any given laser firing direction, 
based on the size of the beam footprint and the local population density. For this reason the UK 
probabilistic hazard assessment model is also referred to as the UK Expectation Model. 

As indicated above, the UK Expectation Model, which incorporates the PE-PI-POD structure, is 
based on an evaluation of the expected number of unprotected observers who sustain a MOVL 
during an airborne laser firing maneuver, a quantity defined as EMOVL.  The Primary Criterion for 
clearance of a laser firing maneuver is that the expected number of cases of MOVL does not ex-
ceed a pre-defined maximum acceptable value, EMOVLMAX.  A typical maximum acceptable ex-
pectation value for UK range clearances is 10-8 occurrences of MOVL per attack.  (In compari-
son, a typical NASA acceptable expectation value, for injury by falling inert debris, is 10-6 inju-
ries per launch.)  If the Primary Criterion is exceeded, then restrictions on the laser firing enve-
lope are imposed to reduce risk to acceptable levels. Note that the very low risk levels set by the 
Primary Criterion are principally achieved by ensuring that most of the laser energy falls within 
the CRA. 

Once the Primary Criterion is met then two additional precautions, the Secondary and Tertiary 
Precautions, are applied to identify any additional restrictions on the laser firing envelope. The 
Secondary and Tertiary Precautions guard against the possibility of a low likeliness, high impact 
event, in which a high probability of ocular damage to an irradiated observer could be masked by 
a low frequency of occurrence.  The Secondary Precaution evaluates the expected hazard for a 
scenario in which it is assumed that laser energy is misdirected towards a populated area outside 
the CRA.  The acceptable criterion for the Secondary Precaution is that – should laser energy be 
inadvertently misdirected outside the CRA – the expected number of cases of MOVL does not 
exceed a maximum conditional expectation value, ECONMAX.  For the UK, a typical maximum 
value for the Secondary Precaution is on the order of 10-3 to 10-4 occurrences of MOVL per at-
tack.   

The Tertiary Precaution assumes that an unprotected observer has actually been irradiated by a 
single pulse of laser energy.  The acceptable criterion for the Tertiary Precaution is that the prob-
ability of a MOVL for an irradiated individual does not exceed a pre-defined maximum value, 
PMOVLMAX.  For the UK, a typical maximum value for the Tertiary Precaution is 10-1 occurrences 
of MOVL per attack.  The effect of the Tertiary Precaution is to impose a probabilistically de-
fined Minimum Separation Distance (MSD) between the laser and any unprotected observer out-
side the CRA.  In summary, appropriate restrictions are imposed on the laser firing envelope to 
ensure that the Primary Criterion, Secondary Precaution, and Tertiary Precaution, are satisfied.   

The final topic dealt with in this brief overview of the UK Laser PRA Model is the UK Partition 
Model, which determines both the computational structure of the UK TIALD model and its im-
plementation in the MATILDA tool. The UK Partition Model is a specific implementation of the 
UK Expectation Model described above, in which the hazard contributions arising from fault-
free and fault/failure operation of the laser directional control system are “partitioned” and eval-
uated separately.  The overall clearance restrictions defining the permitted laser firing envelope 
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are a composite of the separately and sequentially evaluated restrictions for fault-free and 
fault/failure operation.   

The fault-free portion of the Partition Model is fundamentally a geometric implementation of the 
hazard analysis, based on where in the terrain laser pulses are expected to fall.  Laser pulses 
emitted during fault-free laser operation, which will be the majority of pulses fired during most 
attack runs, will be constrained to fall within the CRA by geometric restrictions on aircraft op-
erations generated during the fault-free analysis.  Consequently, any hazard to the population 
surrounding the range will come from the relatively small number of pulses, which could be 
emitted during fault/failure operation and which might fall outside the CRA. The hazard from 
these pulses is determined by a full probabilistic hazard analysis incorporating the PE-PI-POD 
structure described above.  

The primary products of the fault-free laser hazard analysis are the Fault-Free Laser Firing Zones 
for aircraft flying at each altitude of interest.  A Fault-Free Laser Firing Zone (FFLFZ) is a geo-
metric area within which an aircraft flying at a designated altitude can fire freely at the target. 
For any given attack altitude, the FFLFZ is defined in such a way that all fault-free laser pointing 
errors, which are less than or equal to the maximum fault-free pointing error, produce laser 
beams that fall within the CRA.  Typically, the FFLFZ are evaluated for all compass directions 
around the target, and over a range of aircraft altitudes, in accordance with laser system user re-
quirements.  Each designated aircraft altitude produces a different FFLFZ. The geometry of the 
FFLFZ calculation is similar to the standard risk analysis methods currently used by the USAF to 
establish a safe laser firing envelope [1].  However, the FFLFZ calculation is designed to maxim-
ise the range-to-target at which the laser can be fired, given the extent of CRA available. 

The hazard analysis for fault/failure operation is the fully probabilistic portion of the overall laser 
hazard assessment.  It follows computation of the FFLFZ, considers laser pointing errors in ex-
cess of the maximum fault-free pointing error and is only performed for specific laser firing ma-
neuvers on specific aircraft attack tracks.  Thus, the first step in the fault hazard analysis is to de-
fine the aircraft attack track, attack altitude, and laser firing positions.  A check is then made to 
ensure that the attack scenario complies with FFLFZ restrictions.  Any laser firing maneuvers 
which do not comply with FFLFZ restrictions are eliminated prior to the fault hazard analysis. 
Next, the probabilistic Expectation Model is used to evaluate EMOVL, and this is compared to the 
maximum acceptable value, EMOVLMAX, to determine whether the specified laser firing maneuver 
meets the Primary Criterion for safety clearance.  Finally, if the Primary Criterion is met, then 
the Secondary and Tertiary Precautions are applied, to identify any additional restrictions on the 
laser firing envelope.  

2.2 MATILDA Version-1.6.1 and the Smooth Earth TIALD Model 

 In MATILDA Version-1.6.1, the Partition/Expectation Model is implemented by means of a 
Computational Model known as the Smooth Earth TIALD Model, from which the applicable la-
ser firing restrictions are derived.  The Smooth Earth TIALD Model is composed of three main 
modules, executed sequentially, called RBPROG, CALCZONE, and CALCFAULT.  Prior to 
execution of these modules the input data required for the hazard assessment are first specified. 
There are five types of input data required for a full MATILDA analysis: i) population data for 
the urban and rural areas surrounding the range; ii) laser system parameters; iii) aircraft attack 
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track data; iv) terrain mapping and terrain elevation data; and v) geometric and geographic data 
defining the range and areas surrounding it. The latter includes range boundaries, target position 
on the range, location and boundaries of Urban Areas, and natural geographic features such as 
rivers, lakes, and coastlines.   

The MATILDA tool is currently designed for PRA analysis of air-to-ground laser-target en-
gagements, with an airborne laser designator that is a multiple pulse “all-round line-of-sight” 
system mounted on a strike aircraft.  Important MATILDA input parameters for the laser system 
include: i) pulse energy, peak irradiance, and beam energy distribution; ii) other key beam pa-
rameters such as wavelength, beam divergence, pulse duration, and pulse repetition frequency; 
iii) Fault-Free and Fault Pointing Error Distributions; and iv) the Probability of Fault for the laser
system.  These laser system parameters are obtained by the laser system manufacturer, through 
testing of multiple laser units and averaging of performance data. The data is provided to laser 
safety officers in the Laser Safety Paper. 

The five data types described above may initially be available to the analyst in a variety of phys-
ical units.  For consistency a single system of units must be used in computations. The Meters, 
Kilograms, Seconds (MKS) unit system has been chosen for MATILDA and, with some specific 
exceptions, all data not initially available in MKS units are transformed into them prior to input. 
Another potential problem is that some geographic data types may initially be available in a vari-
ety of coordinate systems, typically local (grid-based) map coordinate systems.  For computa-
tional consistency these are transformed into a single common coordinate system, termed the 
MATILDA Internal Coordinate System (MICS).   In order to bring such local map data into the 
MICS, three different coordinate transformations are performed.  These coordinate transfor-
mations have been described in earlier documentation [16] and will not be discussed here.  

After data input and data transformations are complete, there is one additional set-up procedure 
which must be performed prior to initiating the computational analysis: generation of a mathe-
matical model termed the Terrain Profile Surface, using the digital terrain elevation data and tar-
get location supplied.  Although the Smooth Earth TIALD Model assumes a flat range, a con-
servative safety analysis requires that some allowance must be made for terrain elevation in the 
area surrounding the target, if only to guard against the possibility of short-range irradiation of 
elevated terrain areas where unprotected persons might be present. The Terrain Profile Surface is 
a simplified representation of the terrain elevation in the area surrounding the target.  This theo-
retical surface has the target location as its lowest point.  From that point it rises, in terrain steps 
of steadily increasing height, as we move radially outward from the target in all directions.  Ter-
rain Profile step heights are defined such that the actual terrain heights are always below the sur-
face.  The Terrain Profile Surface thus guards against short-range irradiation of elevated terrain 
areas under the laser-target vector.  It is used in the CALCZONE module, to aid in the proper 
definition of the FFLFZ, which can be affected by the underlying terrain step profile.   

Following data input, preliminary computations, and definition of the range test scenario to be 
analysed, the three computational modules mentioned above are executed. The initial module is 
the Range Boundary Program, known as RBPROG for short. The main purpose of the RBPROG 
algorithm is to define the Controlled Range Area, which will be used in the CALCZONE module 
to define the FFLFZ.  The CRA is a sub-set of the total Range area, which is “star-shaped” with 
respect to a given target.  A CRA is defined to be star-shaped when any radial, ω, emanating 
from the target, crosses the Range boundary only once.  Frequently the initial Range area does 
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not satisfy the star-shaped condition, so a portion of it is truncated to form the star-shaped CRA. 
Extra coordinates are also inserted around the modified CRA boundary to provide appropriate 
computation points for the CALCZONE algorithm.  

The second module, CALCZONE, performs the fault-free laser hazard analysis. Specifically, it 
calculates the FFLFZ for each designated target within the CRA, and for each designated aircraft 
altitude.  The definition of an FFLFZ begins with a set of radials connecting the target to each of 
the CRA boundary points.  For each radial, ω, emanating from the target, CALCZONE computes 
a maximum laser firing range-to-target (ground range), R(ω), such that fault-free laser pointing 
errors (within the maximum error αmax of the laser-target vector) remain within the CRA. This 
requirement results in two such ranges-to-target, Ru(ω) and Ro(ω), corresponding to the need to 
keep “undershoot” and “overshoot” laser pointing errors, respectively, within the CRA, as shown 
in Fig. 2.   

Target

αmax

αmax

Range Boundary

A

A’

R = min{Ru, Ro}

Boundary 
Cut-Off

Figure 2: Fault-Free Overshoot & Undershoot 
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As documented previously [16], the equations for the conditions of undershoot and overshoot 
ranges do not have analytical solutions, but must be solved by iteration.  Once we have calculat-
ed the undershoot and overshoot ranges, Ru(ω) and Ro(ω), corresponding to aircraft height, H, 
and to some radial angle, ω, between the target and the near CRA boundary point, the overall 
maximum firing range, R(ω), is taken to be the smaller of the two.  The FFLFZ for that height 
can then be defined by calculating the set {R(ω): ω [0,2)}, covering all possible radials to any 
boundary point.  The FFLFZ is typically plotted by laying down each range at the proper radial 
angle on the map, plotting the end point of each range vector, and then connecting all the end 
points to make a closed contour about the target. This process is repeated for each proposed at-
tack height.  The nested series of contours produced defines a three-dimensional envelope for 
safe firing of the laser during fault-free operation of the laser directional control system.  For any 
aircraft maneuver, at any given altitude, the FFLFZ defines the maximum range-to-target at 
which the laser may be fired, assuming fault-free operation of the laser directional controls.   

Generation of the FFLFZ contours completes the fault-free laser hazard analysis and lays the 
foundation for the probabilistic fault/failure hazard analysis performed in CALCFAULT.  Prior 
to execution of CALCFAULT; however, a specific laser attack scenario must be defined.  MA-
TILDA provides a feature, the Attack Track Waypoint Editor that allows an analyst to overlay an 
attack track, defined by a series of waypoints, onto the map.  The data entry for waypoints in-
cludes waypoint coordinates, aircraft altitude, aircraft velocity, and whether the laser is firing at 
that waypoint.  With this data, MATILDA compares the proposed attack track against the alti-
tude limitations defined by the FFLFZ and indicates to the analyst those portions of the track that 
are cleared for laser firing and those where laser firing is prohibited.   Only the portion of the at-
tack track that clears FFLFZ restrictions is analysed during CALCFAULT execution. 

The third module, CALCFAULT, performs the probabilistic fault/failure hazard analysis for the 
designated and cleared laser attack scenario, to determine if any additional restrictions must be 
imposed on the laser firing envelope permitted by the FFLFZ.  The CALCFAULT analysis quan-
tifies the actual risk for firing along the designated attack track, in the event of a fault in, or a 
failure of, the laser directional control system. The probabilistic Expectation Model is used in 
this analysis.  Key input parameters for the CALCFAULT analysis include laser system parame-
ters, attack track data, population densities of the Urban Areas surrounding the range (assumed 
uniform and outside buildings), the terrain computational grid (points on the ground for which 
ocular damage probability is computed), and of course, the maximum acceptable value of the 
overall expectation value,  EMOVLMAX.  

Since a fault/failure could occur at any point during the course of the cleared laser attack scenar-
io, a large number of failure cases, each representing a possible failure of the directional control 
system at a different point along the attack track, must potentially be evaluated and their overall 
expectation values compared to the Primary Criterion.  Generally, the number of failure cases 
evaluated is equal to the number of pulses fired during the attack scenario; i.e., the fault hazard 
analysis is performed for a possible failure at each of the laser firing positions. For each laser 
pulse emitted after the fault/failure, the CALCFAULT algorithm evaluates a corresponding ex-
pectation value, eMOVL, that a MOVL will occur in the unprotected population surrounding the 
CRA.  
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The number of pulses emitted after a fault or failure has occurred depends on the pulse repetition 
frequency and the length of time required for the laser to cease firing.  Consequently, the overall 
expectation value, EMOVL, for a particular failure case, is the sum of the individual pulse eMOVL 
values for the period of time during which the laser continues to fire, and before laser firing is 
inhibited.  Restrictions on laser firing are subsequently imposed on those portions of the aircraft 
attack track for which the calculated value of EMOVL exceeds the acceptable limit, EMOVLMAX.  
Additional laser firing restrictions may also be imposed on those portions of the aircraft maneu-
ver that bring the laser to within the applicable MSD of potentially unprotected populated areas.  

Summarizing the material of Section 2.2, hazard analyses done with the Smooth Earth TIALD 
Model require six main computational steps, performed sequentially, using three major computa-
tional modules: RBPROG, CALCZONE, and CALCFAULT.  The initial step consists of data 
input, data transformations, generation of the Terrain Profile Surface, and definition of the range 
test scenario to be analysed.  Second, the RBPROG module is executed to generate the CRA and 
all range boundary points necessary to support the CALCZONE computations. Third, the 
CALCZONE module is executed, generating the FFLFZ for every specified aircraft attack 
height.  Fourth, an aircraft attack track is generated, including proposed laser firing positions, 
and compared to the appropriate FFLFZ restrictions.  The attack track is then modified to ex-
clude those portions of the track where laser firing is prohibited by the FFLFZ.  Fifth, the 
CALCFAULT module is executed to perform the probabilistic fault/failure hazard analysis for 
the designated and cleared laser attack track.  Based on the analysis additional restrictions may 
be imposed on the laser firing envelope permitted by the FFLFZ.  Sixth and last, the Secondary 
and Tertiary Precautions are applied to identify any final restrictions on the laser firing envelope. 

2.3 MATILDA Version-2.0.3 and the Rough Earth TIALD Model 

In the advanced version of MATILDA, MATILDA Version-2.0.3, the Partition/Expectation 
Model is implemented by means of a Computational Model known as the Rough Earth TIALD 
Model, which has more complex PRA algorithms appropriate for hilly terrain.  Here we give a 
brief overview and summary of the main computational steps performed, and the major computa-
tional modules executed, when hazard analyses are done with the Rough Earth TIALD Model. 
This overview is intended as a preliminary modelling approach description to those in later Sec-
tions, which give detailed documentation of the mathematical algorithms and computational pro-
cedures of the major computational modules of the Rough Earth TIALD Model.  

Hazard analyses done with the Rough Earth TIALD Model require seven main computational 
steps, performed sequentially, using four major computational modules: 3D-RBPROG, 3D-
CALCZONE, 3D-CALCTERT, and 3D-CALCFAULT.  Once again, the initial step consists of 
data input, data transformations, generation of the Terrain Profile Surface, and definition of the 
range test scenario to be analysed.  Second, the three dimensional RBPROG module (3D-
RBPROG) is executed.  This consists of executing the two dimensional RBPROG module, to 
generate the CRA and all range boundary points, and then creating a three dimensional range 
boundary (3D-CRA) by assigning an elevation to each boundary point. The elevations assigned 
are equal to the height of the Terrain Profile Step immediately above the boundary point. Third, 
the new three-dimensional CALCZONE module (3D-CALCZONE) is executed, generating the 
FFLFZ in hilly terrain for no-fault laser operations.  A new method, the Circle of Allowed Laser 
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Firing (CALF), is used to determine the FFLFZ in hilly terrain.  Unlike the old method, the 
CALF does not require iterative calculations, producing increased computational efficiency. 
Once again a FFLFZ is generated for every specified aircraft attack height.   

Fourth, the new three-dimensional Tertiary Precaution module (3D-CALCTERT) is executed, 
which modifies the FFLFZ produced by 3D-CALCZONE to mitigate hazards from low probabil-
ity/high consequence events. Once again the CALF method is applied, this time to produce 
FFLFZ restrictions arising from the Tertiary Precaution.   Fifth, an aircraft attack track is gener-
ated and modified, if necessary, to conform to the appropriate FFLFZ restrictions.  Sixth, the 
new three-dimensional CALCFAULT module (3D-CALCFAULT) is executed, to perform prob-
abilistic fault/failure hazard calculations for the cleared laser attack track in hilly terrain.  In 3D-
CALCFAULT the probabilistic hazard calculation is changed from one performed in the Ground 
Plane of the target, using Cartesian Coordinates,  to one performed in the Display Plane of the 
aircraft, using Spherical Coordinates.  This produces simplification of the algorithms and in-
creased efficiency and speed of computation.  Once again, the analysis may impose additional 
restrictions on the FFLFZ laser firing envelope.  Seventh and last, the Secondary Precaution is 
applied to identify any final restrictions on the laser firing envelope. 

3 CALCFAULT: REVISED GROUND PLANE COMPUTATION 

As mentioned previously, since 2012 some revisions have been made in the algorithms for the 
CALCFAULT module, which performs the probabilistic hazard evaluation for the fault/failure 
condition in the Ground Plane of the target, using Cartesian Coordinates.  The basic 
CALCFAULT computational algorithms, described in our first Technical Report [16], are un-
changed; but revisions have been made to the computational algorithms for ground plane evalua-
tion of the single pulse expectation value, eMOVL.  This algorithm provides the expectation value 
that a MOVL will occur, in the unprotected population surrounding the CRA, due to a single la-
ser pulse that escapes the CRA during a fault/failure condition.   The revisions were necessary to 
ensure compatibility with the computational algorithms for display plane evaluation of eMOVL, 
which are presented in Section 4.   The revisions relate to the form and derivation of the Jacobian 
function used to transform the fault laser pointing error Probability Distribution Function 
(PDF), ( , )f   , in the aircraft display plane, to the PDF of the ground-projected fault laser point-
ing errors, used in the ground-plane evaluation.   

3.1 CALCFAULT Computation in the Ground Plane 

As summarized in Section 2.2, CALCFAULT performs the probabilistic fault/failure hazard 
analysis for the designated and cleared laser attack scenario.  Since a fault/failure could occur at 
any point during the course of the cleared attack scenario, the fault hazard analysis is performed 
for a possible failure at each of the laser firing positions.  For each laser pulse emitted after the 
fault/failure, the CALCFAULT algorithm evaluates a corresponding single pulse expectation 
value, eMOVL, that a MOVL will occur due to that pulse escaping the CRA. The overall expecta-
tion value, EMOVL, for a particular failure case, is thus the sum of the individual pulse eMOVL val-
ues for all pulses emitted during the failure event.  Restrictions on laser firing are subsequently 
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imposed on those portions of the attack track for which the calculated value of EMOVL exceeds 
the acceptable limit, EMOVLMAX.   

The overall expectation value, EMOVL(i), of an unprotected observer sustaining a MOVL as a re-
sult of a fault/failure occurring on the i-th pulse emitted during laser firing operations is given by 
[16] 
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where FP  is the probability of a fault occurring on the i-th pulse, m is the maximum number of 

pulses emitted during a fault, and MOVL ( )e i  is the expectation value of an unprotected observer 

sustaining a MOVL as a result of the i-th pulse.  For a ground plane evaluation, the single pulse 
expectation value is given by [20] 
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where D is the range of laser sightline directions over which the integral is evaluated, dA is the 
elemental generic surface area over which the integration is performed, ( , )f    is the PDF repre-
senting the fault laser pointing error relative to the aircraft display plane, the laser sightline error 
relative to the laser-target vector is defined by the angles  ,  , and  

    MOVL, ,g NQ W h        (3.3)

is the expected number of observers sustaining a MOVL if irradiated by a pulse emitted in the 
direction  ,  .  In Eq. 3.3  

eN S (3.4)

is the expected number of observers irradiated by laser energy within the beam footprint of the 
errant pulse, evaluated as a function of the beam footprint area eS  and the local population den-

sity  , and the probability that the observer irradiated sustains a MOVL is represented by the 
function Q, where  
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is the upper-tail of the cumulative standard normal distribution function N(0,1), and the lower 
limit x is given by 
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In Eq. 3.6, 1.715A  , 1.1  , 14.035B   for unaided viewing and  ,h    is the laser energy 

density at the observer assuming in vacuo propagation of the laser beam.  The ground-projected 
beam footprint area eS  is given by 
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tan A

A A

z

x x y y
 

 
 
    

(3.8)

is the elevation angle of the aircraft, located at  , ,A A AA x y z , from the observer location 

 , ,P x y z . 

3.2 Single Pulse Expectation Value: Ground Plane Computation  

In Eq. 3.2, the first integral given for the single pulse expectation value is generic, in that it pro-
vides no specific reference to the geometric space in which the integral is to be evaluated.  In this 
case we wish to perform an evaluation in the ground plane of the target, using Cartesian coordi-
nates, and assuming a Flat Earth.  The Cartesian coordinates are those of the MATILDA Internal 
Coordinate System (MICS) mentioned earlier [16].   The relationship between a laser pointing 

error  ,   and the corresponding ground plane point  ,x y  where the errant pulse strikes will 

need to be determined, and the generic elemental surface area dA  must also be defined in terms 
of the ground-plane evaluation.   

The second integral given in Eq. 3.2 represents the expectation value for the ground plane evalu-
ation 

         MOVL , , , , , ,Ge f x y g x y dxdy         , (3.9)

where     , , ,Gf x y     is the PDF of the ground-projected fault laser pointing errors.   As 

indicated by the third integral in Eq. 3.2, the PDF of the ground-projected fault laser pointing 
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errors is obtained by using a Jacobian function to transform the PDF of the display plane fault 
laser pointing errors [20]:   

     , , ,Gf f J                                                           (3.10) 

An analytic form for          , , , , , ,Gf x y g x y         is generally not available, so that 

the integral must be evaluated numerically.   

In the remainder of Section 3 we define the algorithms required for ground plane evaluation of 
the single pulse expectation value.  In Section 3.3 we discuss two different display plane coordi-
nate systems: a radial coordinate system, producing the set of radial laser pointing errors  ,  , 

and an orthogonal coordinate system, producing the set of orthogonal laser pointing er-
rors  ,  .  Each of the two forms is useful for different applications.  In Section 3.4 we define 

the colatitude and longitude angles  ,  , for an errant laser pulse striking an arbitrary MICS 

ground plane point  ,x y .  In Section 3.5 we define the laser pointing error PDF, ( , )f   , in the 

display plane, which is most conveniently done in a radial coordinate system.   In Section 3.6 we 
define the Jacobian function that transforms the display plane pointing error PDF to the ground-
projected pointing error PDF. This is a function most conveniently derived on the basis of an or-
thogonal  ,   coordinate system.  Finally, in Section 3.7 we discuss the numerical evaluation 

method for the integral in Eq. 3.9.   Before proceeding we should note that the material of Sec-
tions 3.3 to 3.7 is only a condensed summary of the far more extensive documentation produced 
earlier by Dr. Brian Flemming, the TIALD model developer [20].  Readers are directed to earlier 
documentation for more mathematical detail and some derivations. 

3.3 Display Plane Coordinate Systems for Laser Pointing Errors 

There are two different ways in which laser pointing errors in the display plane can be expressed 
relative to the laser-target vector.  As mentioned above, these arise from the use of two different 
display plane coordinate systems: an orthogonal coordinate system, illustrated in Fig. 3(a), which 

produces the set of orthogonal laser pointing errors  ,  , and a radial coordinate system,  
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(a) Orthogonal Pointing Error Model 

 

                                         (b) Radial Pointing Error Model  

 
Figure 3: Laser Pointing Error Coordinate Systems 
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illustrated in Fig. 3(b), which produces the set of radial laser pointing errors  ,  .  Both coordi-

nate systems are alternative variations of a spherical latitude-longitude (lat-long) model. 

The orthogonal coordinate system is best illustrated in terms of an equatorial model in which the 
laser – target vector points out from the centre of the sphere through the intersection of the equa-
tor and the Greenwich prime meridian, as shown in Fig. 3(a).  In this model the azimuth axis is 
oriented with the equator while the elevation axis is aligned with the prime meridian.  An arbi-
trary laser sightline direction can hence be characterised in terms of a “lat-long” pointing error 

 ,   relative to the orthogonal axes, in which   is the latitude (elevation) measured from the 

equator along the prime meridian, and   is the longitude (azimuth) measured from the prime 
meridian along the equator. 

In the radial coordinate system, the radial laser pointing errors  ,   are most familiarly visual-

ised in terms of a polar model, in which the laser – target vector points out from the centre of the 
sphere through one of the poles.  In this approach, the radial position of the laser sightline (the 
elevation angle  ) would correspond to an angular displacement along one of the meridians, 
while the sightline bearing (the azimuth angle  ) would be the angle between that meridian and 
the prime meridian.  However, spherical symmetry means that the laser – target vector can also 
point out through the intersection of the Greenwich prime meridian and the equator, as shown in 
Fig. 3(b).  In this case, the laser sightline radial displacement will be along a great circle, while 
the sightline bearing angle would be measured to the equator.   

Both coordinate systems can be useful, and the analyst can adopt whichever approach is more 
appropriate for the evaluation being carried out.  The equations for evaluation of the single pulse 
expectation value are typically given in terms of the radial pointing errors  ,  , as in Eqs. 3.2 to 

3.10, due to the fact that the laser pointing error PDF in the display plane, ( , )f   , is most con-
veniently expressed in the radial coordinate system.   The laser pointing error distribution in the 
display plane is best considered in terms of a spherical model, where the probability that a laser 
pointing error will occur in a particular angular interval is given by an integration over a spheri-
cal area dS.  The analytical evaluation of spherical area is onerous in an orthogonal coordinate 
system, which is why most derivations of the display plane pointing error PDF use a polar coor-
dinate system and radial pointing errors.  

Logically, a radial form of the display plane pointing error PDF should be transformed into a 
ground plane projected pointing error PDF by a Jacobian function derived in radial coordinates, 
as shown in Eq. 3.10.  Here, however, a problem arises.  A radial coordinate derivation leads to 
singularities in the Jacobian of the ground plane transformation [20].  The orthogonal coordinate 
derivation does not have this problem, and so is the preferred approach.  This raises the problem 
of how to resolve the discrepancy between a display plane pointing error PDF, expressed in 
terms of the radial pointing errors  ,  , and a Jacobian expressed in terms of the orthogonal 

pointing errors  ,  .  For a general case, with a non-uniform display plane pointing error PDF, 

this problem has no clear solution, which is why evaluation of the single pulse expectation value 
in the display plane, discussed in Section 4, is preferred.  For display plane evaluation no Jacobi-
an transformation is needed, and any form of the display plane pointing error PDF, uniform or 
non-uniform, can be used. 
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A solution to this problem is possible for the ground plane evaluation, however, for the special 
case of a circularly-symmetric uniform pointing error distribution.  In this case it can be shown 
that a uniform pointing error distribution generated in one coordinate system is equivalent to that 
generated in another [20], and we have 

   , ,f f     .        (3.11) 

For this special case, the display plane pointing error PDF, ( , )f   , can indeed be transformed by 

a Jacobian expressed in terms of the orthogonal pointing errors  ,  .  Over the remainder of 

Section 3, therefore, we will define the algorithms for the ground plane evaluation of the single 
pulse expectation value, with the caveat that they apply to the case of a uniform pointing error 
distribution only.   We will use radial coordinates, and radial laser pointing errors  ,  , except 

in Section 3.6, where we derive the Jacobian function in the orthogonal  ,   coordinate sys-

tem.   

3.4 Colatitude and Longitudinal Angles  

Since we work primarily in radial coordinates, a good starting point for the ground plane evalua-

tion is to define the colatitude and longitude angles  ,  , for an errant laser pulse striking an 

arbitrary MICS ground plane point P.  Two Cartesian coordinate systems, with their origins at 
the target in the ground plane, will be used for this analysis [20]: the MICS with axes (x, y, z) and 

an “aircraft display” system with axes ( Dx , Dy , Dz ) .  The geometry of the aircraft position rela-

tive to the MICS axes is shown in Fig. 4, where the aircraft position relative to the target T in 

MICS is defined by its position vector  , ,A A AA x y z , Ax  and Ay  are the MICS eastings and 

northings of the aircraft, respectively, and Az  is the MICS height of the aircraft above the target. 
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Figure 4: Aircraft - Target Geometry 

Note that the azimuth angle A  is defined relative to the positive MICS x-axis, and is given by 
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. (3.12)

The elevation angle  E  is given by 

1

2 2 2
sin A

E

A A A

z

x y z
 

 
 
   

. (3.13)
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The aircraft display plane axes relative to the MICS are shown in Fig. 5. 

Figure 5: Aircraft Display Axes 

To obtain the aircraft display axes, the MICS axes must be rotated so that the Dz -axis is pointing 

directly towards the aircraft, and the Dx  and Dy  display axes are pointing upwards and right-

wards, respectively, as seen from the perspective of the laser system operator.  The axes rotation 
may be carried in a single operation by the combination of two rotations:  

 a rotation  about the MICS z -axis through an angle 
2A

  
 

 a rotation about the local display Dx axis through an angle 
2 E

   
 

. 

Thus, if the MICS x, y, and z-axes are represented by the unit vectors [1, 0, 0], [0, 1, 0], and 
[0, 0, 1], respectively, then the unit vectors in the local display axes are given by: 

sin

ˆ cos

0

A

D Ax




 
   
  

(3.14) 
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 
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 
   
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    (3.15) 
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 
 



 
 
 
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    . (3.16) 

The geometry of an arbitrary point  , ,P P PP x y z  in the ground-plane is illustrated in Fig.6. 

Figure 6: Colatitude and Longitude 

The colatitude angle   is the angle between the laser – target vector AT (i.e. the negative z  ax-

is) and the laser Line of Sight (LOS) to the point P , represented by the vector AP, and is ob-

tained through use of the dot product, so that 
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1cos
AT AP

AT AP
   
   

 
      , (3.17) 

where AT  and AP  are the magnitudes (lengths) of the vectors AT  and AP , respectively, 

and the open rectangle represents a dot product.  The longitude   is the angle between the local 

Dx  display axis and the projection TP  of the vector TP  in the display axes  ,D Dx y  plane, 

where TP  is the vector between the target and the ground-point P.  A clearer illustration of the 
geometry of the point P  and its’ relation to the longitude is provided in Fig. 7. 

Figure 7: Longitude 

From the diagram, the length of the vector TP  is 

tanTP AT             , (3.18) 

and the length of the vector AP  is 
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cos

AT
AP


             ,                                    (3.19) 

so that the coordinates of  , ,P P PP x y z     can be determined from the set of parametric equa-

tions  

                                                              

 
 
 

P A P A

P A P A

P A P A

x x t x x

y y t y y

z z t z z







  

  

  

                                          (3.20) 

where 

                                                                    
cos

AT
t

AP 
       .                                         (3.21) 

The angles  ,   that the projection TP’ makes with the display axes Dx  and Dy  are given by   

                                                               1cos D

D

P x

P x
   
    

                                           (3.22) 

and 

                                                               1cos D

D

P y

P y
   
    

     ,                                      (3.23) 

respectively.  Hence, the required longitudinal angle   is given by 

                                           
for 0 and 0

2

for 0 and
2

   

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     
    


          .                 (3.24) 

The longitude   is set to zero, for computational purposes, in the special case when the ground 
point P  is coincident with the target. 

 

3.5 Laser Pointing Error Distribution Function in the Display Plane 

As discussed in Section 3.3, the choice of the display plane coordinate system for the laser point-
ing error PDF drives the form of the Jacobian needed for the display plane to ground plane trans-
formation given in Eq. 3.10.  In theory, either the radial or the orthogonal coordinate system de-
scribed in Section 3.3 could be used.  In practice, the display plane laser pointing error distribu-
tion is best considered in terms of a spherical model, using spherical coordinates, where integra-
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tion is done over a section of a spherical surface.  Since analytical evaluation of a spherical area 
is onerous in orthogonal coordinates, the problem lends itself naturally to derivation in the radial 
coordinate system, using the set of radial laser pointing errors  ,   derived in Section 3.4.  

As shown in Fig. 8, the spherical coordinates of a point S  on the surface of a sphere are 

 , ,r   , where r  is the radial distance from the origin O ,   is the colatitude angle measured 

with respect to the positive z  axis (i.e. the North pole), and   is the longitudinal angle from the 
positive x  axis. 

Figure 8: Spherical Coordinate System 

The corresponding spherical coordinates  , ,s s sx y z  relative to the positive z  axis are given by  

sin cos

sin sin

cos

s

s

s

x r

y r

z r

 
 






     . (3.25) 

For laser hazard analysis purposes it will be convenient to describe the laser pointing errors rela-
tive to the negative z  axis aligned with the laser – target vector.  In this case, the point S will 
have coordinates  
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 

  
        ,                             (3.26) 

where      is the colatitude angle relative to the negative z  axis.  The primary difference 
between Equations 3.25 and 3.26 is that the sz  coordinate, when expressed in terms of the co-

latitude angle  , has become negative.  Thus, for all practical purposes, the colatitude angle   
can be taken to be measured relative to the laser – target vector and the laser pointing errors can 
be easily described in terms of a radial  ,   model, with random variables   and   represent-

ing the colatitude (polar) and longitude (azimuthal) angles respectively on a unit sphere ( 1r  ).  

 
Assuming a radial pointing error model, Fig. 9 illustrates the probability of a laser pointing error 
occurring within an elemental angular cone  ,d d     , relative to the laser-to-target vector. 

 

 

 
 

Figure 9: Probability of a Laser Pointing Error 

 

The proportion of laser pointing errors within the elemental range  ,d d      will also oc-

cur in an elemental surface area, dS, where 
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                                                             2 sindS r d d        ,                                               (3.27) 

and where sindS d d    for a unit sphere ( 1r  ).  The presence of the sin  term implies that 
the size of dS  decreases as the polar angle   approaches the poles at 0   and   .   

For a given display plane pointing error PDF in radial coordinates,  ,f   , the corresponding 

Probability Density Element (PDE) on the surface of the (unit) sphere is  ,f dS  .  From Eq. 

3.27 with r = 1   

                                                     
   

 
, , sin

,S

f dS f d d

f d d

      

   




        ,                               (3.28) 

where  ,Sf    is the PDF of pointing errors on the sphere, given by 

                                                           , , sinSf f     .                                                 (3.29) 

There are hence two distributions associated with a spherical surface, namely  ,f    and 

 ,Sf   . While  ,f    is the PDF of pointing errors in display axes,  ,Sf    is the equivalent 

PDF on a spherical surface taking into account the distortion introduced in the transformation 
from a Cartesian to a spherical space. 

Now let  ,f    represent the fault laser pointing error PDF for pointing in some colatitude di-

rection   and longitudinal direction  , where the angular ranges are   

 max0 2 and 0       , 

and max  is the maximum fault laser pointing angle.  The probability that a laser pulse will pass 

through any point located on the surface of the unit spherical sector defined by this angle space is 
unity.  That is: 

                                         
max max2 2

0 0 0 0

, , sin 1Sf d d f d d
  

                .                       (3.30) 

Assuming a circularly-symmetric uniform pointing error distribution 

                                                           max
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
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gives 
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As discussed in Section 3.3, there is a discrepancy between the display plane pointing error PDF, 
best derived in a radial  ,   coordinate system, and the Jacobian for the display plane to 

ground plane transformation, which must be derived in an orthogonal  ,   coordinate system 

to avoid singularities in the function.  The discrepancy can be resolved for the ground plane 
evaluation involving the special case of the circularly-symmetric uniform pointing error distribu-
tion given in Eq. 3.31.  In this case it can be shown that a uniform pointing error distribution 
generated in one coordinate system is equivalent to that generated in another [20], giving 

 

                                                       , ,f f     .                                                             

 

For this special case, the display plane radial pointing error PDF, f  ,  , can be transformed by 

a Jacobian expressed in terms of the orthogonal pointing errors  ,  .  We now turn to defini-

tion of the Jacobian function in the orthogonal  ,   coordinate system. 

 

3.6 Jacobian Function in Orthogonal Coordinates  

We begin our definition of the Jacobian function with a discussion of the relationship between 
the display plane orthogonal  ,   coordinate system, a new ground plane Cartesian coordinate 

system with axes (u, v, w) oriented to the laser-target vector, the MICS with axes (x, y, z), and the 
laser projection geometry from the display plane to the ground plane [20].  The laser projection 
geometry, relative to the new (u, v, w) coordinate system, is shown in Fig. 10.  Like the MICS, 
the (u, v, w) coordinate system has its origin at the target T in the ground plane, and its vertical 
w-axis is coincident with the MICS z-axis.  The difference between the two Cartesian coordinate 
systems lies in the orientation of the axes in the ground plane.  The MICS positive x and y axes 
are fixed, and assumed to point east and north, respectively. In contrast, the orientations of the u 
and v axes vary in time, as a function of the time-varying position of the aircraft and laser. Their 
orientations, at any particular instant in time, are defined such that the aircraft/laser position at 
point A, the target T, and the laser-target vector between them all lie in the v-w plane, as shown 
in Fig. 10.   

The illustration also shows the effect of the fault laser pointing error: a laser LOS with angular 
pointing errors  ,  relative to the laser-target vector, and striking the ground plane at an arbi-

trary point P = (u, v, w).  The distances between the aircraft and the target, and between the air-
craft and the point P , are 0R  and R  respectively, and the downwards elevation angle of the la-

ser-to-target vector relative to the local horizontal is E .    
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Figure 10: Laser Projection Geometry 

  
Fig. 10 does not indicate the aircraft flight path.  The simplest attack track would be one in which 
the aircraft flies directly at the target, in the direction of the positive v-axis; however, we wish to 
consider a more general aircraft path, offset to one side of the target, as shown in Fig. 11.    

 

 
 

Figure 11: Aircraft Path Geometry 
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Figure 11 illustrates the aircraft path geometry from above, projected onto the ground plane, and 
shows the aircraft position relative to both ground plane Cartesian coordinate systems.  Once 
again the laser-target vector lies in the v-w plane.  The aircraft position in the MICS is given 
by  , ,A A AA x y z , where Ax  and Ay are the MICS eastings and northings of the aircraft respec-

tively, and Az  is the MICS height of the aircraft above the target.  The critical angles shown in 

Figs.10 and 11 can all be computed from the aircraft MICS coordinates.  The aircraft bearing an-
gle A  relative to the positive MICS x-axis is given by 

1

1

1

tan 0

tan 0 0
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  . (3.33) 

The elevation angle  E  is given by 

1

2 2 2
sin A

E

A A A

z

x y z
 

 
 
   

(3.34)

(Note that these expressions are identical to those of Equations 3.12 and 3.13, previously given 
in Section 3.4. )  The  , ,u v w  axes are oriented at a rotation angle  

2A

   (3.35) 

 relative to the MICS  , ,x y z  axes.   

The bearing and rotation angles in Eq, 3.35 can have either positive or negative values, depend-
ing on the quadrant in which the aircraft is located and whether the angle represents a counter-
clockwise or clockwise rotation from the positive x-axis.  The four quadrants in which the air-
craft can be located, and the bearing and rotation angles for each, are illustrated in Fig. 12. 
Comparing these quadrant orientations to that of Fig. 11, we can see that the aircraft there is 
south-west of the target, and that both the bearing and rotation angles are negative (clockwise 
rotation with respect to the positive x-axis).  A “quadrant-sensitive” value of  A  may be evalu-

ated using the “atan2” function that is often included as a standard function in most modern 
mathematical computation packages.    



 

31 
 Distribution A: Approved for public release; distribution unlimited. PA Case No: TSRL-PA-2017-0169 

The opinions expressed on this document, electronic or otherwise, are solely those of the author(s). They do not represent an endorsement by or 
the views of the United States Air Force, the Department of Defense, or the United States Government. 

 

  

    (a) North-East Quadrant                (b) South-East Quadrant 

  

  (c) North-West Quadrant            (d) South-West Quadrant 

 
Figure 12: Aircraft Positions in Four Quadrants 

 

A coordinate transformation of the point P from MICS  , ,x y z  coordinates to  , ,u v w  coordi-

nates, using the rotation angle of Eq. 3.35 gives [20]: 

                                                            
cos sin

sin cosA A

u x y

x y

 
 

 
  

                                         (3.36) 

and  
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sin cos

cos sinA A

v x y

x y

 
 

  
  

  .                                       (3.37) 

Having examined the relationship between the various coordinate systems, aircraft positions, 
bearing angles, and the laser projection geometry, it is clear that derivation of a Jacobian ex-
pressed in terms of the orthogonal pointing errors  ,   is best performed using the rotated 

 , ,u v w  coordinate system.   Since both the display plane orthogonal  ,   coordinate system 

and the ground plane Cartesian (u, v, w) coordinate system are oriented with respect to the laser-
target vector, the math is simplified by this choice of coordinates.   

Assuming a flat-Earth model, the change of variables theorem allows us to express the display 
plane orthogonal pointing error PDF, ( , )f   , the ground-projected pointing error PDF,  

fG  ,  , and the Jacobian that transforms one to the other, in terms of  (u, v) coordinates. Thus, 

the transformation to the ground-projected pointing error distribution may be expressed as  

                                                     , , , ,Gf u v f u v u v J                                          (3.38) 

where 

                                               u uJ
u v v u

v v

 
   

 

 
      

     
 

                                      (3.39) 

is the determinant of the Jacobian matrix of the partial derivatives of  ,u v  and  ,u v  with 

respect to u and v .  The final step in producing the required expression for the Jacobian is thus 
the derivation of the partial derivatives. 

Returning to the laser projection geometry, Fig. 13 illustrates the ground-projected footprint of a 
circularly-symmetric pointing error cone with a circular cross-section.  The ground-projected 
footprint will be a conic section, as will the footprint of a circularly-symmetric laser beam.  An-
other useful view, shown in Fig. 14, is the projection of the pointing error cone on an orthogonal 
plane, specifically a plane through T and perpendicular to the laser-target vector.  
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Figure 13: Pointing Error Cone Projection 

Figure 14: Orthogonal Pointing Error Cone Projection 
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To determine the projection of the pointing error cone on the ground plane consider an arbitrary 
laser LOS within the pointing error cone, emanating from the laser source with bearing  ,   

relative to the laser-target vector, and impinging on the ground plane at a point  , ,P u v w . The 

interception of this laser LOS with the ground plane can be modelled as the interception of a 
straight line with a flat plane [20].  From Fig. 14, the laser source at the point A  has co-ordinates 

   4 4 4 0 0, , 0, cos , sinE EA v w R Ru     , (3.40) 

and the co-ordinates of a point C , representing the intersection of the laser LOS with the orthog-
onal plane, are 

   5 5 5 0 0 0, , tan , tan sin , tan cosE Ev w R R RC u       .              (3.41) 

The co-ordinates of the point  , ,P u v w  in the ground plane are now related to A  and C  by 

 P A t C A                                                   (3.42) 

so that 

 
 
 

4 5 4

4 5 4

4 5 4

u u t u u

v v t v v

w w t w w

  

  

  

    . (3.43) 

From Eqs. 3.40 and 3.41, we have expressions for the  , ,u v w  coordinates of A  and C  in terms 

of the bearing angles  ,  , leaving only t undetermined in Eq. 3.43.  Since the point P is in the 

ground plane, however, we can set  

 4 5 4  0w w t w w    . (3.44) 

Solving this for t and inserting the result into Eq. 3.43, we have 

  0
4 5 4

tan sin

tan cos sin
E

E E

R
u u t uu

 
  

    


(3.45) 

  0
4 5 4

tan

tan cos sin
 

E E

R
v tv v v


  

    


(3.46)  

Now, from Eqs. 3.44 to 3.46 we can obtain 
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(3.47) 

and 
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(3.48) 

From these expressions the key partial derivatives are 
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and 

 
0

2 2 2
0

sin

cos sin
E

E E

R

v R v v


 




  
(3.50) 

Note that, since  

0
u





(3.51) 

there is no requirement to evaluate 
v




.  The Jacobian of Eq. 3.39 now becomes 
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              (3.52) 

and the transformation to the ground-projected pointing error distribution can be written 

        
     
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 
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

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 (3.53) 

Finally, again using change of variables, the transformation of Eq. 3.53 can also be written in 
MICS coordinates as 
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where 
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  (3.55) 

3.7 Single Pulse Expectation Value: Numerical Evaluation 

Our final topic in Section 3 is discussion of a numerical evaluation method for the single pulse 
expectation value integral given in Eq. 3.9.  First, however, as a convenience to the reader, we 
will give a brief summary of the algorithms already presented in Sections 3.1-3.6, clarifying the 
order in which these equations are used in the CALCFAULT computational flow.  Hopefully, 
this will help place the numerical evaluation discussion in context, since it is easily possible to 
lose track of the forest for the trees.  

As stated in Section 3.1, CALCFAULT performs the probabilistic fault/failure hazard analysis 
for a possible failure at each of the laser firing positions on the cleared laser attack. The overall 
expectation value, EMOVL, of an unprotected observer sustaining a MOVL as a result of a 
fault/failure occurring on the i-th pulse, is the sum of the single pulse expectation values, eMOVL, 
for all pulses emitted during the failure event, as given by Eq. 3.1: 

   
1

MOVL MOVL
0

m

F
j

E i P e i j




 

For a ground plane evaluation, the single pulse expectation value is given by Eq. 3.9: 

         MOVL , , , , , ,Ge f x y g x y dxdy        

Since an analytic form of the integrand          , , , , , ,Gf x y g x y         is not generally

available, the integral must be evaluated numerically. In order to do this, we must first be able to 
numerically evaluate each of the two constituent functions of the integrand, the expected number 
of observers sustaining a MOVL, g  ,   , and the ground-projected laser pointing error  PDF, 

fG  ,  .  Each of these functions must be numerically evaluated for every set of colatitude and 

longitude angles  ,  , corresponding to the laser pointing errors for every MICS ground plane 

point  ,x y , that might possibly be struck by the errant laser pulse.  An array of ground plane 

points, with sufficient density to give an accurate analysis and covering the projected laser point-
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ing error cone, will be chosen by the analyst for each scenario evaluated.  Here we summarize 
the evaluation of the two constituent functions for one arbitrary ground plane point. 
We begin with calculation of the aircraft bearing angle, the aircraft elevation angle, and the co-
latitude and longitude angles  ,  , representing an aircraft at position  , ,A A AA x y z in MICS 

coordinates, firing a laser pulse that strikes the ground plane point  , ,P P PP x y z .  This analysis 

approach is the calculation presented in Section 3.4.  The aircraft bearing angle A  relative to 

the positive MICS x-axis is given by Eq. 3.12: 

1

1

1

tan 0

tan 0 0
2

tan 0 0
2

A
A

A

A
A A A

A

A
A A

A

y
x

x

y
x y

x

y
x y

x

















   


   


The aircraft elevation angle  E  is given by Eq. 3.13: 
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   

.

The colatitude angle   and the longitudinal angle   are given by Eqs. 3.14-3.17 and 3.20-3.24, 

respectively, which will not be reproduced here.    

Since the computation of the Jacobian is performed in the rotated  , ,u v w  coordinates, we use 

Eq. 3.35 to calculate the rotation angle between the  , ,u v w  axes and the MICS  , ,x y z  axes:  

2A

     .

Using this rotation angle, the coordinate transformation of the point P from MICS  , ,x y z  coor-

dinates to  , ,u v w  coordinates is now given by Eqs. 3.36 and 3.37: 
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With these preliminary computations complete, we can now numerically evaluate the two con-
stituent functions of the integrand at the ground plane point P.  First, the expected number of ob-

servers sustaining a MOVL, g  ,  , is computed from Eq. 3.3 

    MOVL, ,g NQ W h        , 

where the components of g  ,   are computed from Eqs. 3.4 - 3.8. Next, the ground-projected 

laser pointing error PDF fG  ,   is computed from Eq.3.10   

     , , ,Gf f J        ,      

where the circularly-symmetric uniform pointing error distribution is given by Eq. 3.31 
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and the Jacobian is given by Eq. 3.55 

  
           

0 0

0

2 2 2
0

2 2

, cos sin

, cos , , cos , sin

E

E E E

ER R v x y
J

R v x y u x y R v x y v x y

 

  




   
  . 

While the computations above allow us to numerically evaluate the single pulse expectation val-
ue integrand at any specified ground plane point, numerical evaluation of the integral requires 
evaluation of the integrand over areas of the ground plane, rather than at single points.  

Turning to numerical evaluation methods for integrals, we consider first, as a simple example, 
the evaluation of an integral of a function  f (x), over the single variable x.  Evaluation of the in-
tegral  Y f x dx   may be thought of as determining the area under the curve f (x).  One nu-

merical evaluation method consists of dividing the area under the curve into a series of simpler 
incremental areas and taking the sum.  Each incremental area can be approximated by multiply-
ing the incremental length, (x2 – x1), by the mean of the two function values,  f (x1) and  f (x2), at 
each end of the increment. 

Similarly, evaluation of a double integral of a bivariate function f (x,y), over the variables x and 
y, may be thought of as determining the volume under the surface defined by the function  f (x,y).  
Relating this to Eq. 3.9, the quantity MOVLe  is represented by the volume under the surface de-

fined by the bivariate function  

         , , , , , ,Gf x y g x y         



39 
 Distribution A: Approved for public release; distribution unlimited. PA Case No: TSRL-PA-2017-0169 

The opinions expressed on this document, electronic or otherwise, are solely those of the author(s). They do not represent an endorsement by or 
the views of the United States Air Force, the Department of Defense, or the United States Government. 

To numerically evaluate the integral we divide this volume into a set of incremental volumes and 
take the sum.  Each incremental volume can be approximated by multiplying the incremental ar-
ea A  by the mean of the four values of          , , , , , ,Gf x y g x y         at each corner

of the area, as illustrated in Fig. 15. 

Figure 15: Volume in a Bivariate Integral 

Using this method, the integral of Eq. 3.9 can be approximated by the sum 

   , ,
MOVL
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where 
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and 
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          1 1 1 1,
, , , ,

4

j i j i j i j ij i
g x y g x y g x y g x y

g
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   , (3.58) 

respectively, and where 

 ,
1 1

j i
j j i iA x x y y A     (3.59) 

is the elemental area in the ground plane.  The summation in Eq. 3.56 is over all quadruplets of 
adjacent points in the ground plane.  For computational purposes, the sample data are presented 
in a series of spreadsheet arrays in which the rows and columns represent the MICS y  and x  

axes respectively, and  ,j i  are the appropriate array column and row indices. 

4 3D-CALCFAULT: DISPLAY PLANE COMPUTATION 

Having completed documentation of the CALCFAULT computational algorithms for probabilis-
tic fault/failure hazard evaluation in the ground-plane, we now turn to documentation of the 
computational algorithms for the new 3D-CALCFAULT module, which performs the probabilis-
tic fault/failure hazard evaluation in the Display Plane of the aircraft, using Spherical Coordi-
nates.  The shift to probabilistic hazard evaluation in the display plane produces simplification of 
the algorithms, with increased efficiency and speed of computation, since no Jacobian transfor-
mation is needed for display plane evaluation of the single pulse expectation value.  Another ad-
vantage, mentioned in Section 3.3, is that any form of the display plane pointing error PDF, uni-
form or non-uniform, can be used for display plane evaluation.  (Comparison of the results of the 
two methods can only be done, however, for the uniform pointing error distribution of Eq. 3.31, 
which is the special case for which the ground plane algorithms are valid.)  Finally, display plane 
evaluation is better suited for probabilistic hazard evaluation in hilly terrain. 

4.1 CALCFAULT Computation in the Display Plane 

The computational algorithms for the three-dimensional CALCFAULT (3D-CALCFAULT) 
module are very similar to those of the old CALCFAULT module, given in Section 3.1, the pri-
mary difference being display plane evaluation of the single pulse expectation value.  Those 
equations and computational procedures which are identical will not always be repeated in Sec-
tion 4; instead, for brevity, some of the Section 3 material will simply be referenced.  

As in the old CALCFAULT module, 3D-CALCFAULT only performs the probabilistic 
fault/failure hazard analysis for the designated and cleared portions of the laser attack track. 
Once again it is assumed that a fault/failure could occur at any point during the course of the 
cleared attack scenario, and the fault hazard analysis is performed for a possible failure at each of 
the laser firing positions.  Thus, the overall expectation value, EMOVL, for a particular failure 
case, is once again the sum of the single pulse expectation values, eMOVL, for all pulses emitted 
during the failure event, as given by Eq. 3.1 
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For a display plane evaluation, the single pulse expectation value is given by [21]  
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

E

      ,                       (4.1) 

where D  is the range of laser sightline directions over which the integral is evaluated, dS  is the 
elemental spherical surface area of integration, ( , )f    is the PDF representing the fault laser 
pointing error relative to the aircraft display plane, and the laser sightline error relative to the la-
ser-target vector is once again defined by the colatitude and longitude angles  ,  .  As before 

the expected number of observers sustaining a MOVL, g  ,   is computed from Eq. 3.3 

     MOVL, ,g NQ W h       ,  

and the components of g  ,   are computed from Eqs. 3.4 - 3.8.   

 

Calculation of the aircraft bearing angle, A , the aircraft elevation angle, E ,and the colatitude 

and longitude angles  ,  , representing an aircraft at position  , ,A A AA x y z in MICS coordi-

nates, firing a laser pulse that strikes the ground plane point  , ,P P PP x y z , is once again per-

formed using the relationship between the MICS axes (x, y, z) and an “aircraft display” coordi-
nate system with axes ( Dx , Dy , Dz ) , as previously presented in Section 3.4.  The algorithms and 

computational procedures for these calculations have been given in detail in Section 3.4, and 
summarized in Section 3.7, so they will not be repeated here. 

 
4.2 Single Pulse Expectation Value: Display Plane Computation  

The evaluation of the single pulse expectation value in the display plane is very similar to the 
ground plane evaluation, except that the integration, or numerical summation when numerical 
evaluation methods are used, takes place over an elemental spherical surface area on the unit 
sphere centered on the aircraft, rather than over an elemental surface area in the ground plane.  
Hence, for the display plane evaluation the single pulse expectation value is given by 

                                            MOVL , , sine f g d d          ,                                      (4.2) 
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where the elemental spherical surface area on the unit sphere (r = 1) is given by    

                                                       sindS d d    .                                                           (4.3) 

Once again, an analytic form for the integrand    , ,f g     is not generally available; thus, 

the integral must be evaluated numerically.  As in the ground plane evaluation, this requires nu-
merical evaluation of the two constituent functions of the integrand, ( , )f    and g  ,  , but 

now we must also numerically evaluate the elemental spherical surface area, a topic dealt with in 
Section 4.3.  Happily, this is a somewhat simpler task than evaluation of the Jacobian.  Finally, it 
should be noted that, between the two evaluation methods, 

 

       , , , ,g g x y      , 

but  

       , , , ,Gf f x y      . 

 
Over the remainder of Section 4 we define the algorithms required for display plane evaluation 
of the single pulse expectation value.  In Section 4.3 we discuss evaluation of the elemental 
spherical surface area.  In Section 4.4 we discuss the numerical evaluation method for the inte-
gral in Eq. 4.2.   Finally, Section 4.5 gives a comparison of the ground plane and display plane 
evaluation methods.  Once again we note that the material of Sections 4.3 to 4.5 is only a con-
densed summary of the more extensive documentation produced earlier by Dr. Brian Flemming, 
the TIALD model developer [21].  Readers are directed to earlier documentation, discussed and 
referenced in [21], for more detail. 

 

4.3 Evaluation of Elemental Spherical Surface Area 

Evaluation of the elemental spherical surface area requires projection of a grid of four ground 
plane points, bounding an elemental ground plane surface area, onto the unit sphere centered on 
the aircraft.  This produces a corresponding grid of four display axes points in spherical coordi-
nates, bounding an elemental spherical surface area.  An exact analytic expression can be ob-
tained for the spherical surface area bounded by each quadruplet of display axes points and this 
is the expression required for numerical evaluation of the expectation value integral in Eq, 4.2.   

 

As mentioned previously, the analyst chooses an array of ground plane points for each scenario 
evaluated, with sufficient density to give an accurate analysis and covering the projected laser 
pointing error cone.  The grid of ground plane points in MICS coordinates can be described as a 
set of values, xj, in the x direction (indexed by j), and yi, in the y direction (indexed by i).  By 
convention, the neighbouring grid points are defined north, east and northeast of a given grid 
point.  These are found by incrementing j and i; namely: 
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       1 1 1 1, , , , ,  and ,j i j i j i j ix y x y x y x y   

Note that for a regular grid,  

1 1j j j n j nx x x x x        (4.4) 

and 

1 1i i i n i ny y y y y        (4.5) 

where x  is not necessarily equal to .y   The ground plane grid points may then be projected 
onto a unit sphere centered on the aircraft.  In this case, the projected ground points will still 
form a regular pattern in the display axes, in which each quadruplet of ground points [(xj, yi), 
(xj+1, yi), (xj, yi+1), (xj+1, yi+1)] corresponds to a quadruplet of display axes points in spherical co-
ordinates.  The set of all quadruplets of display axes points form the set S of spherical surface 
areas over which the numerical evaluation (summation) of the integral in Eq. 4.2 is to be per-
formed.  To understand how we perform the projection, we must examine the geometric relation-
ship between the ground plane Cartesian coordinate systems, centered on the target, and the dis-
play axes coordinate systems, centered on the aircraft. 

In Section 3.4 we derived expressions for the colatitude and longitude angles,  ,  , using the 

geometric relationship between the aircraft position, the laser-target vector, the laser projection 
vector to the ground plane point P, the MICS (x, y, z) axes, and a ground-based display coordi-
nate system with axes ( Dx , Dy , Dz ) .  The Dz -axis was oriented to point directly towards the air-

craft, i.e., along the laser-target vector.  Now let us define two display axes coordinate systems, 
centered on the aircraft:  a spherical coordinate system  , ,r   and a corresponding Cartesian 

coordinate system  , ,s s sx y z , whose axes are parallel to the axes ( Dx , Dy , Dz ) . Due to the 

unique geometric relationship between these two Cartesian coordinate systems, the bearing an-
gles  ,   of a ground-based MICS grid point (x, y) can be used to directly define the spherical 

coordinates  , ,r   of an equivalent display axes point, which represents the projection of the 

ground plane grid point onto a sphere of radius r centered at the aircraft.  For a unit sphere, with 
r = 1, the display axes point is essentially defined by the bearing angles  ,   calculated from 

the expressions in Section 3.4.    

An illustration of the geometric relationship between the two display axes coordinate systems 
described above can be seen in Fig. 16.  As shown, the spherical coordinates of a point P, on the 
surface of a sphere of radius r centered at the aircraft, are  , ,r   , where r is the radial distance 

from the origin O (aircraft position),   is the polar or colatitude angle measured with respect to 
the (positive) zs axis, and   is the azimuthal or longitudinal angle from the positive xs axis.  The 

corresponding Cartesian coordinates,  , ,s s sx y z , of the point P are given by  
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where 1r   for a unit sphere.  

Figure 16: Display Axes Coordinate Systems 

It should be noted, from the discussion in Section 3.4, that the positive Dz axis of the ground-

based display coordinate system points upwards to the aircraft from the target, while the negative 
zs axis points downwards to the target from the aircraft. Thus, strictly speaking, the colatitude 
angle   should be measured with respect to the negative  zs  axis.  However, in practice, this sub-
tlety will not matter as the aim is simply to determine the spherical area bounded by the array of 
spherically projected ground points.  Once the distribution of spherically projected points has 
been determined, the orientation of the zs  axis is irrelevant. 

The projection of an array of ground points as seen in spherical coordinates is shown in Fig. 17.   
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Figure 17: Spherically Projected Array of Ground Points 

The spherical area spanned by the array of spherically projected ground points can be approxi-
mated by evaluating the area of each quadruplet of points  
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on the surface of the sphere, where     ,j i
s sx y  is the spherically-projected coordinate of the 

ground point  ,j ix y .  Each spherical quadruplet can be subdivided into two spherical triangles, 

namely 
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and 
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respectively.  The geometry of a spherical triangle is illustrated in Fig. 18.    

Figure 18: Spherical Triangle 

The area   of the triangle is known as the spherical excess and is given by  

a b c     (4.7) 

where a, b, and c are the angles at the vertices A, B, and C of the spherical triangle, respectively.  
The angles a, b, and c can be evaluated using a combination of the cross and dot products.  That 
is  
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C A B A

   
     

(4.8)   

   1cos
A B C B

b
A B C B

   
     

(4.9) 

and 

   1cos
A C B C

c
A C B C

   
     

  , (4.10) 

where A  is the vector OA , B  is the vector OB  and C  is the vector OC .  A similar set of equa-

tions can be developed for the angles a, d, and c of the triangle ADC (note the pattern in which 
the variables occur).  Hence, if  

ABC a b c     (4.11) 

and 

ADC a d c     (4.12) 

are the spherical excesses of the triangles ABC and ADC, then 

ABCD ABC ADC        (4.13) 

is the area of the quadruplet ABCD on the unit sphere.  The area of a spherically projected 
ground plane grid element can hence be evaluated exactly. 

4.4 Single Pulse Expectation Value: Numerical Evaluation 

We now turn to numerical evaluation methods for the display plane single pulse expectation val-
ue given by Eq. 4.2 

   MOVL , , sine f g d d               

Following the same procedure as in the ground plane numerical evaluation discussion of Section 
3.7, we will summarize algorithms already presented in Section 4 and clarify the order in which 
these equations are used in the 3D-CALCFAULT computational flow.  Once again the computa-
tional flow proceeds from numerical evaluation of the integrand at a single point to numerical 
evaluation of the integrand over an area.  Numerical evaluation of the integral is then achieved 
by summation of a series of volumes, where each volume represents the product of an elemental 
spherical area on the unit sphere times the average value of the integrand over that spherical area. 

In order to numerically evaluate the integrand at a single point, we must first numerically evalu-
ate each of the two constituent functions of the integrand at that point: the expected number of 
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observers sustaining a MOVL, g  ,  , and the display plane laser pointing error PDF, ( , )f   .  

As in the ground plane evaluation, each of these functions must be numerically evaluated for 
every set of colatitude and longitude angles  ,  , corresponding to the laser pointing errors for 

every MICS ground plane point  ,x y , which might possibly be struck by the errant laser pulse. 

Based on the discussion in Section 4.3, the spherical projection of the ground plane point onto 
the unit sphere produces a display axes point whose spherical coordinates correspond to the bear-
ing angles  ,  of the ground plane point. 

As in Section 3.7 we begin with calculation of the aircraft bearing angle, the aircraft elevation 
angle, and the colatitude and longitude angles  ,  , representing an aircraft at position 

 , ,A A AA x y z in MICS coordinates, firing a laser pulse that strikes the ground plane point 

 , ,P P PP x y z .  This is the calculation presented in Section 3.4, which will not be repeated 

here.  Projection of the ground plane point onto the unit sphere produces a display axes point 
with spherical coordinates  ,  and Cartesian coordinates 

sin cos

sin sin

cos

s

s

s

x

y

z

 
 






(4.14) 

With these preliminary computations complete, we can now numerically evaluate the two con-
stituent functions of the integrand at the ground plane point P.  First, the expected number of ob-

servers sustaining a MOVL, g  ,  , is computed from Eq. 3.3 

    MOVL, ,g NQ W h       , 

where the components of g  ,   are computed from Eqs. 3.4 - 3.8.  As mentioned previously, 

any form of the display plane laser pointing error PDF, ( , )f   , uniform or non-uniform, can be 

used for the display plane evaluation.  Indeed, this is one of its’ greatest advantages.  In order to 
compare the results of the ground and display plane methods, however, we must use the uniform 
fault laser pointing error distribution given by Eq. 3.31 

   max

1
,

2 1 cos
f  

 



  ,

where the angular ranges are   

max0 2 and 0       , 
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and max is the maximum fault laser pointing angle.  The computations above allow us to numer-

ically evaluate the single pulse expectation value integrand at any specified ground plane point, 
and at its’ corresponding display axes point on the unit sphere. 

Proceeding to numerical evaluation of the integrand over an elemental spherical surface area, for 
each quadruplet of adjacent display axes points on the unit sphere, 
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



we can compute the spherical surface area of the quadruplet ABCD,  ,j i
ABCD , using Eq, 4.13: 

ABCD ABC ADC        

The spherical excesses of the triangles ABC and ADC are given by Eqs. 4.11 and 4.12  

ABC a b c    

ADC a d c    

where Eqs. 4.8 to 4.10 give the angles a, b, and c at the vertices A, B, and C of the spherical tri-
angle ABC and a similar set of equations can be developed for the angles a, d, and c at the verti-
ces A, D, and C of the spherical triangle ADC, by substitution of parameters.   

Now turning to numerical evaluation of the two constituent functions of the integrand, over the 
same quadruplet ABCD, we use the same method as in Section 3.7.  We take the mean of the 
values of each constituent function at the four points, and assume that this is the average value 
over the entire spherical area. Thus we have, 

 
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j i j i j i j i j i j i j i j i
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f f f f

f
                

  (4.15) 

and 

 
                   , , 1, 1, , 1 , 1 1, 1 1, 1
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j i j i j i j i j i j i j i j i

j i
g g g g

g
                

  (4.16) 
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where, for brevity,   
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Finally, the contribution to MOVLe from each quadruplet of spherically-projected ground points 

can be approximated by summation over a series of volumes, where each volume is obtained by 
multiplying the area ABCD  by the mean of the integrand values    , ,f g     at the vertices.

Hence, the single pulse expectation value integral of Eq. 4.2 can be approximated by the sum 

     , , ,
MOVL

j i j i j i
ABCD

i j

e f g   , (4.17) 

where the summation is carried out over all quadruplets of adjacent points on the unit sphere.  

4.5 Comparison of Ground Plane and Display Plane Methods 

Sections 3.7 and 4.4 summarized the numerical evaluation techniques for the ground plane and 
display plane evaluations, respectively, of the single pulse expectation value integral.  Naturally, 
we would like to compare the results of the two methods for some test case.  As mentioned, 
however, the algorithms for the ground plane evaluation, given in Section 3, are valid only for 
the special case of a uniform pointing error distribution. Thus, in comparing the results of the 
ground and display plane methods, we will use the uniform fault laser pointing error distribution 
given by Eq. 3.31.   

For our test case we will use a Test Range consisting of an MICS ground plane area + 5 km 
square, with a user-selectable grid resolution to test algorithm execution times and overall solu-
tion accuracy.   Grid resolutions of 1000 m square, 100 m square, and 30 m square would corre-
spond to Digital Terrain Elevation Data (DTED) Levels 0, 1, and 2 respectively.  An increased 
grid resolution will result in increased algorithm execution times, but might be expected to in-
crease numerical accuracy and result in better agreement between the results of the two methods. 
For this specific test case we will use the DTED Level 0 elemental grid area of 1000 m x 1000 m 
uniformly across the Test Range.   

Once again we assume that the Target position is located at MICS (0,0), with the Test Range ex-
tending 5 km north and south of the Target, along the MICS y-axis, and 5 km east and west of 
the Target, along the MICS x-axis.  With a 1 km square grid, the Test Range consists of 100 grid 
elements, each with an elemental area A = 106 m2.  Note that when evaluating constituent func-
tions at single grid points, 121 values will be obtained, since 121 (x, y) grid points (11 x 11) are 
needed to mark out the 100 (10 x 10) grid areas.  A uniform population density of 50 persons 
km−2 has been assumed for the Test Range, except for a circular Controlled Range Area (CRA) 
of radius 2 km centered on the Target, within which the population density is set to zero.       



51 
 Distribution A: Approved for public release; distribution unlimited. PA Case No: TSRL-PA-2017-0169 

The opinions expressed on this document, electronic or otherwise, are solely those of the author(s). They do not represent an endorsement by or 
the views of the United States Air Force, the Department of Defense, or the United States Government. 

As indicated in Section 3.4, a fundamental requirement of the single pulse expectation value 
evaluation is the correct orientation of the aircraft display axes  , ,D D Dx y z relative to the aircraft 

position and the MICS  , ,x y z  axes.  Section 3.6 indicates that awareness of the MICS quadrant 

in which the aircraft lies is also fundamental to the evaluation (see Fig. 12).  Thus, for a robust 
test of the methods, we will evaluate the ground plane and display plane values of eMOVL for a 
single errant laser pulse emitted due to a control system fault/failure at each of eight different 
aircraft positions, covering the MICS axes and quadrants.  Fig. 19 provides an illustration of the 
aircraft display axes  , ,D D Dx y z for aircraft positions aligned with the MICS  , ,x y z  axes, 

namely 

 Target North: aircraft at MICS position  0,5000

 Target West: aircraft at MICS position  5000,0

 Target East: aircraft at MICS position  5000,0

 Target South: aircraft at MICS position  0, 5000 .

Fig. 20 provides an illustration of the aircraft display axes for aircraft positions located in the 
MICS quadrants, namely 

 Target North-East: aircraft at MICS position  5000,5000

 Target South-East: aircraft at MICS position  5000, 5000

 Target North-West: aircraft at MICS position  5000,5000

 Target South-West: aircraft at MICS position  5000, 5000  .
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Figure 19: Aircraft Display Axes: Aircraft Aligned with MICS Axes 
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Figure 20: Aircraft Display Axes: Aircraft Located in MICS Quadrants 

 
We should note for clarity that the eight test scenarios illustrated in Figs. 19 and 20 show the air-
craft at a variety of heights above the Test Range, mostly quite high (2-5 km), in order to give 
better angles for visualizing the geometry.  For all of our eight test cases, however, the aircraft 
height will be low and uniform at 1000 feet (304.8 m).   

Having laid out the Test Range, grid resolution, CRA, population density on the range, aircraft 
height, and aircraft positions for our eight test cases, all that remains prior to starting the evalua-
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tion is to specify the laser system parameters for the airborne laser designator used to illuminate 
the Target.  For consistency with past work, we will copy the laser system parameters used in a 
previous test case for MATILDA Version 1.6.1 [16], with a few slight modifications. In that pri-
or test case it was assumed that the airborne laser designator was a multiple pulse “all-round line-
of-sight” system mounted on a single-seat strike aircraft.  For a complete fault-free and fault la-
ser hazard analysis, important laser input parameters include: i) pulse energy, wavelength, beam 
divergence, pulse duration, and pulse repetition frequency; ii) Fault-Free and Fault Pointing Er-
ror Distributions; and iii) the Probability of Fault and Laser Switch-off Time in Fault Condition 
for the laser system.  These laser system parameters are obtained by the laser system manufac-
turer, through testing of multiple laser units and averaging of performance data. The data is pro-
vided to laser safety officers in the Laser Safety Paper (LSP), mentioned in Section 2.1.  The la-
ser system parameters for the airborne laser designator used in our test case are given in Table 1.  

 
 

Table 1: Laser System Parameters for the Test Case Airborne Laser Designator 

 
Laser System Parameter   Value 

Fault-Free Pointing Error Distribution Gaussian 

Fault-Free RMS Pointing Error 5 mrad 

Fault Pointing Error Distribution Uniform 

Maximum Fault Pointing Error 0.175 rad (10 deg) 

Probability of Fault 10−4 per attack 

Laser Switch-off Time in Fault Condition 3 seconds 

Laser Wavelength 1064 nm 

Pulse Energy 200 mJ 

Beam Divergence 0.1 mrad 

Pulse Duration 10 ns 

Pulse Repetition Frequency 20 Hz 

 
 
 
Much of the data in Table 1 applies to types of hazard analysis which we will not deal with here. 
For example, the fault free laser pointing error data would only be used in the fault-free laser 
hazard analysis, described in Section 2.1.  The Probability of Fault, FP , the Laser Switch-off 

Time in Fault Condition (3 seconds), and the Pulse Repetition Frequency (20 Hz), would only be 
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used in evaluating Eq. 3.1, for the overall expectation value, EMOVL, of an unprotected observer 
sustaining a MOVL as a result of a single fault/failure event.  In our current test case analysis, 
however, we only wish to calculate and compare the fault-condition single pulse expectation val-
ues, eMOVL .  For this we need the values of the display plane fault laser pointing error PDF, 

( , )f   , specified as uniform, and the maximum fault pointing error value of max 10   . The 

evaluation of the expected number of observers sustaining a MOVL, g  ,  , is based on unaid-

ed viewing of a laser pulse with the wavelength (1064 nm), pulse duration (10 ns), pulse energy 
(200 mJ), and beam divergence (0.1 mrad), listed above. 

We begin the ground plane evaluation, for the aircraft positions in each of the eight test cases, by 
calculating the single point values, at each of the 121 grid points, for the colatitude  , the longi-
tude  , the display plane laser pointing error PDF, ( , )f   , the expected number of observers 

sustaining a MOVL, g  ,  , and the Jacobian,  ,J   .  Equations 3.17, 3.24, 3.31, 3.3, and 

3.55, respectively, are used for these single point calculations.  The single point values of the 
ground-projected laser pointing error PDF,  fG  ,  , can then be calculated from Eq. 3.10, using 

the single point values of ( , )f    and  ,J   .   

Next, using the 121 single point values for each of the two constituent parameters of the ground 
plane integrand,  fG  ,   and g  ,  , we calculate the average values of these constituent pa-

rameters,  ,j i
Gf and  ,j ig , for each of the 100 elemental grid areas, using Eqs. 3.57 and 3.58, re-

spectively.  The elemental area A, from Eq. 3.59, is a constant of value A = 106 m2.  Finally, Eq. 
3.56 is used to evaluate the ground plane single pulse expectation value by summing over all grid 
areas. The single pulse expectation values for each of the eight aircraft positions are: 

 Target North: aircraft at MICS position  0,5000 ; 6
MOVL 4.2494 10e    

 Target West: aircraft at MICS position  5000,0 ; 6
MOVL 4.2494 10e    

 Target East: aircraft at MICS position  5000,0 ; 6
MOVL 4.2494 10e    

 Target South: aircraft at MICS position  0, 5000 ;  6
MOVL 4.2494 10e    

 Target North-East: aircraft at MICS position  5000,5000 ; 4
MOVL 2.2036 10e    

 Target South-East: aircraft at MICS position  5000, 5000 ; 4
MOVL 2.2036 10e    

 Target North-West: aircraft at MICS position  5000,5000 ; 4
MOVL 2.2036 10e    

 Target South-West: aircraft at MICS position  5000, 5000  ; 4
MOVL 2.2036 10e    

It should be noted that the symmetries in the MOVLe  values match that of the test plane set-up. 

We now begin the display plane evaluation, for the aircraft positions in each of the eight test cas-
es, by calculating the single point values, at each of the 121 MICS grid points, for the colatitude 
 , the longitude  , the display plane laser pointing error PDF, ( , )f   , and the expected num-

ber of observers sustaining a MOVL, g  ,  .  Once again Equations 3.17, 3.24, 3.31, and 3.3, 
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respectively, are used for these single point calculations.  Since the test cases are the same, these 
values will be identical to those obtained in the ground plane evaluation.  For display plane eval-
uation single point values of the Jacobian, and the corresponding ground-projected laser pointing 
error PDF, are not needed.   We do, however, need the 121 single point values of the  , ,s s sx y z  

coordinates, corresponding to projection of the ground plane MICS grid points onto a unit sphere 
centered on the aircraft position.  These are calculated from Eq. 4.14. 

 

Next, using the 121 single point values for each of the two constituent parameters of the display 
plane integrand, ( , )f    and g  ,  , we calculate the average values of these constituent pa-

rameters,  ,j if  and  ,j ig , for each of the 100 spherical surface areas, using Eqs. 4.15 and 4.16, 
respectively.  The corresponding spherical surface areas on the unit sphere, bounded by all quad-

ruplets of adjacent display axes points ABCD,  ,j i
ABCD , are calculated using Eq, 4.13 and the pro-

cedure laid out in Section 4.4.  Finally, Eq. 4.17 is used to evaluate the display plane single pulse 
expectation value by summing over all spherical areas. The single pulse expectation values for 
each of the eight aircraft positions are: 

 Target North: aircraft at MICS position  0,5000 ; 6
MOVL 3.3495 10e    

 Target West: aircraft at MICS position  5000,0 ; 6
MOVL 3.3495 10e    

 Target East: aircraft at MICS position  5000,0 ; 6
MOVL 3.3495 10e    

 Target South: aircraft at MICS position  0, 5000 ;  6
MOVL 3.3495 10e    

 Target North-East: aircraft at MICS position  5000,5000 ; 6
MOVL 8.6201 10e    

 Target South-East: aircraft at MICS position  5000, 5000 ; 6
MOVL 8.6201 10e    

 Target North-West: aircraft at MICS position  5000,5000 ; 6
MOVL 8.6201 10e    

 Target South-West: aircraft at MICS position  5000, 5000  ; 6
MOVL 8.6201 10e    

It should be noted that the symmetries in the MOVLe  values match that of the test plane set-up.  

 
Comparing results, there is clearly a discrepancy between the expectation values calculated using 
the two different evaluation methods, with the ground plane values being higher than the corre-
sponding display plane values, significantly so for the off-axis aircraft positions in the four quad-
rants.  Given the low grid resolution (1000 m square) in our initial test case, it is logical to as-
sume that a higher grid resolution might produce better convergence in the comparative results.  
To test this we now compute the variation in MOVLe  along a simulated attack track, using both 

evaluation methods.   



 

57 
 Distribution A: Approved for public release; distribution unlimited. PA Case No: TSRL-PA-2017-0169 

The opinions expressed on this document, electronic or otherwise, are solely those of the author(s). They do not represent an endorsement by or 
the views of the United States Air Force, the Department of Defense, or the United States Government. 

For this new test case, the same Test Range, CRA, population density on the range, aircraft 
height, and laser system parameters were used as in the initial test case above. Four different grid 
resolutions were used (500 m, 250 m, 100 m, 25 m), to show the effect of differing grid resolu-
tions on the evaluation of MOVLe .  The aircraft positions were defined by an attack track consist-

ing of a straight line along one side of the Test Range, such that: 

 The aircraft “ x ” coordinate varies between 5000x    and 5000x   in steps of incx  

 The aircraft “ y ” coordinate is held constant at 5000y   

Thus, the aircraft tracks along the northern edge of the Test Range from the northwest to the 
northeast, where the step size, incx , is assumed to correspond to one of the four grid resolutions 

listed above.  It was also assumed that a single laser pulse is fired from each grid point (or step), 
producing a single pulse expectation value that can be plotted as a function of aircraft position 
along the attack track. 

The results of these calculations, for the four grid resolutions and two evaluation methods, are 
plotted in Figures 21 and 22.   The results for 500 m and 250 m resolution are shown in Figures 
21(a) and 21(b), respectively.  The results for 100 m and 25 m resolution are shown in Figures 
22(a) and 22(b), respectively.  Two things may be noted here.  First, the diagrams indicate clear-
ly that increased grid resolution provides for more accurate evaluation of the single pulse expec-
tation value at any point.  Second, increased resolution causes the ground plane and display plane 
results to converge fairly well, although some discrepancy is still present.  Some differences in 
the calculated values are probably to be expected, due to the different methods of evaluation in-
volved.  However, the display plane evaluation is a reasonable, if slightly optimistic, approxima-
tion to the ground plane values in all cases, with the closeness of the match improving with in-
creasing Test Range resolution. 
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(a) inc 500x  m 

 

(b) inc 250x  m 

 
Figure 21: Attack Track Expectation Value: 500 m and 250 m Resolution  
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(a) inc 100x  m 

 

(b) inc 25x  m 

 
Figure 22: Attack Track Expectation Value: 100 m and 25 m Resolution  
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The attack track results highlight a small, but persistent, difference in the ground plane and dis-
play plane evaluations of MOVLe .  As a final topic before concluding, we consider the possible 

factors underlying this discrepancy.  The numerical evaluation of the single pulse expectation 
value involves the summation of a number of non-overlapping elements, each of which is the 
product of the probability of a laser pointing error ( fG or f) and the expected number of observers 
sustaining ocular damage (g) occurring within a small elemental area, either on the ground plane 
or on the surface of the unit sphere.  In both the display plane and ground plane methods, the el-
emental area is defined by the applicable map-based grid spacing.  

Comparing  Eqs. 3.56 and 4.17, and expressing the ground projected laser pointing error, fG , in 
terms of the display plane laser pointing error,  f , and the Jacobian 

                                                                      Gf f J                                                         (4.18) 

we see that the difference between the two methods is basically the difference between the eval-

uations of  ,j i
ABCD  and 

   , ,j i j iJ A  in the display plane and ground plane approaches, respectively.  

The values of  ,j i
ABCD  and  ,j iA are exact, whereas the mean 

 ,j i
J of the Jacobian is only an esti-

mate of its value over the elemental ground plane area, something that potentially introduces ad-
ditional averaging error into the ground plane evaluation.  Logically, any discrepancy introduced 
by averaging errors in the Jacobian will tend to shrink with increasing grid resolution, since the 
quadruplet of values averaged will be closer together.  

Another factor to consider is that the Jacobian J  is strictly a modifier of the display plane laser 

pointing error PDF, while the spherical excess  ,j i
ABCD  is dependent on 2r , where r  is the radius 

of the sphere on which the ground plane grid points have been projected.  The relationship be-

tween   ,j i
ABCD  and 

   , ,j i j iJ A  is hence one of proportionality.  In the current analysis, a good ap-

proximation has been achieved with a value of 1r  .  We note that increasing aircraft height 
above the range will also reduce discrepancies in these area dependent quantities, since any 
ground plane grid area will then project to a smaller solid angle on the unit sphere. 

To summarize, the difference in the single pulse expectation value produced by the ground plane 
and display plane evaluation methods is a function of both grid resolution and aircraft height.  It 
is not likely to be significant except in extreme cases that combine low aircraft height and low 
grid resolution.  Referring back to our original test case, the low aircraft height (304.8 m) and 
low grid resolution (1000 m) doubtless contributed to the discrepancies seen.  This was a delib-
erate choice, since it allowed a clearer demonstration of the convergence of the two methods for 
high grid resolution [21]. 

 

5 CONCLUSIONS 

Over the past 15 years, the United Kingdom (UK) Ministry of Defence (MoD) and the United 
States (US) Air Force Research Laboratory (AFRL) have collaborated to develop a US-UK laser 
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range safety tool, the Military Advanced Technology Integrated Laser hazarD Assessment (MA-
TILDA) tool.  MATILDA uses Probabilistic Risk Assessment (PRA) techniques to perform laser 
safety and hazard analysis in support of airborne laser designator use during test and training ex-
ercises on military ranges.  The initial MATILDA tool, MATILDA PRO Version-1.6.1, was 
based on the 2007 PRA model developed to perform range safety clearances for the UK Thermal 
Imaging Airborne Laser Designator (TIALD) system.  The 2007 TIALD model was an approxi-
mation that assumed flat terrain on the range (Smooth Earth TIALD Model), a conservative ap-
proximation valid in all terrain.  Over the past five years, however, an enhanced version, MA-
TILDA PRO Version-2.0.3, has been produced.  The enhanced tool is based on an updated 
(2012) TIALD model, which has more complex PRA algorithms appropriate for hilly terrain 
(Rough Earth TIALD Model). 

The Rough Earth TIALD Model has four major computational modules: 3D-RBPROG, 3D-
CALCZONE, 3D-CALCTERT, and 3D-CALCFAULT.  The first deals with creation of a three-
dimensional Controlled Range Area (3D-CRA).  The second and third perform the laser hazard 
analysis for fault-free laser operation.  The primary product of the fault-free laser hazard analysis 
is the Fault-Free Laser Firing Zones (FFLFZ), a geometric area within which an aircraft flying at 
a designated altitude can fire freely at the target.  The fourth module, 3D-CALCFAULT, per-
forms a probabilistic hazard analysis for laser operation in the fault/failure condition; i.e., when 
the laser directional control system breaks lock on the target and allows one or more laser pulses 
to escape the CRA. The product of the probabilistic fault/failure laser hazard analysis is the ex-
pectation value: the likelihood that an unprotected observer outside the CRA will suffer ocular 
injury as a result of the directional control failure.  

For reasons of length, documentation of the mathematical algorithms and computational proce-
dures incorporated in MATILDA PRO Version-2.0.3 has been divided between two AFRL 
Technical Reports, which will provide the mathematical basis for future code development.  This 
Technical Report, designated Part I, contains documentation of the computational procedures for 
two different methods of probabilistic fault/failure laser hazard analysis.  Section 3 documents 
the revisions which have been made, since 2012, in the old CALCFAULT module, which per-
forms the probabilistic fault/failure hazard evaluation in the Ground Plane of the target, using 
Cartesian Coordinates.  The revisions relate to the form and derivation of the Jacobian function 
used to transform the fault laser pointing error Probability Distribution Function (PDF), ( , )f   , 
in the aircraft display plane, to the PDF of the ground-projected fault laser pointing errors, used 
in the ground plane evaluation.   

The changes in the original CALCFAULT algorithms were necessary to provide continuity with 
algorithms for the new 3D-CALCFAULT module, documented in Section 4.  3D-CALCFAULT 
performs the probabilistic fault/failure hazard evaluation in the Display Plane of the aircraft, us-
ing Spherical Coordinates.  The shift to probabilistic hazard evaluation in the display plane pro-
duces simplification of the algorithms, with increased efficiency and speed of computation, since 
no Jacobian transformation is needed for display plane evaluation of the single pulse expectation 
value.  Another advantage is that any form of the display plane fault laser pointing error PDF, 
uniform or non-uniform, can be used for display plane evaluation.  Ground plane evaluation can 
only be done for a uniform display plane fault laser pointing error distribution, which is the spe-
cial case for which the ground plane algorithms are valid.  Finally, display plane evaluation is 
better suited for probabilistic laser hazard evaluation in hilly terrain.  
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 Comparison of the results of the two probabilistic fault/failure hazard evaluation methods, per-
formed for several test cases using a uniform fault laser pointing error PDF, indicates that the 
single pulse expectation values computed tend to match fairly well, with the closeness of the 
match improving with higher Test Range grid resolution and greater aircraft height above the 
range.  The difference is not likely to be significant, except in extreme cases that combine low 
aircraft height and low grid resolution.  The second Technical Report, designated Part II, will 
document the mathematical algorithms and computational procedures for fault-free laser hazard 
analysis using the Rough Earth TIALD Model, and will cover the remaining computational 
modules: 3D-RBPROG, 3D-CALCZONE, and 3D-CALCTERT. 
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