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SUMMARY 
 
 The goal of this project is to develop the technology for producing high-fidelity 
quantum bits that can be entangled to one another, thus forming an elementary quantum 
computer (EQC), and the ability to link multiple EQCs via quantum channels, thus 
forming a distributed quantum computer (DQC).  To achieve this goal, atomic ensembles 
of trapped Rb atoms are to be used as quantum bits (qubits).  Ordinarily, a single atom 
restricted to a two-level transition is used as a quantum bit.  Two such qubits can be 
coupled to one another by exchanging quantum states through a cavity photon.  However, 
the coupling of a single atom to a cavity photon is rather weak, so that a very high finesse 
cavity with extremely small mode volume is needed, making the process very difficult to 
implement in practice.  A possible solution to this problem is to use collective excitations 
in a cluster of atoms, which couple very strongly to a cavity photon, so that a low-finesse, 
high mode volume cavity would suffice.  However, even if each atom in a cluster is 
restricted to a two-level transition, the collective excitations lead to a cascade of many 
degenerate transitions, thus making it apparently impossible to use the cluster as a 
quantum bit.  We proposed to use the technique of light shift blockade to truncate this 
cascade to just two levels, so that the whole cluster can act as a single qubit.  
 
 We realized experimentally all the tools necessary for implementing the collective 
state qubits.  These included realization of an ensemble of trapped atoms which were then 
further cooled using the technique of polarization-gradient cooling, transferring the atoms 
to an array of  dipole force traps using a launch-and-capture system, realization of a 
quantum motor to move the trapped ensembles around, and placing an optical cavity 
around the array of ensembles, all inside a large chamber maintained at ultra-high 
vacuum.  Given the limited resources allocated to this project, coupled with the 
inordinate degree of difficulty of the task, building these tools took a very long time.  We 
then proceeded to demonstrate the light shift blockade effect.  For this demonstration, we 
realized a Hanbury-Brown-Twiss interferometer to measure the so-called g2 correlation 
signal.  If the blockade occurred as expected, this signal would have a dip in the middle. 
However, the experiment revealed no such dip in the signal.  In order to understand this 
result, we revisited our theoretical model for the light-shift blockade, and determined that 
our scheme had to be augmented by adding a Rydberg excitation.  The analysis that 
shows how the Rydberg-aided light-shift blockade would work has been published in a 
peer-reviewed journal.  We did not have the additional lasers necessary to implement the 
Rydberg excitation.  We submitted a DURIP proposal seeking this additional equipment.  
Unfortunately, this proposal was not funded, thus making it impossible to make further 
progress in the development of the ensemble-based qubits. 
 
 As such, we embarked on exploring, theoretically as well as experimentally, other 
applications of atomic ensembles, without the need for Rydberg interaction, and made 
several very important discoveries, most of which have already been published in peer-
reviewed journals, and two additional manuscripts are under preparation.  Specifically, 
we have shown that it is possible to realize Collective State Atomic Clocks (COSACs) 
and Collective State Atomic Interferometers (COSAINs) using atomic ensembles.  For an 
ensemble with N non-interacting atoms (where N is typically of the order of 106), the 
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fringes for both COSAC and COSAIN get narrowed by a factor of √N.  Our analysis 
shows that the COSAC and the COSAIN are expected to be nearly a factor of ten more 
sensitive than the conventional atomic clocks and atomic interferometer, respectively.  
When augmented by the technique of spin-squeezing, the COSAC and COSAIN can lead 
to an improvement in sensitivity by a factor close to √N, thus achieving the ultimate 
sensitivity (the so-called Heisenberg-limited sensitivity) allowed by the laws of quantum 
physics.  We have shown that Rydberg-aided light-shift blockade can be used to 
implement efficiently the process of so-called two-axes-counter-twist (TACT) spin 
squeezing for achieving Heisenberg-limited sensitivity with the COSAC and the 
COSAIN.  We have already demonstrated an resonant Raman atomic clock to be used as 
the platform for realizing the COSAC, and optically off-resonant Raman excitation to be 
used as the platform for realizing the COSAIN, and expect to demonstrate the operation 
of the COSAC and the COSAIN within the next three months.  This will be followed by 
realization of TACT spin-squeezing for both the COSAC and the COSAIN.   
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A.  OVERVIEW OF COLLECTIVE STATE QUANTUM COMPUTING AND 
COMMUNICATION 
 
In this section, we review briefly the goal of this project, and the approach for achieving 
these goals.   
 
 Figure 1 shows a schematic illustration of the lowest order collective state of N 
atoms in a two level system.  The ground state of the ensemble is where each atom is in 

the ground state.  The first excited state of the ensemble is a superposition of N states, 

        

                
        
    Figure 1: Schematic Illustration of first order collective state of N atoms in a two level system. 

        
               

 
        
    Figure 2: Schematic illustration of how light shift blockade truncates excitations, leading to a qubit.  
. 
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where in each state only one atom is in the excited state. The next excited collective state 
(not shown) would be a superposition of states, each of which has two atoms in the 
excited states, and so on.  These collective states are excited only when the interaction 
Hamiltonian is identical for each atom. 
 
 
Figure 2 shows how light shift blockade truncates excitations, leading to a qubit.  In a 
three level system, excited by two laser fields, the higher-order excitations lead to a 
cascade of excited collective states. Under Light Shift Blockade, only the lowest order 

collective excitation states participate in the interaction.  This corresponds to a three level 
system, shown in the red circle.  If the lasers are detuned, this three level system reduces 
to a two level system.   The next result is that the ensemble of atoms now behave as a 
single two level system --- a qubit. 
 

        

                                
        
    Figure 3: Schematic illustration of two ensembles of atoms held inside an optical cavity.. 
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To couple two ensemble qubits, two ensembles are placed inside a cavity, as shown in 
figure 5.  The quantum state of one qubit is transferred to the quantum state of the cavity  

 
photon mode, shown in red in figure 3.   The quantum state of the cavity mode is then 
transferred to the second qubit.  Transitions carried out inside the second qubit can be 
used to realize a Controlled-NOT (CNOT) operation, which is a universal gate for 
quantum computation.  Externally applied control laser are used to carry out these 
operations, as illustrated schematically in figure 4.     
 
 

Figure 5 illustrates in some detail the basic architecture of the EQC.  Briefly, we 
start with a magneto-optic trap (MOT), engineered in a compact fashion.  Once the atoms 
are cooled and trapped in a MOT, we turn on a far-off-resonant-trap (FORT) beam, 
which is imaged through an array of pinholes in order to produce an array of three-
dimensional FORT trapping potential wells.  Each potential well holds an ensemble of 
87Rb atoms.  At a given time, a pair of these ensembles are within the mode volume of a 
cavity, as shown.  Through a series of steps, a CNOT gate operation between these two 
qubits is carried out, thus entangling this pair.  After this is done, the pinhole array is 
moved using a piezo-driver, and an ensemble qubit enters the cavity mode volume.  This 
qubit can now be entangled with the other qubit.  By repeating this procedure, all nearest  

        
                                      

 
        
Figure 4: Schematic illustration of the CNOT gate operation using two ensemble qubits held inside a 
cavity.  The CNOT operation is carried out by exchanging quantum information via the cavity photon, 
with the help of the control laser beams. 
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neighbors can be entangled to each other, thus realizing the EQC. 

 
The qubits from one EQC can be connected via a quantum communication link, 

implemented with optical fibers, to the qubits from another EQC.  This is illustrated 
schematically in figure 6. 
 
Figure 7 illustrates schematically the overall objective.  Briefly, our primary goal was to 
use ensembles of trapped atoms to create a small scale (e.g., ten coupled qubits) 
elementary quantum computer (EQC).  Another goal was to demonstrate quantum links 
between a pair of EQCs, using optical fiber.  This would then establish the feasibility of a 
large scale quantum computer by linking many of these EQCs. 

 
 

Figure 5: Schematic Illustration of an array of atomic ensembles as quantum bits, 
using a magneto-optic trap (MOT). 

                            
 

Figure 6: Schematic Illustration of how two quantum bits in adjacent EQCs can be 
linked with an optical fiber. 
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            Figure 7: Schematic Illustration of a network of small-scale quantum computers. 
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B.  DETAILS OF TECHNICAL WORK DONE 
 
 
As the first task for this project, we built a  Magneto-Optic Trap (MOT) in a 
configuration that is compatible with the mirror-MOT geometry.  For this MOT, we used 
a relatively small vacuum chamber.  It was connected to a sorption pump as well as an 

ion pump.  The sorption pump was used for pumping the system down to a vacuum low 
enough for starting the ion pump.  Once the ion pump was started, the sorption pump port 
was valved-off.  The ion pump allowed us to reach a vacuum as small as 1X10-10 Torr in 
the absence of any Rubidium in the chamber.  The two anti-Helmholtz coils for 
producing the three-dimensional magnetic field gradients at the center  were placed 
outside the trap chamber.  In this configuration, it was not necessary to cool the coils with 
a water flow.  A picture of the trap assembly is shown in the bottom right part of figure 8. 
A typical cloud of cold atoms caught in this MOT is shown in the top right part of figure 
8.  
 
In addition, we built another MOT, using a larger chamber. This was pumped down in the 
same way, using a sorption pump followed by a large ion pump.  We were able to reach a 
vacuum as small as 7X10-11 Torr in this chamber.   For this MOT, the magnet coils were 
placed inside the chamber, which were cooled with flowing water during operation of the 
MOT.  This MOT is shown in the bottom right part of figure 8.  A typical cloud of cold 
atoms caught in this MOT is shown in the top left part of figure 8.    
 

        
 
        
Figure 8: Illustration of the two adjacent magneto-optic-traps (MOTs) we constructed for this project.. 
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In order to realize collective quantum bits, it is necessary to cool atoms further after they 
are trapped in MOTs.  To this end, we  implemented the so-called polarization-gradient  

 
cooling (PGC) to cool atoms down to 70 micro-kelvin.  The temperature was measured 
by monitoring the expansion of the trapped cloud.  The left column in figure 9 shows the 
initial cloud on top, and the expanded cloud on bottom, without PGC.  The right column 
in figure 9 shows the corresponding clouds in the presence of PGC.  As can be seen, the 
cloud expands much less since the atoms are colder. 
 
Another important step in realizing collective quantum bits is capturing the atoms in the 
arrays of FORT after they are pushed (launched) in the vertical direction out of the MOT.  
In figure 10, we show our implementation of this step for the case when the FORT 
consists of  a single focused beam.  The figure shows the various components and tools 
used for this experiment.  Specifically, the trapping beams for the MOT were generated 
from a Ti:Sapphire laser pumped by an Argon ion laser.  The repump beams were 
produced by a master-oscillator power amplifier (MOPA) laser.  The frequency chirped 
beam for slowing the atomic beam that loads the MOT was produced by an external 
cavity diode laser (ECDL).  The beams for launching the atoms vertically were derived 
from variants of the MOT beams, using additional acousto-optic modulators.  The FORT 
(far-off-resonant trap) beam was generated by focusing a beam from an Nd:YAG laser.  

        
 
        
Figure 9: Demonstration of polarization gradient cooling of MOT atoms to reach a temperature of 70 
micro Kelvin, suitable for loading dipole force (FORT) traps. 
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The FORT beam was centered between two partially reflected mirrors forming a cavity.  

The probe and control beams for manipulating the quantum state of the trapped atoms 
were produced from yet another ECDL.  The inset (left corner) shows the captured atoms 
in the red circle, with the un-captured part of the cloud dropping down.   
 
Once the FORT was demonstrated using a single beam, we proceeded to realize an array 
of trapped atoms, as a key step for making a series of coupled quantum bits (i.e., an 
elementary quantum computer: EQC).  In this process, we started with an optical mask 
containing ten pin-holes arranged in an array.  An Nd:YAG beam passed through this 
mask was imaged inside the trap chamber, thus  forming an array of ten adjacent FORT 
potentials.  These potentials were positioned between the mirrors of a cavity, as shown in 
the middle inset of figure 11.   Atoms caught in a MOT and cooled further with 
polarization gradient cooling were launched vertically, and the array of FORTs were 
turned on once the atoms reached the center of the cavity.  The density profile of the 
captured array of atoms, measured with a camera, is shown in the stand-alone inset of 
figure 11.  These arrays can be moved around by moving the pin-hole array which is 
imaged to produce the FORT potentials, thus realizing a so-called quantum motor. This 
quantum motor can be used to move a pair of adjacent trapped ensemble of atoms into the 
volume of the cavity mode for CNOT gate operation between them. 
 

        
 
        
Figure 10: Demonstration of launching cooled atoms from a MOT and capturing the launched atoms 
with a FORT (far-off-resonant trap) beam. 
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Before attempting to carry out the CNOT gate operation between two adjacent 

ensembles, it was necessary to establish first the presence of light shift induced blockade 

of collective excitation.  We carried out an experiment to observe this blockade effect in 
an ensemble.  The steps of this experiment are illustrated schematically in figure 12..  The 

       

 
 
        
Figure 12: Illustration of the test we carried out to observe evidence of light shift induced blockade.  
See text for details.. 

ExptTheory

A

B

C

D E

        
 
        
Figure 11: Realization of a quantum motor, an array of ten atomic clusters, located between the 
mirrors of a cavity inside the trap chamber. 
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panel on the left shows [A] the excitation process, which is an optically detuned but two-
photon resonant Raman transition, followed by [B] the testing process where we apply 
only one of the two Raman beams as a read pulse.  The signal at the frequency 
corresponding to the other transition is observed with a Hanbury-Brown-Twiss 

interferometer (as shown on the right) which shows the so-called g2 correlation function.  
If the blockade effect is present, then the resulting signal would have a single photon, 
which will correspond to a dip in the center of the g2 function.  Experimentally, we were 
unable to see such a dip under any condition.  This led us to review our theory for the 
light shift blockade, which in turn led to the conclusion that a Rydberg excitation must be 
added to the system to produce such a blockade, which would then enable us to proceed 
with realizing single quantum bits and coupled quantum bits using ensembles. 
 
 
The null result observed in the detection of single photons by the ensemble, as described 
in the bottom-right corner of figure 13, led us to review our theory for the light shift 
blockade, which in turn led to the conclusion that without additional non-linear 
interaction (such as  Rydberg excitation), it is impossible to produce the desired 
blockade.   Figure 13[A] shows the first few collective states in an N-atom, non-
interacting system.  When we ignore the  cascaded two-photon excitations (such as to 
states |G2> and |G21>), the system oscillates primarily between |A>  and |C1>, as shown in 
figure 13[B].  When these cascaded two photon excitations are taken into account, we see 
that excitation to |C2> is no longer suppressed, as shown in figure 13[C]. This has also 
been verified by exact numerical calculation for two atoms  [Refs:  Paper Number C3 and 
Paper Number C4 in Section D]. 
 
As mentioned above, Rydberg excitation can restore the blockade effect.  Figure 14[A] 
shows the addition of Rydberg excitation (which requires a two photon transition) on one 

       

 
 
        
Figure 13: Illustration of proving the impossibility of producing light-shift blockade for a laser with a 
high mean photon number (i.e., semi-classical) without interaction among the atoms.  See text for 
details. 

[A] [B] [C]
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of the legs creates an asymmetry. When two atoms are present simultaneously in the |c> 
state (corresponding to the  |C2> collective state), each of them wants to get excited to the 
Rydberg state.  However, the size of the atoms (extent of the wave-function) for high-n 
Rydberg state become comparable to the interatomic distance, so that there is dipole-
dipole interaction between the atoms, which lowers significantly the energy of the |rr> 
state.  As a result, the light shift experienced by the |C2> collective state is smaller than 
that experienced by the |C1> collective state.  The Raman detuning for the a-c transition is 
now tuned to make the |A> to |C1>  transition resonant, while the |C1>  to |C2> transition 
is off-resonant.   This prevents excitation to |C2> , thus realizing the blockade effect 
needed for realizing single and coupled quantum bits, and thereby quantum computing.   
Figure 14[B] shows that excitation to |C2> (which is called |CC> here]  is not blockaded 

without the Rydberg excitation, while Figure [C] shows that the excitation to |C2> (called 
|CC> here) is very strongly suppressed [Ref:  Paper Number C3 and Paper Number C4 in 
Section D]. 
 
The scheme for quantum computing that involves the use of Rydberg interaction requires 
the use of two second-harmonic-generation (SHG) frequency-doubled laser, tunable from 
474 to 480 nm.  These systems are expensive, together costing about $250K.  In October 
2013, we submitted a DURIP (DURIP 2014) proposal asking for $250 K to acquire this 
equipment.  While awaiting decision on this equipment, we proceeded with further 
analysis of the collective states, especially under Rydberg excitation.  The DURIP 
proposal was not funded.  As such, we continued on related studies about producing 
entanglement in a Rydberg coupled ensemble, and identified two new, potentially game 
changing metrological devices that are enhanced by quantum entanglement (in the form 
of spin squeezing).  These are the entanglement enhanced (spin-squeezed) collective state 
atomic interferometer (COSAIN) and entanglement enhanced (spin-squeezed) collective 
state atomic clock (COSAC).  Each of these devices produces fringes that are factor of √N 
narrower that the normal fringes, and reduces the effect of quantum noise by the same 
factor.  As such, the sensitivity of each of these devises is improved by the same factor, 

       

 
       
Figure 14: Illustration of the architecture for realizing light-shift blockade with the assistance of 
Rydberg transitions and semi-classical laser fields.   See text for details. 

[A] [B] [C]
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reaching the ultimate limit allowed by the laws of quantum mechanics (the Heisenberg 
limit).  Having finished the theoretical models of these devices in great detail, we then 
embarked on demonstrating the first steps for implementing the COSAIN and the 
COSAC, using cold atoms released from a MOT.   The ultimate demonstration of the 
Collective State Quantum Computer (CSQC), the COSAIN and the COSAC would all 
require the lasers mentioned above.  We are seeking support from various sources to 
enable us to buy these lasers. 
 
The left panel of figure 15 shows the schematic illustration of the COSAIN.  A novel 
detection scheme, involving counts of events corresponding to emission of zero photons 
upon excitation by the read Raman pulse, allows the quantum non-demolition 
measurement of the amplitude of one of the collective states.  This signal thus reveals the 
interference among all the collective states, which form a series of simultaneous 
interferometers.  The end result is the generation of fringes that are sharper by a factor of 
√N, as shown in the right panel of figure 15.  These sharp fringes can be understood by 

noting that the relevant frequency (which is the Compton frequency:  mc2/h) for an 
ensemble of N atoms is very high: about 1031 Hz.  Alternatively, the de Broglie 
wavelength of such an ensemble is about 10-17 m.  Thus, this device will reveal atomic 
interference at these scales [Ref:  Paper Number C7 in Section D]. 
 
The left panel of figure 16 shows the schematic illustration of the COSAC.  Again, a 
novel detection scheme, involving counts of events corresponding to emission of zero 
photons upon excitation by the read Raman pulse, allows the quantum non-demolition 
measurement of the amplitude of one of the collective states.  This signal thus reveals the 
interference among all the collective states, which form a series of simultaneous clocks.  
The end result is the generation of fringes that are sharper by a factor of √N, as shown in 
the right panel of figure 16.  These sharp fringes can be understood by noting that the 
effective transition frequency for each of these simultaneous clocks ranges from F to N*F 

       

 
       
Figure 15: Illustration of the Collective State Atomic Interferometer (COSAIN), which uses N-atom 
ensembles and spin squeezing (via entanglement), and is √N times more sensitive than the normal 
atom interferometric gyroscope. . See text for details. 
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(where F is the single atom clock transition frequency).  Averaging over all these clocks 
produce a next effective clock frequency of F√N, which in turn means a reduction in the 
fringe with by a factor of √N [Ref:  Paper Number C5 in Section D]. 
 
As mentioned above,  in order achieve the √N enhancement in sensitivity for the COSAIN 
and the COSAC, the novel detection schemes have to be augmented by generation of 
pair-wise entanglement among the atoms, via use of the Rydberg blockade effect.  
Generation of such entanglement leads to squeezing of the uncertainty in the spin 
projection preferentially in one direction, at the expense of increasing uncertainty in the 
orthogonal direction.  Figure 17[A] shows how any two level excitation (including 
Raman excitation) is formally equivalent to a transition that flips the spin of particles 
from the –z direction to the z direction.  For N atoms in the ensemble, the net spin vector 

is the sum of all the spins of individual atoms.  A pi/2 pulse orients the spins in the x-
direction, for example, as shown in figure 17[B].  Figure 17[C] shows the so-called 
Hussimi quasi-probability distribution of this system, which maps clearly the uncertainty 
in the spin alignment, which is circular.  Next, the Rydberg excitation is activated, by 
applying a two-photon transition coupling the spin-up state to the Rydberg state, as 
shown in figure 17[E].  When a pair of atoms is excited simultaneously to the |r> state, 
the energy of the |rr> state is shifted due to the Rydberg excitation, as shown in figure  
17[E].  With the proper choice of excitation fields and parameters, it allows the creation 
of an interaction Hamiltonian that is either proportional to square of the net spin operator 
in the z-direction, or to the difference between the squares of the net spin operators in the 
x and y direction.  The first scheme produces the so-called one-axis twist (OAT) spin 
squeezing, while the second scheme produces the so-called two-axes counter-twist 
(TACT) spin squeezing.  Using the TATC spin squeezing reduces the spin projection 
quantum noise by a factor of √N, reaching the Heisenberg (ultimate) limit of enhancement 
in sensitivity  [Ref:  Paper Number C10 in Section D].   

       

 
       
Figure 16: Illustration of the Collective State Atomic Clock (COSAC), which uses N-atom ensembles 
and spin squeezing (via entanglement), and is √N times more accurate than the normal atomic clock..   
See text for details. 

detuning

DISTRIBUTION A: Distribution approved for public release.



  17 

 
We have proceeded with an experimental realization of the COSAC using cold atoms 
released from a magneto-optic trap (MOT).   One this is achieved, we will then add the 
spin squeezing (i.e, entanglement) effect, which must await the acquisition of two 
second-harmonic generation frequency doubled lasers tunable from 474 to 480 nm.  The 
left panel in figure 18 show the various beams that we are using to generate the MOT.  
The middle panel shows the various lasers and modulators being used to produce a pulsed 
excitation of a Raman clock.  On the right, we show a typical set of Raman resonances 

we see in the presence of a large bias magnetic field, which lifts the degeneracies of the 
Zeean sublevels.  We then focus on the mF=0 to mF=0 clock transition (the center peak).  
Use of a pair of Raman pulses separated in time by T then produces transit time limited 
Raman-Ramsey fringes with a width of 1/T, as shown in the zoomed-in view.  The next 
step is to implement the Quantum Non-Demolition detection scheme, which will reduce 

the width of these fringes by a factor of √N, where N is the number of atoms in the 
released MOT, which is about 106. 
 
We have also proceeded with an experimental realization of the COSAIN using cold 
atoms released from a magneto-optic trap (MOT).   One this is achieved, we will then add 
the spin squeezing (i.e, entanglement) effect.  The left panel in figure 19 shows the 
experimental configuration for generating the Optically Off-Resonant (OOR) Raman-

       

 
       
Figure 17:  Illustration of how to realize spin squeezing via Rydberg interaction induced entanglement 
to reach the ultimate (Heisenberg limited) sensitivity with the COSAIN and the COSAC. See text for 
details. 

[A] [B] [C] [D]
[E] [F]

       

 
       
Figure 18:  Illustration of a pulsed atomic clock using trapped atoms, as a first step towards realizing 
spin-squeezed (entangled) COSAC, with  √N  improvement over conventional clock.   See text for 
details. 
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Ramsey fringes using off-resonant Raman excitation, using cold atoms released from a 
trap.  The first two zones produce the OOR Raman-Ramsey fringes.  In the initial phase, 

we have used co-propagating Raman beams.  For the COSAIN experiment, the Raman 
beams in each of these two zones will be made to counter-propagate.  The third zone is 
for the special Quantum Non-Demolition detection scheme used for observing the 
COSAIN signal. The top right panel in figure 19 shows the timing sequence we employ 
for observing the OOR Raman-Ramsey fringes.  The bottom right panel shows the OOR 
Raman-Ramsey fringes for three different time separation between the first two zones, 
with increasingly narrower fringes. The next step is to implement the Quantum Non-
Demolition detection scheme, which will reduce the width of these fringes by a factor of 
√N, where N is the number of atoms in the released MOT, which is about 106.  This will 
be followed by the addition of the spin-squeezing effect. 
 
 
C.  CONCLUSION 
 
The goal of this project was to demonstrate the feasibility of realizing a large scale 
quantum computer by linking a series of elementary quantum computer (EQC), within 
which ensembles of atoms were used as quantum bits (qubits).  Since the coupling 
strength of an ensemble to a cavity photon scales as the square-root of the number of 
atoms, this approach would require a relatively low finesse cavity with a large volume, 
which in turn could accommodate many qubits.  We built all the tools for making an 
EQC.  However, experimental work revealed that use of light shift only, as envisioned in 
the proposal, is not enough to achieve the required blockade effect.  We have now shown 
why this is the case, and have identified how the blockade can be restored by using 
Rydberg interaction assisted light-shift imbalance.  However, due to lack of necessary 
lasers, we were unable to demonstrate the operation of the EQC using this scheme.  

       

 
       
Figure 19:  Illustration of the Optically Off-Resonant Raman-Ramsey fringes using trapped atoms, as 
a first step towards realizing spin-squeezed (entangled) COSAIN, with  √N improvement over 
conventional atomic interferometer..   See text for details. 
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Instead, we focused on exploring other aspects of collective state excitation , and 
entanglement within them, for precision metrology.  Specifically, we have shown how to 
realize spin-squeezed collective state atomic interferometer (COSAIN) and collective 
state atomic clock (COSAC) that are capable of improving the performance by a factor of 
root-N compared to conventional counterparts thereof, thus reaching the Heisenberg 
limit.   Significant experimental work has been carried out to demonstrate both of these 
devices, and this work will be carried to completion in the near future. 
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Abstract
For quantum information processing (QIP), it is important to have a long-lived quantum
memory (QM), coupled to other QMs and quantum processors (QP). However, QM and QP
systems demonstrated so far suffer from many limitations, and in the near future a single
platform will not have the optimal version of all the components needed for QIP. Thus, it is
also important to be able to couple quantum bits in different systems, for example, Rb atoms
and NV diamond, preferably using telecom fibres. In this paper, we describe a quantum
frequency converter (QFC) that will perform this telecom band qubit conversion. The QFC is
based on periodically poled lithium niobate waveguides. For concreteness, we consider
specific examples: the conversion of a 780 nm or 795 nm Rb qubit to the telecom band and the
conversion of a 637 nm photonic NV diamond qubit to the telecom band, as well as the inverse
processes. We show that interface fidelity exceeding 95% should be feasible. Given the storage
times ∼1 s already demonstrated in the solid-state systems, and the recent demonstrations of
spin-photon entanglement with the NV and entanglement of the NV spin with a
superconducting flux qubit operating in the microwave region near 2.88 GHz, such a link
would provide the key interface needed to build a quantum internet.

(Some figures may appear in colour only in the online journal)

1. Introduction

In any quantum information system, such as those used for
secure communication and computation, one needs the ability
to send quantum information between the nodes of the system
and to store this information in a manner that retains the
necessary quantum correlations. Quantum memories also play
an important role in entanglement purification protocols. For
example, a modified form of the Duan–Lukin–Cirac–Zoller
protocol [1] uses atomic memories by collecting one photon
of an entangled pair after its twin has been detected [2]. This
system thus allows for the long-haul quantum key distribution.
The optimum strategy for transmitting and storing quantum
information can be quite different for different subsystems
even within a given system. For example, entanglement

involving orbital angular momentum states [3, 4], such as
Laguerre–Gauss states, is a preferred way of transmitting
quantum information over a free-space link, whereas time-
energy entanglement [5] is preferred for transmitting quantum
information over a fibre-optic link or within a guided-wave
geometry. Also, even within the context of quantum memories,
different strategies may be optimal for the construction of
a short-term quantum memory (such as a buffer) versus
a long-term memory. Thus, there is a need to develop
complementary strategies for the transmission and storage of
quantum information. There is also a need to develop means
for converting quantum resources, such as entanglement, from
one physical degree of freedom to another within a quantum
network.
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Figure 1. Schematic illustration of telecommunication band links between quantum memories of different types.

In this paper, we describe possible techniques for
connecting different types of quantum memories over
telecommunication band (TB) links, using quantum frequency
converters (QFCs) [6] based on periodically poled lithium
niobate (PPLN) waveguides. The quantum memory linking
system is illustrated schematically in figure 1. Briefly, we
consider two types of quantum memories: one using 87Rb
atoms and the other using nano-structures of diamond
containing single nitrogen-vacancy colour centres (NVCC).
The Rb quantum memory, augmented for processing
capabilities, is assumed to have the following capabilities:
single-mode quantum memory, multi-mode quantum memory,
conversion of atomic qubits to photonic qubits (PQs) at
780 nm, deterministic quantum logic operations among
memory elements, production of entangled photons and
measurement of Bell states. The diamond quantum memory,
also augmented for processing capabilities, is assumed to have
the following capabilities: single-mode quantum memory,
production of entangled photons and measurement of Bell
states. A processing-capable quantum memory, which can
also be called an active quantum memory, is defined as a
QM that can couple to another QM via quantum logic. Note
that for NVCC the recently demonstrated entanglement of
photons with spin [7] as well as entanglement of spin with
superconducting flux qubits [8] may allow extending this
network to include superconducting qubits operating near the
2.88 GHz NV spin transition frequency. A more detailed
discussion of the different types of qubits available appears
in [9, 10].

Using the technique of difference frequency generation
in a PPLN waveguide, we consider here the prospect of
developing three different types of QFCs: (a) converting
637 nm (diamond) photonic qubit to TB, (b) converting 780
or 795 nm (Rb) photonic qubit to TB and then to 637 nm,

and (c) converting 637 nm PQ to a 780 nm PQ. Consider, for
example, the parameters involved in realizing the QFC in item
(a) above. A PPLN waveguide pumped with a YAG laser at
1064 nm can be quasi phase matched for the process
of generating the difference frequency between 637 and
1064 nm, corresponding to 1593.5 nm. For a 2 cm long and
5 μm mode-diameter waveguide, and with a quasi CW pump
for a photon of 100 ns duration, the average power will be only
10 mW. For cases (b) and (c), the parameters needed are
similarly accessible.

The rest of the paper is organized as follows. In section 2,
we describe the architectures of using PPLN-based waveguides
for linking different types of quantum memories. In
section 3, we describe a quantum memory based on ensembles
of Rb atoms, augmented for processing capabilities. In
section 4, we describe an NV-diamond-based quantum
memory, also augmented for processing capabilities. In
section 5, we present the summary and the outlook.

2. Quantum frequency converters

Quantum frequency conversion (QFC) is a process in which
an input light beam is converted into an output beam of
different optical frequency while preserving its quantum state
[11]. It plays an important, twofold role in the proposed
quantum-memory network. In the first place, it serves as the
interface between memory devices in different material form
where photonic qubits of different wavelengths are involved.
Secondly, it enables quantum telecommunication between
distant memory devices using the existing fibre-based, low-
loss telecommunication infrastructure. Here, we describe a
complete set of QFC devices that are suitable for the interface
between the Rb-ensemble and NV-diamond-based memory
devices, as well as the fibre-based quantum telecommunication
among them.

2
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The proposed QFC devices are based on the second-order
nonlinear process in χ (2) media. To see how this comes about,
let us consider the coupling of three z-propagating optical
waves of angular frequencies ω j satisfying ω3 = ω1 + ω2.

The coupling is described by the following general coupled
equations [12]:

dE3

dz
= i

ω3K

n3c
E1E2 ei�k z,

dE1

dz
= i

ω1K

n1c
E3E∗

2 e−i�k z,

dE2

dz
= i

ω2K

n2c
E3E∗

1 e−i�k z, �k = k1 + k2 − k3, (1)

where k j = njω j/c is the wave-vector magnitude for each
wave Ej and K is the effective nonlinear coupling coefficient
in the waveguide—d33, for example, in the z-cut PPLN
waveguide. The above coupled equations can be solved exactly
for the arbitrary phase-mismatch �k in terms of hyper-
geometric functions. For the QFC purpose, however, we
consider only the phase-matching case with �k = 0.

There are three cases of interest to us. The first case is of
second-harmonic generation (SHG), in which the fundamental
field (E1 = E2 = Eω) is monotonically converted into a
frequency-doubled field E3 = E2ω. The second case of interest
is of sum-frequency generation (SFG) wherein one of the
lower-frequency fields is allowed to deplete, say the E1 field at
ω1, whereas the other lower-frequency field E2 remains strong
and undepleted. (Usually, the depleted and undepleted fields
are referred to as the signal and the pump, respectively.) In this
case, the power of the signal field is periodically exchanged
between the ω1 field E1 and the sum-frequency field E3. The
period of power exchange is dependent on the intensity of
the pump field at E2 and hence is optically controllable. Full
exchange of power between E1 and E3 can occur under the
condition of phase-matching, i.e. �k = 0, for which one
obtains

E3(z) = E3(0) cos κz + ieiφ2 (n1ω3/n3ω1)
1/2E1(0) sin κz, (2)

where φ2 is the phase of the pump field E2 and κ =
(ω1ω3K2/n1n3c2)1/2E2 is the SFG coefficient proportional to
the square root of pump power. A similar equation for E1(z) is
obtained by interchanging 1 and 3. The third case of interest
is the difference frequency generation (DFG) process, which
is similar to SFG but with a higher frequency field depleted
to create a lower frequency field. For both DFG and SFG, by
choosing κz = ( j+1/2)π where j is an integer, the power
exchange is (ideally) 100%, whereby the input signal converts
completely into an output light of different frequency.

The above analysis is classical. In the quantum domain,
the equation of motion for optical fields can be obtained by the
routine second-quantization method. Consider, for example,
the case of SFG. For a strong coherent pump and a weak
propagation loss of light travelling through the waveguide,
the annihilation operators of input (â1, â3) and output (b̂1, b̂3)

signal fields obey [13]

b̂1 = â1 cos κz − â3 sin κz, b̂3 = â3 cos κz + â1 sin κz. (3)

Choosing the pump intensity such that κz = π/2, the
above equations become

b̂1 = −â3, b̂3 = â1. (4)

Figure 2. The QFC schematic. Upper: the buried PPLN waveguide;
lower left and right: the relevant SFG and DFG processes,
respectively.

This result shows that with appropriate pump intensity and
waveguide length, the input signal can be completely converted
into an output of a different frequency while its quantum state
is preserved. It is this state-preserving feature of SFG and DFG
that enables the QFC operation.

To build QFC devices compatible with the quantum-
memory devices described in sections 3 and 4, we consider
the use of planar PPLN waveguides as the second-order
nonlinearity media. The use of such waveguides has several
advantages. First of all, they are commercially available
with well-developed fabrication technology. Second, the
lithium niobate material has a large nonlinear coefficient
(>20 pm V–1) for efficient QFC and a wide transparent
window (∼350–5200 nm) that allows applications over a broad
wavelength band. Third, the quasi-phase matching (QPM)
technique, in which periodic domain inversion is used to
compensate for the material phase mismatching (�k �= 0),
has been well established for both SFG and DFG over a wide
range of wavelengths. Lastly, the background scattering in
the lithium niobate material is weak, resulting in a rather
low quantum noise and thus high purity of the frequency-
converted photons. We consider using double-layer (‘buried’)
PPLN waveguides, whose schematic is shown in figure 2. For
fabrication, such waveguides are produced by first applying
proton exchange (PE) to a bulk PPLN substrate to create a
layer strip of HNbO3. (Alternatively, one can apply PE during
the growth stage of PPLN.) Then, a reverse PE process is
applied to create a second layer of LiNbO3 on top of the
HNbO3 layer. For this structure, only extraordinary light can
be guided. Compared to in-diffusion or PE PPLN waveguides,
the buried PPLN waveguides have the advantage of stronger
second-order nonlinearity and a weaker waveguide loss. Also
in figure 2, we show the SFG and DFG level schemes that can
be employed to perform QFC.

Using the buried PPLN waveguides as basic elements, we
now describe the process for constructing the quantum-state-
preserving QFC circuits. First of all, to preserve the time-
energy states of photons, one needs to use a pump beam that is
flat over the entire time interval containing the temporal Hilbert
space of the signal photons. Then, to preserve the polarization

3
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Figure 3. Polarization-preserving QFC element. See the text for
details.

Figure 4. The QFC scheme for use with Rb D1-line transition.

states, one would use a two-PPLN setup, as shown in figure 3.
It consists of a polarized beamsplitter (PBS) to separate the H
and V polarization components of input photons. The H and V
components then each undergo two separate QFC processes in
two independent PPLN waveguides. The two waveguides are
identical but with the optical axis of the waveguide rotated by
90◦ relative to each other. The two polarization components
are then recombined at the second PBS to produce a frequency-
converted output whose polarization state is preserved.

Using the above QFC circuit, it is possible to develop
systematical QFC schemes for use with the atomic-ensemble
and NV-centre-based QM devices. As both the Rb D1-line
(795 nm) and D2-line (780 nm) transitions can be used for
ensemble-based QMs, we describe two QFC schemes that are
compatible with the two transitions. The first QFC scheme
is shown in figure 4, wherein three wavelengths of interest
are involved. They are 637 nm associated with NV-diamonds,
795 nm with the Rb D1 line and 1587 nm in the telecom
L-band for use in quantum telecommunication via low-loss
optical fibres. For the QFC between 637 and 1587 nm, one
would use a Nd:YAG laser at 1064 nm as the pump. The
PPLN waveguide is designed to be QPM for the 1587 nm +
1064 nm � 637 nm process. For the QFC between 795 and
1587 nm, one would use a 1593 nm pump with the waveguide
QPM for the 1587 nm + 1593 nm � 795 nm process. Finally,
for the direct QFC between 795 and 637 nm, a pump at
353 nm is used, and the waveguide is periodically poled to
be QPM for the 795 nm + 637 nm � 353 nm process. Here, in
order to obtain the 353 nm pump, a 1059 nm fibre laser could
be used as the source. The 1059 nm laser is first frequency
doubled to create a 529.5 nm light using a PPLN that is QPM
for the SHG for this wavelength. The 529.5 nm light is then
combined with the 1059 nm laser to create the desired 353
nm pump via SFG. In practice, the two processes of SHG and

Figure 5. The QFC scheme for use with Rb D2-line transition.

SFG can be implemented in a single PPLN waveguide with
two poling periods.

Similarly, the second QFC scheme deals with 637 nm
photons associated with NV-diamonds, 780 nm photons with
the Rb D2-line transition and 1550 nm photons in the telecom
C-band, as shown in figure 5. To drive the QFC between 637
and 1550 nm, one would use a 1081 nm pump and a waveguide
that is QPM for the 1550 nm + 1081 nm � 637 nm process. For
QFC between 780 and 1550 nm, one would use a 1570 nm
pump with a waveguide QPM for the 1550 nm + 1570 nm �
780 nm process. Finally, to implement QFC for the 637 and
780 nm light, one would use a pump at 350 nm and a waveguide
QPM for the 637 nm + 780 nm � 350 nm process. Again, the
350 nm laser can be produced adopting successive SHG and
SFG processes using a 1050 nm laser from a ytterbium fibre
amplifier.

3. Rubidium quantum memory

A neutral alkali atom held in a far-off-resonant trap (FORT)
represents a potentially ideal quantum system which can serve
as a processing-capable QM, when coupled strongly to a
cavity photon. However, such a system requires the use of a
high finesse cavity with a microscopic volume. This geometry
severely constrains the usage of such a system. An alternative
approach makes use of an ensemble of atoms as the quantum
system. Such an ensemble can serve as a QM, and can be
used to produce entangled states of photons. It can also be
used to entangle two QMs separated spatially. However, this
process is probabilistic, which vastly limits the utility of such a
protocol. While ‘the single atom in a cavity’ and ‘an ensemble
in free space’ appear to be two distinctly different systems,
we have recently shown [14, 15] that these two processes
merely represent two extremes of a generalized technique: M
atoms in a cavity with finesse N. The first case represents one
extreme, where M = 1 and N is a large number. The second
case represents the other extreme, where M is a large number
and N = 1. Specifically, we have shown how the general system
with M > 1 and N > 1 can be used to realize a deterministic
quantum bit, via the process of light shift blockade (LSB) that
occurs naturally [14, 15]. In particular, if one uses a modest
number of atoms (e.g., M ∼ 105) with a relatively low finesse
cavity (N ∼ 102), the resulting system allows one to get around
the limitations of both extremes.
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Figure 6. Schematic illustration of storage in an atomic quantum memory.

Experimentally, an array of such ensembles could be
realized by using an array of FORT potentials, loaded from
a magneto-optic trap (MOT), enclosed inside a relatively
large MEMS-based cavity. Using two such apparatuses, it
would be possible to demonstrate [14]: (1) loading of an
arbitrary PQ into an atomic ensemble QM, with a storage
time of more than 1 s, and a fidelity >90%; (2) generation of
entanglement between two QMs within the same apparatus;
(3) generation of entanglement between two remote QMs, in
a deterministic manner, using the Pellizari–Gardiner–Cirac–
Zoller protocol [16]; and (4) measurement of all four Bell
states, using the Lloyd–Shahriar–Hemmer–Shapiro protocol
[17]. These capabilities, in turn, imply that the system
could be used for realizing essentially any protocol in QIP,
including entanglement swapping quantum teleportation and
entanglement purification [18].

The basic concept for an atomic quantum memory
is illustrated in figure 6. Consider an unspecified source
that produces a pair of entangled photons, in two spatial
modes: L and R. In general, such a state can be written as
α|0〉L|0〉R +β|0〉L|1〉R + γ |1〉L|0〉R + ξ |1〉L|1〉R. For example,
α = 0, ξ = 0 and β = −γ = 1/

√
2 would represent

a maximally entangled state. Each mode is now made to
interact with a distinct atom. Prior to the interaction, the
quantum state of the two atoms is unentangled and expressed
simply as |1〉A|1〉B. For the particular example of parameters,
the joint state of the photons and atoms is thus given by
(1/

√
2)(|0〉L|1〉R − |1〉L|0〉R)|1〉A|1〉B. We assume that the

L mode is coupled to the 1–3 transition and the R mode
is coupled to the 1–4 transition. By applying a properly
timed pair of pulses (with the Rabi frequencies �1 and
�2) from the two control laser beams, an optically off-
resonant but two-photon resonant Raman transition is carried
out in each atom. Here, the Rabi frequencies due to the L
and R photons are g1 and g2, respectively. The strength
of a given g is determined by three factors: the dipole

Figure 7. Schematic illustration of readout from an atomic quantum
memory.

moment of the transition, the energy of a single photon and
the mode volume of the photon. For a free space photon,
the effective mode volume is determined by the transverse
spatial profile and the finite temporal duration. After the
Raman interactions, the quantum state of the combined system
becomes (1/

√
2)|0〉L|0〉R(|1〉A|2〉B − |2〉A|1〉B), producing a

maximally entangled state between the atoms.
The process for transferring the quantum information

from the pair of atoms to a pair of photons is illustrated
schematically in figure 7. For atom A, the readout laser pulse
is now applied on the 2–3 transition. If the atom were in
state 2, this will produce an anti-Stokes photon, corresponding
to the 1–3 transition, and detuned to match the two-photon
resonance condition, designated again as the L’-mode. Here,
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(a) (b) (c)

Figure 8. Illustration of quantum state transfer between atoms in a cavity.

(a) (b)

Figure 9. Illustration of loading two qubits into a single atom, for a CNOT gate operation between the atoms.

the Rabi frequency for the single photon will correspond to
the mode that is most efficiently matched to the readout pulse.
If the atom were in state 1, no photon would be produced.
A similar process is carried out in atom B, and the net
result after the readout process is a quantum state given by
(1/

√
2)(|0〉L′|1〉R′ − |1〉L′|0〉R′)|1〉A|1〉B.

Such a passive quantum memory (PQM) is adequate for
situations where the primary objective is to convert a flying
qubit to a stationery qubit, serving as a buffer, in order
to extend the useful lifetime of the quantum information.
However, a more useful quantum memory would be a system
that can perform arbitrary quantum gate operations: an active
quantum memory (AQM). In principle, the single-atom PQM
system described above can be modified to act as an AQM by
making use of a cavity to couple the atoms. The basic process
behind such a coupling is illustrated in figure 8. Consider
two atoms inside a cavity, with atom B in the ground state
and atom A in a quantum superposition (figure 8(a)). A laser
pulse applied to atom A transfers the quantum state to the
cavity, in a superposition of zero photon and one photon
(figure 8(b)). Another laser pulse applied to atom B then
transfers this quantum state to atom B (figures 8(b) and (c)).
Here, the Rabi frequency corresponding to a single photon is
determined by the cavity mode volume.

A generalization of this basic concept can be used to
realize a controlled-NOT (CNOT) between the two atoms, as
illustrated in figure 9. Here, each atom is assumed to have four
metastable ground states, which can be modelled effectively
as the space spanned by the spin-up and spin-down states of an

electron and the nucleus, for example. At the onset, the qubit
in atom A is encoded in the nucleus (blue circle), while the
qubit in atom B is encoded in the electron (red circle). A laser
field applied to atom A converts the electronic quantum state to
the cavity. Another laser field applied to atom B transfers this
quantum state to the electron in atom B (figure 9(a)). The net
result is that both bits of quantum information, unentangled,
are now inside atom B (figure 9(b)). An internal transition
between two of the four states, realized by another Raman
transition using two laser beams, entangles the electron and
the nucleus inside atom B. For example, a transition between
the top two states (figure 9(b)) would correspond to a CNOT
operation where the electron nuclear spin is flipped if and only
if the electron spin is down. The reverse of the process shown
in figure 9(a) transfers the electronic quantum state from atom
B to atom A. The end result is that atoms A and B are now
entangled, having undergone a CNOT operation. It is well
known that a CNOT is a universal quantum gate, so that the
ability to carry out this operation is tantamount to the ability
to perform any quantum logic operation.

The process for storing and retrieving an entangled photon
pair, as illustrated in figures 6 and 7, is impractical because
the vacuum Rabi frequencies achievable in free space are too
weak. However, this scheme can easily be modified to a pair
of atoms held in a cavity, with the richer set of energy levels,
as shown in figures 8 and 9. In this case, the photon modes
would be coupled into the cavity prior to storage. Similarly,
the retrieved information will be encoded in the cavity mode
first, and can then be released into a free space mode, or into
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Figure 10. Illustration of collective excitation in an ensemble.

an optical fibre, for long distance propagation. Furthermore,
as shown in [17], it is possible to perform measurements of
all four Bell states in such a system as well. Thus, two atoms
held inside a cavity form the type of AQM that would satisfy
virtually all requirements of quantum information processing
(QIP).

There are several technological challenges in realizing
such a system. The most significant of these challenges is the
fact that the vacuum Rabi frequency for a single atom, even
inside a cavity, is rather weak. To make this strong enough, it
is necessary to employ a very small cavity, with a very high
finesse. The geometry of such a cavity makes it difficult to
trap a set of single atoms and to perform the necessary control
operations.

This problem can be circumvented by using an ensemble
of atoms as an individual quantum system. The basic concept
behind this approach is illustrated in figure 10, where each

atom is assumed to be a two-level system. The ground state of
the ensemble corresponds to each of the N atoms being in the
ground state. The first excited state is a coherent superposition
of N states, each of which has only one of the atoms in the
excited state. For a single photon interacting identically with
each atom, the ensemble also behaves as a two-level system,
with the property that the coupling rate is now enhanced
by

√
N.

In order to realize a simple quantum memory, it is
necessary to consider a situation where each atom has three
energy levels: two metastable levels and one high-energy state
coupled optically, forming a  system. A typical excitation
with such an ensemble would use an optical field on each leg.
Under such an excitation, the ensemble no longer behaves as
a three-level () system. Instead, we get a cascade of states,
corresponding to absorptions of the n photons from each mode,
where n can range from 1 to a very large integer. This is
illustrated in figure 11, with the collective states defined in
figure 12. The cascade corresponding to the optical transitions
alone can be ignored under most circumstances, because of
detuning. However, the cascades corresponding to the Raman
transitions must be taken into account.

In the case where mode 2 corresponds to a quantum state
with zero or one photon, the Raman process is terminated
within a single- system, as indicated by the shaded region.
This is the case corresponding to the storage and recall
of single-photon quantum states, akin to what is shown in
figures 6 and 7. Thus, it is possible to use an ensemble to
realize a robust PQM; several groups have demonstrated such
a memory already.

Consider next the prospect of using such an ensemble to
perform quantum gate operations, of the type illustrated in
figure 9. For the CNOT gate operation, it is necessary to use a
Raman transition where both legs are excited by coherent states
with a large mean number of photons. Similar operations are
also necessary for quantum rotations within a single qubit, as

(a) (b)

Figure 11. Illustration of cascades of transitions in an ensemble.
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Figure 12. Collective states of figure 11 defined. For example, |A〉
represents a state where all N atoms are in the single-atom state |a〉,
|G1〉 represents a symmetrized and normalized superposition of all
states where only one of the N atoms is in the single-atom state |g〉
and the rest are in the single-atom state |a〉 and so on.

well as for measurements of Bell states [17], which in turn lie
at the heart of many QIP protocols. However, as can be seen
in figure 11, under such an excitation, the single- transition
turns into a cascade of  transitions, involving collective states
defined [14] in figure 12. As an aside, note that the number of
states in the cascade depends on N, the number of atoms in the
ensembles. For N = 1, the cascade disappears and is reduced
to a simple  system.

In order to use ensembles as AQMs capable of performing
useful functions in QIP, it is thus necessary to truncate this
cascade. In [14, 15], we have shown how to do this, by making
use of the so-called light shift blockade (LSB). Briefly, a light
shift is the change in the energy of a state in the presence
of a highly detuned laser field coupling it to another state.
For off-resonant Raman transitions excited by unequal Rabi

frequencies, the difference in the shifts of the two metastable
states is routinely taken into account in order to reach the
two-photon resonance condition. For the Raman transitions
shown in the cascades in figure 11, an imbalance in the Rabi
frequencies can thus be used to prevent all but the primary
(shown in shades) Raman transition from being two-photon
resonant. The net effect, as summarized in figure 13, is that
under the LSB, the ensemble acts as a single atom, so that the
type of quantum storage, recall and processing illustrated in
figure 6 through figure 9 can now be done with ensembles,
loaded inside a cavity.

The advantage of using ensembles is that the coupling to
a single photon is now enhanced by a factor of

√
N. However,

since the Rabi frequencies in the cascade depend on N, the
imbalance needed for truncating the cascade also depends
on N. In particular, the blockade necessary for carrying out
at least 100 operations is optimized for a value of about
N = 1.5 × 105, with an enhancement of about 400 in the
vacuum Rabi frequency. It is well known that the vacuum
Rabi frequency scales linearly with the length of a confocal
cavity. Thus, a cavity about 2 cm long will have the same
coupling strength as that of a 50 μm long cavity typically used
in a single-atom cavity QED experiment. For a given mirror
reflectivity, the cavity storage time also increases with length.
Therefore, the mirrors used in this cavity do not have to be as
highly reflective as those used for the 50 μm long cavity. We
have previously identified the proper set of hyperfine levels
and Zeeman sublevels necessary for quantum storage and
processing using ensembles of 87Rb atoms [14].

A simple configuration used for linking two such memory
elements is illustrated in figure 14. Briefly, the quantum
state encoded in the end ensemble of the quantum memory
array on the left is read out, using the approach shown in
figure 7. The resulting photonic qubit is then stored in the
edge ensemble of the quantum memory array on the right.
Of course, variations of this geometry can be used to store
quantum information from a photonic qubit arriving from other

Figure 13. Summary of the LSB process, rendering an ensemble equivalent to a single atom.
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Figure 14. Illustration of quantum information retrieval and transfer.

sources. Furthermore, the photonic qubit restored from one
ensemble can be converted to another frequency, and loaded
into another quantum memory, as described in section 2.

4. NV-diamond quantum memory

Bulk diamond and nanostructures of diamond containing
an individually addressable nitrogen-vacancy colour centres
(NVCC) have emerged as a very promising candidate medium
for many of the tools needed for QIP, as evidenced by a large
body of work [7, 19–25]. A single NVCC in a nanostructure is
nearly an ideal quantum system. Under cryogenic conditions
(at 10 K, for example), it should be possible to reach a quantum
memory lifetime far exceeding 1 s using the electron spin, due
to the fact that the electron spin population lifetime exceeds
100 s at cryogenic temperature [26], or a much longer lifetime
by transferring the qubit into the nuclear spin [27]. Using
a cryogenically cooled and spatially distinct colour centre,
addressed by a confocal lens system, it is possible to realize
a quantum memory and a source of entangled photons. Using
a pair of such systems, it would then be feasible to realize
important QIP functionalities, including storage and retrieval
of quantum information and Bell state measurement, as key
steps for quantum teleportation and quantum repeating.

To understand how NV diamond can become entangled
with photons, it is first necessary to determine the energy
level structure and selection rules for optical transitions. Solid-
state systems are considerably more complex than free atoms.
In particular, the spin–orbit coupling in free atoms which
allows optical transitions to induce electron spin flips is
usually quenched for colour centres in solids. Thus, the Raman
schemes that were so central to the photon entanglement
and storage schemes outlined earlier were predicted to be
strictly forbidden. As a result of these predictions, progress
towards spin-photon entanglement in NVCC and other solid-
state systems was delayed by many years. However, recent
developments showed that these negative predictions were too
simplistic, and in fact spin-photon quantum entanglement was
recently demonstrated for NV diamond [7].

NV diamond consists of a carbon vacancy in the diamond
lattice with one of the neighbouring carbon atoms substituted

by a nitrogen atom, as illustrated in figure 15(a). This vacancy
can be thought of as a carbon atom with zero nuclear charge.
The outer s and p orbitals of the carbon atoms in diamond
satisfy the octet rule, and so the vacancy will also be assumed
to prefer a full shell of eight electrons distributed among one
s and three p orbitals. However, unlike a free atom, the p
orbitals are not all degenerate. In particular, the NV centre
has a symmetry of C3v, which means that there is a z-axis
distortion. As a result, the s and pz levels are split out from
the px and py orbitals. This is illustrated in figure 15(b), where
the px and py orbitals are replaced by p+ and p− which have
orbital angular momentum projections of +1 and −1 along
the z-axis, respectively. Of course in the presence of non-axial
strain or electric fields, the C3v symmetry is lowered and the
px and py orbitals are no longer degenerate, as illustrated in
figure 15(b).

The negatively charged NV-complex is the one of interest
and has six electrons: four from the dangling bonds of the
neighbouring atoms, one extra electron on the nitrogen, plus
the electron needed to give the negative charge. Assuming that
Hund’s rule for adding electrons to free atoms applies, the
ground state will be a spin-1 triplet, as illustrated by the small
arrows in the energy level diagram of figure 15(c). Since the
shell is mostly full, it is more convenient to work with holes
than electrons and these are shown by the large arrows in the
level diagrams of figures 15(b) and (c).

Thus, the NV diamond ground state has equal
contributions from p− and p+ orbitals which gives it a net
orbital angular momentum projection of zero, mL = 0. The
electron spin triplet on the other hand has three possible
projections, mS = 0,−1,+1. Due to a weak spin–orbit
interaction with the excited state, these levels split into a
state with A-symmetry, |0〉 and a degenerate pair of E-states
|−1〉 and |+1〉 as illustrated in figure 15(d). This splitting is
approximately 2.88 GHz. Of course, if an axial magnetic field
is applied, the mS = ±1 states can also split (not shown).

In contrast, the excited state has a contribution from
either p+ or p− but not both, and thus there are two orbital
excited states, where the p+ triplet state for holes is shown in
figure 15(c). Note that a singlet state is also possible but details

9

DISTRIBUTION A: Distribution approved for public release.



J. Phys. B: At. Mol. Opt. Phys. 45 (2012) 124018 M S Shahriar et al

(a)

(b) (d)

(c)

Figure 15. (a) The nitrogen-vacancy (NV) centre. (b) The excited-state energy levels showing the effects of strain. (c) The ground-state
triplet. (d) The excited- and ground-state assignments are as labelled. The shifts of the energy levels with strain or electric field are shown as
the dotted lines. At the strain shown by the vertical dashed line, the energy levels are extended in the horizontal direction to show the
allowed optical transitions.

of this are not yet fully known and there are no allowed optical
transitions to the singlet from the triplet ground state, since
optically induced electron spin flips are forbidden. When the
electron spin is included, there are a total of six excited states.
The first two correspond to opposing orbital and spin quantum
numbers mL = +1, mS = −1 and mL = −1, mS = +1.
Mutual spin flips between these levels are fully allowed and
hence there is a strong interaction which leads to well-split
superposition states with symmetries A1 and A2 as shown
in figure 15(d). The next two states are the mS = 0 states.
Mutual spin flips between these would correspond to �m = 2
and hence are forbidden. Nonetheless, even the slightest
perturbation lifts the degeneracy of these states converting
them into Ex and Ey as shown in figure 15(d). Finally, there
are the states with total angular momentum quantum numbers
of 2, mL = +1, mS = +1 and mL = −1, mS = −1. Again
spin flips are forbidden as these would require �m = 4. Due to
the relative insensitivity of electron spin to strain, these levels
are not strongly split by strain. Although for large strains,
the interaction with the Ey state can cause mixing as shown
in figure 15(d). Note that the ground state levels are also
insensitive to strain.

From the requirement that electron spin is preserved
on optical excitation, the allowed optical transitions can be
easily determined and are shown in figure 15(d) and in more
detail in figure 16. Note that these transitions include fully
allowed electron spin-flip Raman transitions, for example,
|−1〉 → |A2〉 → |+〉 even though all the optical spin-flip
transitions are forbidden.

Using the transition manifold of figure 16, it is easy to
show how to generate photons that are entangled with electron
spin. For example, starting from the |A2〉 excited state, it is
seen that an NV decaying to the |−1〉 electron spin ground state

will emit a σ+ photon, whereas decay to the |+1〉 electron spin
state will result in a σ− photon [7]. If this emitted photon is
converted into the telecom band and then into a wavelength
resonant with rubidium, it can be captured by the rubidium
atom and in so doing produce entanglement between the NV
spin and a distant Rb spin.

The inverse process of capturing an entangled photon
emitted by a Rb atom and converting it into an entanglement
between the NV and Rb is more complicated. Actually the first
part is very simple, as shown in figure 16, since an NV starting
from the spin |0〉 ground state can absorb either an |x〉 or a
|y〉 polarized photon to selectively populate states |Ey〉 or |Ex〉
as shown, in analogy to the Rb memory. However, to verify
that absorption has occurred, the excited-state populations
must be shelved to other long-lived states so that a cycling
transition with either x or y polarization can verify whether or
not a photon was absorbed, in analogy to the Rb case. How
this can be accomplished is not immediately obvious from
figure 16 since there are no optical transitions from |Ex〉 or |Ey〉
to a ground state other than |0〉, and hence there is no optical
Raman transition that can be used to adiabatically transfer the
population to any other states.

To overcome this problem, we introduce a microwave
transition in the excited state. The relevant allowed transitions
are as labelled in figure 17(a). This excitation scheme is known
as the double dark technique [28]. It is not difficult to drive
the ground- and excited-state microwave transitions in NV
diamond at Rabi frequencies of the order of 1 GHz or larger
which is much faster than the tens of MHz inhomogeneous
width of the excited states. Thus, well-resolved Rabi splitting
can be produced in the excited-state spin sublevels as
illustrated in figure 17(b) for realistic parameters. As seen in
figure 17(b), high-contrast Raman dark resonances are easily
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Figure 16. Details of the optical selection rules for the NV diamond transitions from the ground to excited triplet manifolds. As can be seen,
electron-spin-flip Raman transitions are allowed even though the optical transition cannot flip electron spin.

(a) (b)

Figure 17. (a) Excitation scheme to transfer x,y polarization entanglement of an input (probe) photon into NV electron spin entanglement.
As shown, the x-polarization is mapped onto the |−1〉 spin state and the y-polarization is mapped onto the |+1〉 spin state. (b) A
representative plot of excited-state population versus detuning of input (probe) frequency showing efficient excitation of a Raman dark state.
For these plots, the excitation scheme involving |Ex〉 (solid curve) and |A1〉 (dashed curve) excited states is used. The microwave field is
resonant with the |Ex〉 to |A1〉 transition and has a Rabi frequency of 1 GHz. The probe and σ+ Rabi frequencies are 10 MHz, where the
σ+ de-excitation field is detuned by half the microwave Rabi frequency, or 0.5 GHz, from the excited |A1〉 state. The excited-state linewidth
is 100 MHz, and the ground-state linewidth is 1 kHz.

excited. Here it is worth emphasizing that the optical fields are
not resonant with transition from the ground to excited state
since then there would be no dark state. Instead the optical
fields are detuned by one-half of the microwave Rabi frequency
as shown in figure 17(a). Using this excitation scheme, the
polarization and/or frequency entanglement present on an
incoming photon can be stored in the NV spin states, just
as was the case in the Rb memory. To verify that a photon

was captured, the optical transitions, labelled y in figure 17(a),
starting from the mS = 0 ground can be driven. Since this is a
cycling transition, many photons will be generated if the mS =
0 state is still populated. No detected photons means that the
electron is in either of the mS = +/− 1 states. In this way, the
successful storage of the input photon can be verified without
disturbing its quantum state, in analogy with the technique used
in Rb. Here it is worth noting that this double-dark excitation
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(a)

(b)

(c)

Figure 18. (a) NV with two adjacent 13C nuclei labelled A and B. (b) Partial energy level scheme and allowed transitions from the mS = 0
electron spin state to the mS = −1 state in a weak axial magnetic field. The nuclear spin state |0〉 corresponds to spin up and |1〉 to spin
down. (c) The complete system including mS = −1, 0, +1.

scheme is very general and can be used to produce efficient
spin-flip Raman dark resonances in almost any system, even
though no optical spin-flip transitions exist.

Once the quantum information has been deposited into a
superposition of electron spin |+1〉 and |−1〉 states, it can be
transferred into nuclear spin states where it can be stored for
seconds to minutes or longer at low temperature. To perform
quantum operations on the stored photons, like Bell state
measurements, there are a variety of options. First, a pair
of NVs with entangled electron spin can be used. Scalable
quantum logic has already been demonstrated with such a
pair coupled by magnetic dipole–dipole interactions at room
temperature. Second, the optical dipole–dipole interaction
between nearby NVs can be used to create an entangled pair for
quantum logic. Third, cavity-mediated optical coupling can be
used, or possibly microwave coupling using superconducting
cavities. Fourth, for simple Bell state measurements involving
two qubits as in quantum teleportation, a single NV with a pair
of near-neighbour 13C nuclei can be used. In fact, efficient Bell
state excitation was already demonstrated with this system at
room temperature [24].

Figure 18 shows one possible scheme for capturing the
quantum information from two photons and storing them on
adjacent 13C spins of a single NV. Figure 18(a) shows two 13C
nuclear spins labelled A and B in a single NV. Figure 18(b)
shows how the mS = 0 to mS = −1 electron spin transition
is split by the hyperfine interaction with the two adjacent 13C
nuclei. As seen, each of the four nuclear spin combinations can
be independently and conditionally driven between electron
spin 0 and −1 states with resonant microwave (MW) fields.
In addition, radio frequency (RF) fields can drive spin flips
of one nuclear spin at a time. Note that the two-spin states
|1A0B〉 and |0A1B〉 are degenerate and can undergo mutual

spin flip-flops. This leads to a strong interaction that gives
superposition eigen-states with a relatively large splitting as
shown. However, for the purpose of quantum storage, it does
not matter whether these states are pure two-spin states or not
as long as the transitions shown are allowed. Therefore, for
simplicity the pure-state notation is used.

To store the photon quantum state in the nuclear spins,
both mS = −1 and mS = +1 transition manifolds are needed
and these are shown in figure 18(c). Storage of the quantum
state of the first photon begins by initializing the nuclear spins
into a single-composite state as shown in figure 19(a). This
can be done by simultaneously driving the mS = +/−1 optical
transitions, plus the mS = 0 → +/−1 ground-state microwave
transitions for all nuclear spin states except the |0A0B〉 state
(not shown). Electron and nuclear flip-flops in the optical
excited state eventually put all the nuclear spins into the |0A0B〉
|mS = 0〉 ground state because this state is not excited by either
optical or microwave fields.

Once initialized, the quantum state encoded in the
polarization of the first photon is mapped onto the NV
electron spin using the technique of figure 17, and illustrated
schematically by step ‘1’ in figure 19(a). This mapping of
quantum information from the photon to the electron spin
preserves nuclear spin states. Next the quantum information
stored on the electron spin must be transferred to one of
the nuclear spins. This is done using the remaining steps in
figure 19(a). In particular, step ‘2’ shelves the |0A0B〉 state,
originally in the mS = +1 manifold, into the mS = 0 manifold
with a microwave π pulse, as shown by the transitions labelled
‘2’. Next the first nuclear spin is flipped conditioned on the
electron being in the mS = −1 manifold by using a RF π

pulse as shown by the transition labelled ‘3’. Thus, the first
nuclear spin is flipped only if the input photon was x-polarized.
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(a) (b)

Figure 19. (a) NV with two adjacent 13C nuclei labelled A and B. (b) Partial energy level scheme and allowed transitions from the mS = 0
electron spin state to the mS = −1 state in a weak axial magnetic field. The nuclear spin state |0〉 corresponds to spin up and |1〉 to spin
down. (c) The complete system including mS = −1, 0, +1.

(a) (b)

Figure 20. (a) Bell state readout starts by moving the desired composite states into the mS = −1 manifold. To rotate these into the Bell basis,
a π/2 pulse, labelled 3, is needed. Due to selection rules, this is preceded and followed by π pulses labelled 2 and 4. (b) Once rotated into
the Bell basis, the states can be read out one at a time using the optical cycling transition on the mS = 0 manifold. This is illustrated for �+.

Finally, this flipped nuclear spin is also shelved into the
mS = 0 manifold, as shown by the transitions labelled ‘4’,
to complete the electron to nuclear quantum state mapping,
and to preparation for the second photon.

The second photon is then captured and its quantum
information stored in its polarization state is mapped onto
the electron spin mS = +/−1 states, as for the first photon, as
shown by step 1 in figure 19(b). Again this is done without
changing nuclear spins, on which the quantum state of the
first photon is stored. Step 2 protects the information in the
mS = −1 manifold by transferring it to the mS = 0 manifold

with dual π pulses as shown. Then step 3 flips the second
nuclear spin B conditioned on the electron being in the
mS = +1 manifold without disturbing the coherence on nuclear
spin A. Finally, these flipped nuclear spins are transferred to
the mS = 0 manifold in step 4 in preparation for Bell state
measurements.

The Bell state measurement sequence is illustrated in
figure 20. In figure 20(a), step 1 selectively transfers the |00〉
and |11〉 states onto the mS = −1 manifold with dual π pulses.
To convert these into Bell states, a π/2 pulse is needed on the
transition between them. However, this transition is forbidden
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by selection rules and so the π pulses in steps 2 and 4 are
needed before and after the π/2 pulse (step 3). To read out
the Bell state probabilities, the remaining nuclear spin states
are first transferred out of the mS = 0 manifold (step 1 in
figure 20(b)) as this has the cycling transition needed for
readout. In step 2, the desired Bell state is selectively
transferred to the mS = 0 manifold by a MW π pulse as shown.
Step 3 is the optical readout which determines if �+ was
occupied. Step 4 shows the transfer of �− for readout in the
event �+ was found to be unoccupied. The remaining steps
are not shown but follow a similar procedure.

In this section, the basic scheme for transferring the
quantum information of two incoming photons, for example,
from a Rb atomic memory, onto the NV electron spin has been
outlined. The inverse process of generating photons whose
polarization state is entangled with the NV electron spin was
previously demonstrated experimentally [7]. Furthermore, the
technique for transferring the electron-spin quantum states
onto 13C nuclear spins for long-term storage has also been
outlined. Finally, the use of two 13C nuclei on a single NV
for making Bell state measurements was outlined. Thus, NV
diamond has all the key elements needed for interfacing to
trapped Rb atoms in a telecom-based quantum internet.

5. Summary and outlook

We have described techniques for creating quantum links at the
telecom band between different types of quantum memories,
using PPLN waveguides. The specific QMs we consider are
based on ensembles of Rb atoms and nitrogen vacancy colour
centres, each configured for processing capabilities. Memories
based on spectral hole burning media could also be connected
in this manner [29]. Links of this type could serve as the key
interface needed for building a quantum internet.
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DIS
a b s t r a c t

Previously, we had proposed the technique of light shift imbalance induced blockade which leads to a
condition where a collection of non-interacting atoms under laser excitation remains combined to a
superposition of the ground and the first excited states, thus realizing a collective state quantum bit
which in turn can be used to realize a quantum computer. In this paper, we show first that the light shift
imbalance by itself is actually not enough to produce such a blockade, and explain the reason why the
limitation of our previous analysis had reached this constraint. We then show that by introducing
Rydberg interaction, it is possible to achieve such a blockade for a wide range of parameters. Analytic
arguments used to establish these results are confirmed by numerical simulations. The fidelity of coupled
quantum gates based on such collective state qubits is highly insensitive to the exact number of atoms in
the ensemble. As such, this approach may prove to be viable for scalable quantum computing based on
neutral atoms.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

In most protocols for quantum computing or quantum in-
formation processing, the fundamental building block is the
quantum bit (qubit). A single, neutral atom behaving as a two-level
system can be used as a qubit. Compared to ions, neutral atoms
have the advantage that they are highly decoupled from electro-
magnetic perturbations. However, coupling two qubits using
neutral atoms is difficult to achieve. One approach for such cou-
pling makes use of the Rydberg blockade [1–7]. In another ap-
proach, a cavity mode is used to couple atoms held inside the
cavity [8–11]. A key parameter in this approach is the single
photon Rabi frequency, which must be much larger than atomic
and cavity decay rates. This constraint can only be met by making
the cavity very small, which in turn makes it difficult to hold many
qubits inside.

One approach for circumventing this constraint is to make use
of atomic ensembles. The single photon Rabi frequency for an
ensemble scales as N , where N is the number of atoms, thus
making it possible to make use of a much larger cavity. However,
in order to use an ensemble for quantum computing, it is neces-
sary to ensure that it behaves as an effective two-level system.
TRIBUTION A: Distribution ap
When exposed to only a single photon (or in a Raman transi-
tion, where one leg is exposed to a single photon), an ensemble of
two-level atoms does indeed behave like a single two-level sys-
tem. This property has been used to realize quantum memory
elements using such an ensemble [12,13]. However, any protocol
that aims to create a two qubit logic gate (such as a CNOT gate)
between two ensembles, necessary for realizing a quantum com-
puter, must make use of additional, classical laser fields. Under
such excitations, an ensemble no longer behaves like a two-level
system. Instead, it exhibits a cascade of energy levels that are
equally spaced. When exposed to a classical field, all levels in the
cascade get excited [14], making it impossible to realize a quantum
logic gate. In order to overcome this constraint, it is necessary to
create conditions under which the cascade is truncated to a two-
level system.

Previously, our group had proposed a scheme for producing
such a blockade, using imbalances in light shifts experienced by
the collective states [15,16]. In that model, the light shifts were
calculated by using a perturbation method, keeping terms up to
second-order in laser intensity. However, it turns out that when
the collective excitation is viewed as a product of individual
atomic states, an accurate representation for classical laser fields,
and in the absence of any interaction between the atoms, the
blockade effect disappears. We have verified this conclusion by
numerically simulating the evolution of collective states for small
values of N. It is still possible to produce such a blockade for a laser
field described as a superposition of photon number states.
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However, when the mean photon number in such a field is very
large, such as in a classical laser field, the blockade tends to vanish.
Thus, in order to produce a blockade under excitation with a
classical laser field, we must make use of some interaction be-
tween the atoms. In this paper, we propose to make use of inter-
action induced via excitation to Rydberg states to achieve this goal.

The rest of the paper is organized as follows. In Section 2, we
review briefly the formulation of collective excitation of lambda-
type atoms. In Section 3, we summarize the model we had de-
veloped previously for light shift blockade (LSB) of collective ex-
citation using second-order perturbation approximation. In Sec-
tion 4 we discuss how an alternative formulation of collective
excitation allows us to determine the effect of light shift exactly,
and identify conditions under which LSB is not possible. In parti-
cular, we show that when all excitation fields are classical, there is
no blockade. In Section 5, we show how the interaction between
two Rydberg states can be used to realize LSB even under classical
excitation. In Section 6, we generalize this process for N atoms and
show how LSB works for N-atom ensembles. Finally, in Section 7,
we summarize our results, and present an outlook for using this
approach for realizing a multi-qubit quantum computer.
2. Collective state model

In order to avoid the deleterious effect of spontaneous emis-
sion, it is useful to realize a qubit based on two states that are
long-lived. A convenient example for such a system consists of a
Zeeman sublevel in one of the ground hyperfine state (e.g. mF¼0,
F¼1, S52

1/2 in 87Rb) and another Zeeman sublevel in another

ground hyperfine state (e.g. mF¼0, F¼2, S52
1/2 in 87Rb). These le-

vels can be coupled by two laser fields to an intermediate state
(e.g. mF¼1, F¼2, P52

1/2 in 87Rb). When the interaction is highly
detuned with respect to the intermediate state, the laser fields
cause a Raman transition between the two low lying states, thus
producing an effective two-level system.

This is generally known as the Λ-system, illustrated schema-
tically in Fig. 1. Here, the two ground states are |a and c , and the
intermediate state is g . The states a and g are coupled by a field
with a Rabi frequency of Ω1 and a detuning of δ1. Likewise, states
c and g are coupled by a field with a Rabi frequency of Ω2 and a
detuning of δ2. In the basis of states a , c and g , the Hamiltonian
under electric dipole and rotating wave approximation, and
Fig. 1. Three-level scheme of single atom in an ensemble.
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where δ δ δ≡ +( )/21 2 is the average detuning and Δ δ δ≡ −( )1 2 is
the two-photon detuning. In what follows, wewill assume that δ is
very large compared toΩ1 and Ω2, as well as the decay rate, Γ, of
the state g . We will further assume that the two lasers are co-
propagating.

For N such non-interacting atoms, the ensemble can be mod-
eled using symmetric collective states, also known as symmetric
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In Reference [17], we have shown that the system remains
confined to a generalized form of these symmetric collective
states, independent of the relative separation between the atoms
(and hence the size of the ensemble), as long as it is assumed that
each atom sees the same amplitude of the Rabi frequency, and the
same laser frequency (i.e., any residual Doppler shift of the Raman
transition frequency due to the motion of the atoms is negligible).
The generalized form of the symmetric states is formally the same
as those in Eq. (2), except that the excited states incorporate the
relevant spatial phases of the fields at the location of a given atom.
This can be understood by noting that any phase factors accom-
panying the Rabi frequencies in the Hamiltonian of Eq. (1) can be
transformed out to produce a version of the Hamiltonian where
the Rabi frequencies are real. The transformation necessary for this
transfers the phases to the basis states. We refer the reader to
Reference [17] for details.
 approved for public release.



Fig. 2. Schematic illustration of the relevant collective states and the correspond-
ing coupling rates.

Fig. 3. Exact numerical solution of the evolution of the states using the LSB
parameters (in units of Γ ): Ω = 0.0011 , Ω = 1002 , N¼2500, δ = 1000 and Δ = 2.497.
The plot is for 5π oscillations. The vertical axis is the population of the indicated
collective state.
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The collective states of Eq. (2) are illustrated schematically in
Fig. 2. Here, for example, G1 represents a state where only one
atom on average is excited to state g , with the rest remaining in
state a . Similarly, C1 represents a state where only one atom on
average is excited to state c , with the rest remaining in state a ,
and so on. In our blockade scheme, we try to confine the system to
the two lowest energy states A and C1 . If we could achieve this
and minimize the excitations to the first few higher energy states,
then excitations to even higher states will be almost nonexistent.
It can be shown that the total number of symmetric states is

= + ! !N N N( 2) /2S . For large N, =N N /2S
2 so that the size of the

Hamiltonian scales as N4. Thus, an analysis of the evolution of the
complete system exactly in this picture is computationally in-
tractable. However, a plausible way to explore the possibility of
finding the condition for the blockade is to truncate the system to
a small size, and show that the excitation to the excluded states
are negligible.

Here, we choose to truncate the system to six levels: A , G1 ,

C1 , G1,1 , C2 and G1,2 . If the condition we find for the blockade
shows negligible excitation to states that have non-zero coupling
to the excluded states, the truncation would then be justified. The
Hamiltonian for these states can be expressed as [15]
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3. Original model for light shift blockade

The Hamiltonian in Eq. (3) can be further simplified by adia-
batically eliminating the states G1 , G1,1 , and G1,2 when

δ Ω≫ N 1,Ω2, Δ, and ≫N 1. The reduced Hamiltonian in the basis
of states A , C1 and C2 is
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where ε Ω δ= N /4A 1
2 , ε Ω Ω δ= + −N[ ( 1) ]/4C1 2

2
1
2 , and ε Ω= [2C2 2

2

Ω δ+ −N( 2) ]/41
2 are the lowest order light-shifts of the states A ,

C1 and C2 respectively, and Ω Ω Ω δ≡ N /21 2 is the Raman Rabi
frequency. We can work out the LSB conditions with this Ha-
miltonian. By making the light shifts in the states A and C1 equal
and the shift in C2 highly detuned from them, we can eliminate
the excitation to C2 .

The states | 〉A and | 〉C1 are resonant when Δ ε ε= − ≈C A1

Ω Ω δ−( )/42
2

1
2 . Upon subtraction of a suitably chosen term

ε Δ+( /2)A from the diagonal term in the Hamiltonian and the
approximation that ≫N 1, we get
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where the blockade shift is defined as Δ ε ε ε ε≡ − − −( ) ( )B C C C A2 1 1 .
This quantity vanishes for the first-order values of the light shifts
εA, εC1, and εC2 shown above, so that there is no blockade effect.
However, for second-order approximation, the blockade shift is
Δ Ω Ω δ= − +( )/(8 )B 1

4
2
4 3 . If we operate under condition where

Δ Ω≫ / 2B , the transition to |C2 becomes inconsequentially small
and the ensemble of atoms oscillates between the collective states
A and C1 .

We have also determined numerically, for N¼2500, the evolution
of the population for the six collective states in the truncated system,
using the Hamiltonian of Eq. (3), without resorting to adiabatic elim-
ination. The results are illustrated in Fig. 3, for a set of parameters that
satisfy the LSB condition identified above. As can be seen from this
figure, nearly all the population stays between levels A and C1 ,
undergoing Rabi oscillations between them. The residual excitations of
the other four states are very small, and can be made smaller by using
weaker Rabi frequencies. Note that we have ignored the decay of the
g states (at the rate of Γ), which is a valid approximation for δ Γ≫ .
proved for public release.
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4. Limitations of the original model for light shift blockade

In the preceding section, we showed that the numerical si-
mulation of the truncated system appears to validate the LSB
process. For a large value of N, this result is still an approximation.
However, the system can be modeled exactly for very small values
of N. In particular, if we choose N¼2, there are only 6 collective
states altogether. Thus, it is possible to check without truncation
whether the LSB process holds in this case. Referring back to Fig. 2,
the complete set of collective states for N¼2 consists of A , G1 ,

C1 , G1,1 , C2 and G2 . We determined the evolution of this sys-
tem numerically, starting with the system being in the A state.
The results are illustrated in Fig. 4. In Fig. 4a, we show the popu-
lation of the collective states under the approximation that the
state G2 can be neglected completely, since δ Ω≫ N 1 and
δ Ω≫ 2, corresponding to very small populations in states G1 and

G1,1 . As can be seen, the result is consistent with LSB, since the

maximum population of C2 is very small. In Fig. 4b, we relax this
approximation, and keep the state G2 in the system. This pro-
duces an apparently surprising result. The population in C2 can
now reach almost unity for some interaction time. Thus, the LSB
process is strongly violated. It should be noted that the maximum
population of G2 is negligible (Fig. 4a), so that ignoring the ex-
citation to G2 seems to be a reasonable one. Yet, the relaxation of
this approximation modifies the population dynamics in a very
significant way.

In order to understand this behavior, it is instructive first to
consider the process of collective excitation more explicitly. Spe-
cially, it can be shown that for excitation by semi-classical fields,
and in the absence of interaction between the atoms, the general
quantum state of an ensemble is always given by the outer (ten-
sor) product of the quantum states of the individual atoms [18].
b

a

Fig. 4. Numerical solution of the evolution of the collective states of two atoms. Here, Ω1
atoms when G2 is eliminated. (b) Collective states of two atoms with the full Hamilto
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The collective states representation of the evolution of such a
system is merely an alternative way of describing the process. To
illustrate this explicitly, let us consider a case involving two-level
atoms, with a and c being the lower and higher energy levels
respectively.

Let us denote by ψi the quantum state of the i-th atom. Then,
the total quantum state of the system, Ψ| 〉, is given by
Ψ Π ψ| 〉 = | 〉=i

N
i1 . Thus, if we write ψ α β| 〉 = | 〉 + | 〉a ci i i i i , then

Ψ Π α β| 〉 = | 〉 + | 〉= a c( )i
N

i i i i1 . For simplicity, let us assume that N¼2.
We then get Ψ α β α β| 〉 = | 〉 + | 〉 | 〉 + | 〉a c a c( )( )1 1 1 1 2 2 2 2 . Consider the
product state basis which is spanned by | 〉a a1 2 , | 〉a c1 2 , | 〉c a1 2 and
| 〉c c1 2 . The total state can thus be written as

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

Ψ α α α β β α

β β

α α
α β
β α
β β

| 〉 = | 〉 + | 〉 + | 〉

+ | 〉 =

a a a c c a

c c .

(6)

1 2 1 2 1 2 1 2 1 2 1 2

1 2 1 2

1 2

1 2

1 2

1 2

Consider next the complete collective state basis spanned by
| 〉a a1 2 , | + 〉 = | 〉 + | 〉a c c a( )/ 21 2 1 2 , | − 〉 = | 〉 − | 〉a c c a( )/ 21 2 1 2 , and
| 〉c c1 2 . This basis is simply related to the product state basis by a 45°
rotation in the plane of | 〉a c1 2 and | 〉c a1 2 , so that the rotation matrix
can be written as

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥

=
−

R

1 0 0 0

0
1
2

1
2

0

0
1
2

1
2

0

0 0 0 1

.

(7)
= 0.001, Ω = 1002 , δ = 1000 and Δ = 2.497. (in units of Γ). (a) Collective states of two
nian.

 approved for public release.



Y. Tu et al. / Optics Communications 339 (2015) 157–166 161
Thus, the total state in the collective state basis can be written as

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

Ψ Ψ

α α

α β β α

α β β α

β β

| 〉 = | 〉 =
+

−

( )
( )

R
/ 2

/ 2
.

(8)

c

1 2

1 2 1 2

1 2 1 2

1 2

Similarly, we can represent the Hamiltonian in these different
bases. In the rotating wave picture, the Hamiltonian for a single
atom can be expressed as

⎡
⎣⎢

⎤
⎦⎥

Ω
Ω δ

=
−

H
0 /2

/2
,

(9)
1

where Ω is the Rabi frequency and δ ω ω ω= − −( )c a is the de-
tuning of the laser frequency from the resonance frequency of the
two states. When there are two atoms, the Hamiltonian in the
basis of states a a1 2 , a c1 2 , c a1 2 and c c1 2 is = ⊗ + ⊗H H I I H1 2 1 2

where Ii is the identity matrix and Hi is the Hamiltonian for the i-
th atom. For example,

Ω

= ⊗ + ⊗

= +

= =

a a H c a a a H I c a a a I H c a

a H c a I a a I c a H a

a H c

( ) ( )

/2

1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2

1 1 1 2 2 2 1 1 1 2 2 2

1 1 1 1

Thus, the Hamiltonian can be written as

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

Ω Ω
Ω δ Ω
Ω δ Ω

Ω Ω δ

=
−

−
−

H

0 /2 /2 0

/2 0 /2

/2 0 /2

0 /2 /2 2

,

(10)

2 1

2 1

1 2

1 2

where the Rabi frequencies are assumed to be real. Under a 45°
rotation in the plane of a c1 2 and c a1 2 , the new Hamiltonian in
the basis a a1 2 , + , − , c c1 2 is

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

Ω Ω Ω Ω

Ω Ω
δ

Ω Ω

Ω Ω
δ

Ω Ω

Ω Ω Ω Ω
δ

′ = =

+
−

−

+
−

+

−
−

−
−

+
−

−
−

−H R HR

0
2 2 2 2

0

2 2
0

2 2

2 2
0

2 2

0
2 2 2 2

2

.

(11)

1

1 2 1 2

1 2 1 2

1 2 1 2

1 2 1 2

For Ω Ω Ω= =1 2, the asymmetric state, − , is decoupled from
the other states, and the Hamiltonian becomes

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

Ω

Ω δ Ω
δ

Ω δ

′ = −
−

−

H

0 2 /2 0 0

2 /2 0 2 /2
0 0 0
0 2 /2 0 2

.

(12)

The Hamiltonian in Eq. (12) describes the situation where only
symmetric collective states are excited.

This is also evident by noting that the general collective state
can now be expressed as Ψ α αβ β| 〉 = | 〉 + | + 〉 + | 〉aa cc2c

2 2 , where
α α α= =1 2 and β β β= =1 2 (since Ω Ω=1 2). The form of this state
shows clearly that it is impossible to suppress excitation to the |cc
state while still exciting the + state. Thus, the degree of ex-
citation of a given collective state is related to the degree of ex-
citation of all other collective states. While the three-level system
we are considering is more complicated in the details, this fun-
damental rule still holds. As such, under this set of conditions (i.e.
semiclassical laser field, and no interaction between the atoms) it
DISTRIBUTION A: Distribution ap
is not possible to block the excitation to state C2 while allowing
for excitation of state C1 . The result shown in Fig. 4b is merely a
manifestation of this constraint. The subtle error that led us to the
previous conclusion about the realizability of LSB was the ap-
proximation that the role of G2 is negligible. This approximation
was entirely logical in a general sense, but turns out, rather sur-
prisingly, not to be valid.

Of course, if the laser field is treated quantum mechanically, by
considering it as a superposition of Fock states, the quantum state
of the atoms and the photons are inherently entangled. As such,
the state of the ensemble cannot be expressed as a product of the
states of each atom. Under such a situation, it should in principle
be possible to achieve the blockade effect. However, such a
blockade works in a clean manner only when the numbers of
photons are limited to a few. As discussed earlier, our objective is
to achieve a blockade when the laser field has a mean photon
number much larger than unity, i.e. the semi-classical limit. In this
limit, the only way to achieve a blockade is to allow for interaction
between the atoms. Here we describe a scheme where interactions
between Rydberg excited levels are used to achieve the LSB effect.
5. Rydberg assisted LSB of two atoms

We modify the lambda scheme of a single atom by adding a
Rydberg level r and an intermediate level d , which is coupled to
r and c , but not to a , as illustrated in Fig. 5a. We denote as ω j

the energy of the state j , for j¼a, g, c, d and r. The Rabi fre-
quencies are denoted as Ω1, Ω2, Ω3 and Ω4 for the →a g , →g c,

→c d and →d r transitions, respectively. For convenience, we
also define the relevant detunings as δ ω ω ω= − −( )b a1 1 ,
δ ω ω ω= − −( )b c2 2 , δ ω ω ω= − −( )d c3 3 and δ ω ω ω= − −( )r d4 4 .
As before, the average detuning for the Λ-transition is defined as
δ δ δ= +( )/21 2 , and the corresponding two photon detuning is
defined as Δ δ δ= −2 1. We also define as δ δ δ= +r 3 4 to be the two
photon detuning for the ladder transition → →c d r . After making
the usual dipole and rotating wave approximations and upon
making the rotating wave transformation, the Hamiltonian in the
basis of states a , g , c , d and r can be expressed as

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥

Δ Ω
Ω δ Δ Ω

Ω Ω
Ω δ Ω

Ω δ

=
− +

−
−

H

/2 0 0 0

/2 /2 /2 0 0

0 /2 0 /2 0

0 0 /2 /2

0 0 0 /2

.

(13)

R

r

1

1

1 2

2 3

3 3 4

4

To illustrate the basic concept, we consider first the collective sates
of only two atoms, with a distance r12 which is assumed to be
comparable to the characteristic distance scale of interatomic
Rydberg interaction.

For simplicity, we consider first the symmetric collective states
of two atoms, as illustrated in Fig. 5b, where we have adopted the
compact notation that, for example, =AA aa , =CC cc ,

= +( )AC ac ca / 2 and so on. Since the Hamiltonian for the
two atoms now contains the interaction between the two atoms,
the general quantum state of the total system can no longer be
written as a product between the quantum states of individual
atoms. As such, it should now be possible to produce the LSB ef-
fect. Specifically, note that the dipole–dipole interaction between
the atoms when they are both excited to the Rydberg state will
shift the energy of the RR state compared to its value when the
atoms are far apart. Since there is an asymmetry in the degree to
which the r state is coupled to a and c , the shift in the energy
of RR will affect differently the light shifts experienced by AA ,
AC and CC . This is precisely what is needed for realizing LSB. In
proved for public release.



a

b

Fig. 5. (a) Modified Λ-system of a single atom. (b) Collective states of two atoms.

a b

Fig. 6. (a) Single atom five-level scheme. (b) Simplified three-level scheme after
adiabatically eliminating g and d .
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what follows, we derive analytically, under adiabatic elimination
approximation, the parameters needed for realizing the optimal
LSB condition. We then verify the results via exact numerical
calculation. This is followed by a derivation of the condition nee-
ded for optimal LSB for an arbitrary value of N, the number of
atoms in the ensemble.

As can be seen from Fig. 5b, there are fifteen symmetric col-
lective states for two atoms. In order to establish an approximate
analytical result (which would then serve as a guide for choosing
parameters for exact numerical calculation), we first simplify the
picture by reducing the 5-level system for each atom (see Fig. 6a)
to an effective 3-level system (see Fig. 6b) via eliminating adia-
batically two of the intermediate states, g and d , that are highly
detuned. Once this is done, the effective Hamiltonian for each
atom, in the basis of a , c and r , can be expressed as

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

Δ ε Ω
Ω ε Ω

Ω δ ε
=

+

− +

′H

/2 0

/2 /2

0 /2

,

(14)

R

a ac

ac c cr

cr r r

1

where Ω Ω Ω δ= /2ac 1 2 is the Raman–Rabi frequency of transition
→a c , and Ω Ω Ω δ= /2cr 3 4 3 is the two-photon Rabi frequency of

transition →c r , while ε Ω δ= /4a 1
2 , ε Ω δ Ω δ= +/4 /4c 2

2
3
2

3 and
ε Ω δ= /4r 4

2
3 are the light shifts of states a , c and r respectively.

If we define two new parameters Δ Δ ε ε= + −ac a c and
Δ δ ε ε= + −cr r c r , these become the effective, relevant detunings
between the levels. Then we can rewrite the single atom Ha-
miltonian in the basis of a , c and r as

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

Δ Ω
Ω Ω

Ω Δ
=

−

′H

/2 0

/2 0 /2

0 /2

.

(15)

R

ac ac

ac cr

cr cr

1

If the distance between the two atoms, r12, is much larger than
the scale of Rydberg interaction, the combined Hamiltonian in the
basis of the nine product states ( a a1 2 , a c1 2 , a r1 2 , c a1 2 , c c1 2 ,
c r1 2 , r a1 2 , r c1 2 , r r1 2 ) can be written as = ⊗ + ⊗′ ′H H I I HT R R1 2 1 2 ,
and the 81 elements of HT can be easily calculated in the same
manner as used in deriving Eq. (10). When transformed to the
collective state picture, the asymmetric states become decoupled,
just as before, and we are left with a six state system spanned by
AA , AC , CC , AR , CR and RR (using the compact notation in-
troduced in Fig. 5b), which are shown in Fig. 7, and the
DISTRIBUTION A: Distribution
Hamiltonian can be expressed as

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

Δ Ω

Ω Δ Ω Ω

Ω Ω

Ω Δ Δ Ω

Ω Ω Δ Ω

Ω Δ

=
−

−

−

′H

2
2

2
0 0 0 0

2
2

2
2

1
2

0 0

0
2

2
0 0

2
2

0

0
1
2

0
1
2

0

0 0
2

2
1
2

2
2

0 0 0 0
2

2
2

.

(16)

T

ac ac

ac ac ac cr

ac cr

cr ac cr ac

cr ac cr cr

cr cr

When the distance r12 becomes comparable to the character-
istic distance scale for interatomic Rydberg interaction, the
Hamiltonian for the collective states, ′HTR, is the same as ′HT except
for the last diagonal element. Specifically, 〈 | | 〉′RR H RRTR

Δ=〈 | | 〉 − = − −′RR H RR V V2T r cr r , where Vr represents the dipole–
dipole interaction between two atoms. Thus, we can write

= − | 〉〈 |′ ′H H V RR RR . (17)TR T r

The various terms of ′HTR are illustrated schematically in Fig. 7.
When we allow Δ Δ≫cr ac, Ωac, Ωcr , the upper levels AR , CR

and RR can be adiabatically eliminated. The reduced Hamiltonian
 approved for public release.



Fig. 7. The coupling rates and detunings of collective states of a simplified two-atom system.
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in the basis of AA , AC and CC is

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥⎥

′

Δ Ω

Ω Δ
Ω

Ω Ω

Ω Ω Ω

≅ + · + ·
−

+ ·
−

·
−

H v
uv

vw

uv
vw

v
vw

2
2

2
0

2
2 2

2
2

2
2 1 2

0
2

2
2

2 1 2 1 2

,

(18)

TR

ac ac

ac ac
cr

ac cr

ac cr cr

where, for simplicity, we have defined Ω Δ=u /2ac cr , Ω Δ=v /2cr cr ,
Ω Δ= +w V/2(2 )cr cr r , and we have assumed that Ω Ω≫cr ac. In or-

der to make the levels AA and AC resonant, we enforce the
condition that Δ Ω= ·v/2ac cr , which leads to Ω Δ Δ= 4cr ac cr

2 . When
the energy levels are all reduced by Δ2 ac , Eq. (18) becomes

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥⎥

′

Ω

Ω Ω Ω

Ω Ω Δ

= + ·
−

+ ·
−

H uv
vw

uv
vw

0
2

2
0

2
2

0
2

2
2

2 1 2

0
2

2
2

2 1 2

,

(19)

TR

ac

ac ac cr

ac cr B

where Δ Ω≡ · −vw vw2 /(1 2 )B cr is the blockade shift. When ΔB is
much larger than the coupling between the states AC and CC , we
are able to block the excitation to state CC and achieve LSB. This
can be achieved under the condition where Δ Ω+ ≫V 2 /r cr cr

Ω Δ2 ac cr . When these conditions are met, we achieve resonance
between states AA and AC , blocking excitation to state CC .

In order to verify the validity of this conclusion, we have si-
mulated the evolution of the three-level system of two atoms (i.e.
the system shown in Fig. 6b), using the 6�6 collective state Ha-
miltonian, ′HTR (Eq. (17)), which included the effect of Rydberg
interaction, but without making use of the adiabatic elimination of
states AR , CR and RR . The parameters we have used are
Ω = 0.00002ac , Ω = 1cr , Δ = − 0.031129ac and Δ = − 8cr (in units of
Γ), consistent with the requirement of achieving LSB. The result of
this simulation is shown in Fig. 8. Fig. 8a represents the case when
the Rydberg-interaction parameter, Vr, is set to zero. In this case,
the maximum amplitude of CC reaches unity. When Vr¼16, the
maximum amplitude of CC is nearly zero, and the system oscil-
lates between AA and AC , as shown in Fig. 8b. It should also be
noted that under this blockade condition, the oscillation frequency
between levels AA and AC is increased by 2 . The upper levels
AR , CR and RR are minimally excited regardless of whether in-
teraction is present or not. This justifies the adiabatic elimination
of these states employed in deriving the 3�3 reduced Hamilto-
nian for the collective states, shown in Eq. (18).

The parameters used in the evolution of the simplified two-
atom Hamiltonian can be used to extract the values of parameters
necessary for the exact two-atom 15-level system shown in Fig. 5b.
We choose the parameters as follows: Ω = 0.00041 , Ω = 0.82 ,
δ = − 8, Δ = − 0.0199, Ω = 203 , Ω = 3204 , δ = − 32003 , δ = 32004 .
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Notice that here we make the choice that Δ Ω Ω δ≃ −( )/42
2

1
2 in

order to produce full Rabi oscillations between AA and AC . The
results of the plots with and without the Rydberg interaction are
shown in Fig. 9. Despite the fact that 15 levels are present, only the
levels AA , AC and CC are populated while the excitations to the
other states remain under 1%. As was the case with the simplified
Hamiltonian, the presence of the Rydberg interaction ( =V 16r )
suppresses the excitation to level CC so that an effective two-level
system is generated, as illustrated in Fig. 10.
6. Rydberg assisted LSB in N-atom ensembles

This process can be generalized for N atoms. Referring back to
Fig. 6, we recall first that adiabatic elimination of states g and d
reduces the system to three levels (Fig. 6b). The first six collective
states involving these single atom states, for N-atoms, are as fol-
lows:

∑

∑

∑

∑

∑

| 〉 ≡ | ·· 〉

| 〉 ≡ | ·· ·· 〉

| 〉 ≡ | ·· ·· ·· 〉

| 〉 ≡ | ·· ·· 〉

| 〉 ≡ | ·· ·· ·· 〉

| 〉 ≡ | ·· ·· ·· 〉

=

≠

=

≠

≠

A a a a

C
N

a a c a

C
C

a a c c a

R
N

a a r a

R
C

a a r c a

R
C

a a r r a

, , , ,

1
, , , , , ,

1
, , , , , , , ,

1
, , , , , ,

1

2
, , , , , , , ,

1
, , , , , , , .

(20)

N

j

N

j N

N j k j k
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j k N

j

N

j N

N j k j k

CN

j k N

N j k j k

CN

j k N

1 2

1
1

1 2

2

2 , ( )

2

1 2

1
1

1 2

1,1

2 , ( )

2 2

1 2

2

2 , ( )

2

1 2

Of course, there are many more collective states. However, our
goal is to find the condition where the system oscillates between
A and C1 , with negligible excitation to the remaining collective

states. If we can show that the excitation to states C2 , R1 , R1,1

and R2 are negligible, then it follows that the excitation to all
other higher energy collective states is also negligible. Thus, it is
justified to limit our consideration to only these six states.

With the single atom Hamiltonian in the basis of a , c and r
shown in Eq. (15), the Hamiltonian formed with states A , C1 , C2 ,
proved for public release.



a b

Fig. 8. Evolution of population using the simplified two-atom picture in Fig. 6. Figure (a) represents the case when the dipole–dipole interaction is not present =V( 0)r .
Figure (b) represents the case when the dipole–dipole interaction is present =V( 16)r .

Fig. 9. Evolution of population using the full two-atom picture in Fig. 6(b) when the dipole–dipole interaction is not present =V( 0)r .
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Fig. 10. Evolution of population using the full two-atom picture in Fig. 6(b) when the dipole–dipole interaction is present =V( 16)r .

Fig. 11. Evolution of population in the six lowest energy states of Hamiltonian in
Eq. (20) for N¼1000, with the same conditions as Fig. 8 except Ωac here is N
smaller, and the dipole–dipole interaction Γ=V 16r .
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R1 , R1,1 and R2 can be written as

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
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(21)

Under the condition that Δ Δ≪cr ac, ΩN ac, Ωcr , for large N, this
reduces to

⎡
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0 2
2

0

2
2

0 2
2 2

2( 1)

1 1 2 2

0 2
2 2

2( 1)

1 1 2 2
(22)

in the basis of | 〉A and | 〉C1 and | 〉C2 , where the first two levels
were made resonant by choosing Δ Ω= · −v vw( /2) (1 2 )/ac cr

− − −N u vw(1 ( 1) 2 )2 . The blockade shift is now Δ ≡B

Ω · − − −vw N u vw2 /(1 ( 1) 2 )cr
2 . Note that when N¼2, the Ha-

miltonian, the detuning, and the blockade shift are equivalent to
the calculations made earlier for the two-atom case. The condi-
tions necessary to block the excitation to state C2 are

Ω Ω≫ Ncr ac and ≫w N u, which again occur when Δ→ −V 2r cr ,
just as in the case of N¼2.

Fig. 11 shows the populations of the six collective states of
Eq. (20) under the LSB conditions found for 1000 atoms. The
parameters are Ω = 0.00002/ 1000ac , Ω = 1cr , Δ = − 0.031129ac ,
Δ = − 8cr and =V 16r (in units of Γ). As can be seen, states A and
DISTRIBUTION A: Distribution ap
C1 are resonant, and population in state C2 is very small. With so
little excitation into C2 , the Rydberg assisted LSB guarantees the
suppression of the higher excitations, thereby validating the use of
a truncated Hamiltonian in Eq. (20).

So far, we have shown that the Rydberg assisted LSB works for
Γ=V 16r , where Γ is the decay rate of the state g . Consider, for

example, the specific case of 87Rb atoms. In this case, Γ ≃ 6 MHz,
so that ≃V 96 MHzr , which corresponds to an interatomic distance
of ∼ μ10 m. We envision a scenario where the collective ensemble
would be confined to a sphere with a diameter ∼ μ10 m, realizable,
for example, by loading atoms from a MOT into a FORT (far-off
resonance trap), containing about 103 atoms. For some pair of
atoms, the interatomic distance would be smaller than μ10 m. It is
proved for public release.



Fig. 12. Evolution of population in the six lowest energy states of Hamiltonian in
Eq. (20), with the same conditions as Fig. 11 except the dipole–dipole interaction

Γ=V 16000r .
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well known that Vr scales approximately as −r 3, where r is the
interatomic distance between a pair of atoms for < μr 10 m [19].
Thus, for = μr 1 m, Γ≃ ≃ ×V 16000 96 10 MHzr

3 . We show in
Fig. 12 that the Rydberg assisted LSB works for this value of Vr for
N¼1000 atoms.
7. Conclusion

The light shift imbalance induced blockade in an atomic en-
semble had been studied previously, in which the difference in the
light shifts produced in collective state energy levels leads to a
condition where the system remains confined to a superposition of
the ground and the first excited states. The significance of this
result for quantum computing was discussed in Reference [20].
Upon further investigation into the nature of collective states, we
found that the light shift imbalance alone is not enough to produce
a blockade. By introducing Rydberg interaction, and using the
technique of adiabatic elimination, we are able to establish the
conditions under which the blockade can be achieved. Numerical
simulations confirm the validity of this result.

The ensemble-based qubits realized in this manner can be used
to implement a controlled-NOT (CNOT) gate, which is a universal
gate for quantum computing, using a variation of the Pellizzari
scheme [8]. The details of the process for realizing a CNOT gate in
this way, using 87Rb atoms are essentially the same as what was
presented in Reference [16]. Many such gates can be linked to one
another, via nearest neighbor quantum coupling, to realize an
elementary quantum computer (EQC). The size of an EQC, con-
tained inside a single vacuum chamber, is likely to be limited to a
number of the order of ten. However, as shown in Reference [16],
many such EQCs can be linked via optical fiber, using photons to
transport quantum information, thus making this approach scal-
able. Of course, it is also possible to realize a CNOT gate between
single atoms, caught in FORTs, by making use of Rydberg inter-
actions [21]. However, it is very difficult to load a single atom
consistently in a FORT. In contrast, the approach proposed here is
relatively insensitive to the actual number of atoms held in the
FORT. Thus, this approach may prove to be a more viable alter-
native for scalable quantum computing using neutral atoms.
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We investigate the behavior of an ensemble of N non-interacting, identical atoms excited by a laser. In general, the i-th
atom sees a Rabi frequency �i , an initial position dependent laser phase φi , and a motion induced Doppler shift of δi .
When�i or δi is distinct for each atom, the system evolves into a superposition of 2N intercoupled states, of which there

are N + 1 symmetric and
(

2N − (N + 1)
)

asymmetric collective states. For a collective state atomic interferometer

(COSAIN), we recently proposed, it is important to understand the behavior of all the collective states under various
conditions. In this paper, we show how to formulate the properties of these states under various non-idealities, and use
this formulation to understand the dynamics thereof. We also consider the effect of treating the center of mass degree of
freedom of the atoms quantum mechanically on the description of the collective states, illustrating that it is indeed possible
to construct a generalized collective state, as needed for the COSAIN, when each atom is assumed to be in a localized
wave packet. The analysis presented in this paper is important for understanding the dynamics of the COSAIN, and will
help advance the analysis and optimization of spin squeezing in the presence of practically unavoidable non-idealities as
well as in the domain where the center of mass motion of the atoms is quantized.

Keywords: atomic ensembles; symmetric collective states; asymmetric collective states; atomic interferometer

1. Introduction

Atom interferometry is emerging as a very important avenue
of precision metrology. It has been used as a gyroscope
[1–3] as well as an accelerometer [4,5]. It has also been
used for accurate measurements of gravity [6,7], gradients
in gravity [8], as well as gravitational red-shift [9]. Other ap-
plications include measurement of fine structure constants
with high precision [10,11], as well as the realization of
a matter-wave clock [12]. The rotation sensitivity of an
atom interferometric gyroscope (AIG) is due to the phase
difference between two paths arising from the Sagnac effect
[13–15]. This phase difference is proportional to the area
enclosed by the interferometer as well as the mass of each
atom.

Motivated by this mass dependence of the rotation sensi-
tivity of an AIG, we have recently proposed an interferom-
eter that exploits the collective excitation of an ensemble of
atoms [16]. To explain the principle behind this briefly, we
consider an assembly of N non-interacting identical two-
level atoms, as illustrated in Figure 1(a). For a practical
atomic interferometer, these levels are actually metastable
hyperfine ground levels, coupled to an intermediate state via
off-resonant counter-propagating optical fields. However,

∗Corresponding author. Email: rsarkar@u.northwestern.edu

the basic concept can be illustrated by considering these two
states to be coupled by a single, traveling laser field [17].
The atoms are initially prepared in quantum state |g, 0〉,
denoting that in this state, the atoms are stationary along
the z-axis. A laser beam propagating along the z-axis will
impart a momentum �k to an atom upon absorption of a
single photon, driving it to a superposition of the states
|g, 0〉 and |e, �k〉, with the amplitude of each state depend-
ing on the intensity of the laser beam, �, and the time of
interaction, t .

In a single atom interferometer, a two-level atom is first
split into an equal superposition of |g, 0〉 and |e, �k〉 by
a π/2-pulse (so that �t = π/2). After letting this split
atom drift freely for time T , the two states are inverted and
redirected by aπ -pulse.At the end of another free drift time,
T , the two paths are recombined by anotherπ/2-pulse. This
is shown schematically in Figure 1(b). A possible phase
difference, �φ, between the two paths manifests itself in
the amplitude of the states at the end of the π/2 −π −π/2
sequence. For example, the amplitude of |g〉 at the end of
the interferometric sequence varies as cos2(�φ/2) [1,14].
It is also possible to make a similar interferometer using
only a single zone excitation [18,19].

© 2015 Taylor & Francis
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2 R. Sarkar et al.

Figure 1. (a) Ensemble of N two-level atoms in a classical laser
field propagating the z-direction, (b) a single atom interferometer
produced via π/2 − π − π/2 sequence of excitation.

We have shown in Ref. [16] how an ensemble of N atoms
can be used to make a Collective State Atomic Interferom-
eter (COSAIN) which also makes use of the π/2−π−π/2
pulse sequence employing counter-propagating Raman
excitations in a� system, but has properties that differ very
significantly from the Conventional Raman Atomic Inter-
ferometer (CRAIN) employing the same pulse sequence.
For example, the width of the fringes generated as a
function of the differential phase between the two paths (or,
equivalently, a rotation applied perpendicular to its plane)
is reduced by a factor of

√
N , when compared to the same

for the CRAIN. The minimum measurable phase shift, un-
der quantum noise limited (QNL) operation, is given by
�φ

QN L
c = π/

√
Nnτηc, where n is the number of inter-

rogations per unit time, τ is the total observation time,
and ηc is the quantum efficiency of detecting one of the
collective states. This is to be compared with the same
for a CRAIN, which is given by �φQN L

s = π/
√

mτηs ,
where m is the flux of atoms per unit time, and ηs is the
quantum efficiency of detecting each atom. For comparison,
we consider a situation where m = Nn. Thus, �φQN L

c
can be substantially smaller than �φQN L

s , since ηc can
be very close to unity, while ηs is generally very small
because of geometric constraints encountered in collecting
fluorescence from the atoms [16]. In order to understand the
basic principles of operation of such an interferometer, it is
instructive to recall first the Dicke states [20–22].

In Ref. [20], Dicke showed that for a dilute ensemble
of N atoms where the atoms do not interact, the ensemble
evolves to a superposition of N +1 symmetric states (shown
in Figure 2). Some of the possible Dicke states are defined
as follows

|G〉 = |g1, g2, . . . , gN 〉 ,

Figure 2. Schematic illustration of some of the possible
symmetric collective states and coupling strength to their adjacent
states.

|E1〉 =
N∑

i=1

|g1, g2, . . . , ei , . . . , gN 〉 /√N ,

|E2〉 =
(N

2 )∑
j,k( j �=k)

∣∣g1, . . . , e j , . . . ek, . . . , gN
〉
/

√(
N

2

)
,

|EN−1〉 =
N∑

i=1

|e1, e2, . . . , gi , . . . , eN 〉 /√N ,

|EN 〉 = |e1, e2, . . . , eN 〉 , (1)

etc. where
(N

n

) = N !/n!(N − n)!.
A COSAIN is configured essentially the same way as

the CRAIN with two exceptions. First, it must make use of
trapped atoms, released sequentially to the interferometer.
Second, the detection process is designed to measure the
probability of finding all the atoms in one of the collective
states, such as |G〉. The reduction in the width of the fringe
occurs due to a combination of the interferences among all
the collective states, which follow different paths. Details
of this process can be found in Ref. [16]. We have also
shown how a Collective State Atomic Clock (COSAC) can
be realized in this way, also with a

√
N reduction in the

width of the fringes [23]. Just as the COSAIN is a variant
of the CRAIN, the COSAC is a variant of the Conventional
Raman Atomic Clock (CORAC) [24–27]. In Ref. [23], we
show how a conventional microwave clock [28,29] can also
be converted into a COSAC.

As noted above, the COSAIN makes use of counter-
propagating Raman transitions. As such, the characteristic
wave number is k, where k = (k1 + k2), and k1 and k2
are the wave numbers of the two laser beams. The non-zero
temperature of a MOT provides a spread in the velocity
of the constituent atoms. Therefore, each atom in the en-
semble experiences a Doppler shift leading to a spread in
detuning, with a zero mean value. Due to the finite size
of the ensemble, each atom may experience a slightly dif-
ferent Rabi frequency depending on the spatial variation
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in the intensity profile of the laser beam. These factors
contribute to a complex picture of an ensemble in a practical
experiment. Furthermore, a semiclassical treatment of a
quantum mechanical problem is not adequate. The wave
packet nature of the atoms must also be taken into account
by considering the center of mass (COM) momentum of the
atomic states.

In this paper, we present a description of collective states
under generalized and non-ideal conditions, including a sit-
uation where the motion of the COM of each atom is treated
quantum mechanically. Such a comprehensive model of
the collective states currently does not exist in the litera-
ture, and is important for understanding the behavior of the
COSAIN. This comprehensive model of collective states,
including the case where the COM motion is quantized, is
also likely to help advance the analysis and optimization
of spin squeezing [30–33], under non-idealities that are
unavoidable in any practical scheme. The rest of the paper is
organized as follows. In Section 2, we describe the semiclas-
sical model of generalized collective excitation to lay down
the mathematical framework on which our analysis is based.
For the sake of simplicity and transparency, we introduce
the concepts first with the example of a 2-atom ensemble
identical to the Dicke formalism of collective excitation.
Next, we analyze how variable Rabi frequencies and atomic
velocities affect this simple ensemble. In Section 3, this
investigation is extended to a general N -atom ensemble. In
particular, we show that under certain conditions, the gener-
alized asymmetric states of an ensemble are not decoupled
from the symmetric set. We develop the general method of
finding the generalized collective symmetric and asymmet-
ric states in an ensemble of arbitrary size. In Section 4, we
consider the COM motion degree of freedom of the atoms
and investigate the implications of the wave packet nature
of the atoms, and therefore, of the ensemble.

2. Semiclassical model of generalized collective
excitation

Without loss of generality, we consider a collection of N
two-level atoms, released from a cold trap, excited by a
laser field traveling in the z direction, assuming the field
amplitude to be of Gaussian profile in x and y directions, and
constant in the z direction. Each atom is modeled as having
two energy levels, |gi 〉 and |ei 〉. As mentioned earlier, a
�-type atomic system excited by a pair of optically off-
resonant laser fields propagating in opposite directions can
be modeled as an effective two-level system of this type
[18], so that the decay rate of the |ei 〉 state can be set to zero.
This effective two-level system is shown in Figure 1(a),
where ω0 = (ωe − ωg) is the frequency of the laser field,
assumed to be resonant for stationary atoms. Each atom,
however, experiences a different Doppler shift due to the
thermal motion of the atoms, and consequently, a different
effective laser frequency, ω0i . The net consequence of this
is that the i-th atom picks up a detuning of δi depending

on its velocity. The Rabi frequency,�i , experienced by the
i-th atom depends on its position.

The laser field is assumed, arbitrarily, to be polarized in
the x direction. In the laboratory frame, the electric field at
any point r = x x̂+ yŷ+ zẑ, defined arbitrarily with respect
to an origin, can be expressed as Ei(r, t) = x̂E0 exp[−(x2+
y2)/2σ 2

L ] cos(ω0t − kz), where σL represents the width of
the laser beam in the transverse directions. Assume now
that, at t = 0, the i-th atom is positioned at r0i = x0i x̂ +
y0i ŷ + z0i ẑ, and is moving at a velocity vi = vxi x̂ +
vyi ŷ + vzi ẑ. We ignore for now any change to this velocity
due to the interaction with the laser field. This issue will
be addressed later when we consider the motion of the
COM of the atom quantum mechanically. In the reference
frame of this atom, which is defined by the vector ri =
r0i + vi t , the electric field can be expressed as Ei(ri, t) =
x̂E0 exp[−((x0i + vxi t)2 + (y0i + vyi t)2)/2σ 2

L ] cos[ω0t −
k(z0i + vzi t)]. The transverse motion of the atom will lead
to a time-dependent variation of the amplitude of the Rabi
frequency. We assume that, for typical systems of inter-
est, |vxi t � σL | and |vyi t � σL |, so that this variation
can be ignored. We can then write the field seen by the
atom in its reference frame as Ei(r, t) = x̂E0 exp[−(x2

0i +
y2

0i )/2σ
2
L ] cos(ω0i t − ξi ), where ω0i = ω0 − kvzi is the

Doppler shifted frequency seen by the atom, and ξi =
kz0i is a reference phase relation, determined by the initial
position of the atom, between the atom and the field for all
values of t .

In the electric dipole approximation, the Hamiltonian for
the i-th atom can be written as Hi = Pi

2/2m+H0i +qρi.Ei,
where Pi is the COM momentum in the z-direction, H0i is
the internal energy of the atom, ρi is the position of the
electron with respect to the nucleus, q is the electronic
charge, and m is the mass of the atom. As mentioned above,
we are treating the motion of the COM of the atom semiclas-
sically, deferring the quantum mechanical model thereof to
a later part of this paper. As such, the COM term in the
Hamiltonian can be ignored. Upon making the rotating-
wave approximation, Hi can then be expressed in the bases
of |gi 〉 and |ei 〉 as:

Hi/� = ωg |gi 〉 〈gi | + ωe |ei 〉 〈ei |
+�i (exp(i(ω0i t − ξi )) |gi 〉 〈ei | + h.c.)/2, (2)

where �i ≡ 〈gi | (x · ρi) |ei 〉 Ei/� = 〈ei | (x · ρi) |gi 〉 Ei/�.
The state of this atom, |ψi 〉, evolves according to the

Schrödinger equation, i�∂ |ψi 〉 /∂t = Hi |ψi 〉. We define a
transformed state vector

∣∣ψ ′
i

〉 = Qi |ψi 〉, where Qi is the
unitary transformation, defined as

Qi =
2∑

j=1

exp
(
i
(
ai j t + bi j

)) | j〉 〈 j | , (3)

where ai j and bi j are the arbitrary parameters. The
Hamiltonian for this state vector is then H ′

i = Qi Hi Q−1
i −

�Q̇i Q−1
i , so that i�∂

∣∣ψ ′
i

〉
/∂t = H ′

i

∣∣ψ ′
i

〉
. To render H ′

i
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4 R. Sarkar et al.

time independent, we set ai1 = ωg and ai2 = ω0i + ωg .
Now, setting bi1 = 0, bi2 = −ξi makes H ′

i independent of
any phase factor as well. In this frame, the Q-transformed
Hamiltonian thus becomes

H ′
i /� = −δi

∣∣e′
i

〉 〈
e′

i

∣∣+�i (
∣∣g′

i

〉 〈
e′

i

∣∣+ h.c.)/2. (4)

The new basis vectors,
∣∣g′

i

〉
and

∣∣e′
i

〉
, are related to the orig-

inal basis vectors as exp(−iωgt) |gi 〉 and exp(−i((ωe +
δi )t − ξi )) |ei 〉, respectively. Assuming that the i-th atom
is initially in the state cgi (0)

∣∣g′
i

〉 + cei (0)
∣∣e′

i

〉
, its quantum

state can be written as∣∣ψ ′
i

〉 = eiδi t/2
((

cgi (0) cos

(
�′

i t

2

)

− i
cgi (0)δi + cei (0)�i

�′
i

sin

(
�′

i t

2

)) ∣∣g′
i

〉
+
(

−i
cgi (0)�i − cei (0)δi

�′
i

sin

(
�′

i t

2

)

+cei (0) cos

(
�′

i t

2

)) ∣∣e′
i

〉)
, (5)

where �′
i =

√
�2

i + δ2
i is the effective coupling frequency

of this atom.
Since we assume no interaction among the atoms, the en-

semble Hamiltonian is the sum of all the individual Hamil-
tonians corresponding to each atom in the ensemble, H ′

C =
�i H ′

i . The state of the ensemble, therefore, evolves accord-
ing to the Schrödinger equation, i�∂

∣∣� ′
C

〉
/∂t = H ′

C

∣∣� ′
C

〉
.

For illustrative purposes, as well as transparency, let us
consider first the case of N = 2. H ′

C can be expressed
as H ′

1⊗I ′
2 + I ′

1⊗H ′
2, where I ′

i is the identity operator in
the basis of

∣∣g′
i

〉
and

∣∣e′
i

〉
for the i-th atom. For instance,〈

g′
1g′

2

∣∣ H ′
C

∣∣g′
1e′

2

〉 = 〈
g′

1

∣∣ H ′
1

∣∣g′
1

〉 〈
g′

2

∣∣ I ′
2

∣∣e′
2

〉 + 〈
g′

1

∣∣ I ′
1

∣∣g′
1

〉〈
g′

2

∣∣ H ′
2

∣∣e′
2

〉 = 〈
g′

2

∣∣ H ′
2

∣∣e′
2

〉 = ��2/2. Using this process,
we can now express H ′

C in the basis of product states of the
two atoms,

∣∣g′
1g′

2

〉
,
∣∣e′

1g′
2

〉
,
∣∣g′

1e′
2

〉
, and

∣∣e′
1e′

2

〉
as

H ′
C/� = −δ1

∣∣e′
1g′

2

〉 〈
e′

1g′
2

∣∣− δ2
∣∣g′

1e′
2

〉 〈
g′

1e′
2

∣∣
− (δ1 + δ2)

∣∣e′
1e′

2

〉 〈
e′

1e′
2

∣∣
+�1(

∣∣g′
1g′

2

〉 〈
e′

1g′
2

∣∣+ ∣∣e′
1e′

2

〉 〈
g′

1e′
2

∣∣+ h.c.)/2

+�2(
∣∣g′

1g′
2

〉 〈
g′

1e′
2

∣∣+ ∣∣e′
1e′

2

〉 〈
e′

1g′
2

∣∣+ h.c.)/2.
(6)

Consider first the case where all the Rabi frequencies are
the same, and there are no detunings. The Q-transformed
Hamiltonian for each atom is then formally identical, since
the phase factors due to different positions are encoded in
the transformed basis states

∣∣g′
i

〉
and

∣∣e′
i

〉
. Thus, the coupled

collective states would now be formally identical to the
symmetric Dicke states. For example,∣∣G ′〉 = ∣∣g′

1

〉 ∣∣g′
2

〉
,∣∣E ′

1

〉 =(∣∣g′
1e′

2

〉+ ∣∣e′
1g′

2

〉
)/

√
2,∣∣E ′

2

〉 = ∣∣e′
1

〉 ∣∣e′
2

〉
. (7)

It should be noted that each of the constituent individ-
ual atomic states in these expressions include the temporal
and spatial phase factors. Thus, these states behave the
same way as the conventional Dicke symmetric collective
states, independent of the distance between the two atoms.
It should also be noted that there exists another collective
state,

∣∣∣E ′
1,1

〉
≡ (
∣∣g′

1e′
2

〉 − ∣∣e′
1g′

2

〉
)/

√
2 which remains fully

uncoupled from the symmetric set. The states
∣∣E ′

1

〉
and∣∣∣E ′

1,1

〉
result from a π/4 rotation in the Hilbert subspace

spanned by
∣∣e′

1g′
2

〉
and

∣∣g′
1e′

2

〉
, as illustrated in Figure 3(a).

Consider next the case where there is still no detuning,
but the Rabi frequencies are unequal. It is not obvious what
the form of the symmetric collective states should be in
this case. Consider first the task of finding the first excited
symmetric collective state (SCS). Since the

∣∣G ′〉 state will,
by definition, be coupled only to this state, we can define
this state, in general, as

∣∣E ′
1

〉 = H ′
C

∣∣G ′〉√〈
G ′|H ′†

C H ′
C |G ′

〉 , (8)

where the denominator ensures that this state is normalized.
When applied to the particular case at hand, we thus get∣∣E ′

1

〉 = (�1
∣∣e′

1g′
2

〉+�2
∣∣g′

1e′
2

〉
)/

√
�2

1 +�2
2.

A rotation operator, R, rotates the Hilbert subspace,�2,1,
formed by

∣∣e′
1g′

2

〉
and
∣∣g′

1e′
2

〉
by an angle θ = tan−1(�1/�2),

such that one of the resulting states is
∣∣E ′

1

〉
. This also pro-

duces a state
∣∣∣E ′

1,1

〉
= (�2

∣∣e′
1g′

2

〉−�1
∣∣g′

1e′
2

〉
)/

√
�2

1 +�2
2,

which is orthogonal to
∣∣E ′

1

〉
. In this rotated frame, the en-

semble Hamiltonian, H̃ ′
C = RH ′

C R−1 becomes

H̃ ′
C/�

=
√
�2

1 +�2
2

∣∣G ′〉 〈E ′
1

∣∣ /2 +�1�2
∣∣E ′

1

〉 〈
E ′

2

∣∣ /√�2
1 +�2

2

+ (�2
2 −�2

1)
∣∣E ′

1,1

〉 〈
E ′

2

∣∣ /2√�2
1 +�2

2 + h.c. (9)

Thus, the asymmetric collective state (ACS),
∣∣∣E ′

1,1

〉
, does

not remain isolated but is coupled to
∣∣E ′

2

〉
, which in turn

is coupled to
∣∣E ′

1

〉
. Consider next the case where we also

allow for potentially different detunings for the two atoms,
δ1 and δ2. It is easy to see, based on the general definition in
Equation (8) of the first excited SCS, that

∣∣E ′
1

〉
has the same

form as in Equation (8). Similarly, the expression for
∣∣∣E ′

1,1

〉
is also the same as above, and these states are generated by
the same rotation operator, R, as given above. However, the
coupling between the states in this rotated basis is now mod-
ified. Explicitly the ensemble Q-transformed Hamiltonian
in the rotated frame becomes

H̃ ′
C/� = −

(
δ1�

2
1 + δ2�

2
2

) (∣∣E ′
1

〉 〈
E ′

1

∣∣
+ ∣∣E ′

1,1

〉 〈
E ′

1,1

∣∣) / (�2
1 +�2

2

)
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− (δ1 + δ2)
∣∣E ′

2

〉 〈
E ′

2

∣∣+√�2
1 +�2

2

∣∣G ′〉 〈E ′
1

∣∣ /2
+�1�2

∣∣E ′
1

〉 〈
E ′

2

∣∣ /√�2
1 +�2

2

+
(
�2

2 −�2
1

) ∣∣E ′
1,1

〉 〈
E ′

2

∣∣ /2√�2
1 +�2

2

− (δ1 − δ2)�1�2
∣∣E ′

1

〉 〈
E ′

1,1

∣∣ /(�2
1 +�2

2)+ h.c.
(10)

Thus, the ACS
∣∣∣E ′

1,1

〉
is now coupled directly to the SCS∣∣E ′

1

〉
, in addition to being coupled to the state

∣∣E ′
2

〉
. Further-

more, the energies of the states are also shifted with respect
to
∣∣G ′〉. These couplings and shifts are illustrated in Figure

3(b).
In an ensemble with a large number of atoms, the number

of asymmetric states is far larger than that of the symmetric
states. In the next section, we discuss a more generalized
view of collective states, considering the variations in dif-
ferent parameters and manifestations thereof in the behavior
of the collective states.

In the preceding discussions, we have taken into account
the facts that each atom is at a unique position (which means

Figure 3. (a) Rotation of basis states to form collective states in
a two-atom ensemble, (b) the complete set of all collective states
and relevant couplings and detunings in a two-atom ensemble.

that it sees a unique phase of the laser), sees a potentially
unique Rabi frequency, and is moving with a particular
velocity which in turn produces a Doppler shift. A natural
question that may arise is whether we are taking into account
the fact that the position of each atom is changing with time,
so that it would see a time varying Rabi frequency and laser
phase. The temporal variation in Rabi frequency can be
ignored because the velocity of each atom is assumed to
be very small. In Appendix 1, we show that the temporal
change in the laser phase seen by the atom is akin to taking
into account the Doppler shift.

3. N-Atom ensemble

The Hamiltonian of an ensemble of N non-interacting and
non-overlapping atoms is simply given by the sum of the
Hamiltonians of the constituent atoms as noted above. It is
convenient to express these as a sum of three parts: raising,
lowering, and detuning: H ′

C = H ′
r + H ′

l + H ′
d , where

H ′
r = ∑N

i ��i
∣∣e′

i

〉 〈
g′

i

∣∣ /2, H ′
l = ∑N

i ��i
∣∣g′

i

〉 〈
e′

i

∣∣ /2, and
H ′

d = −∑N
i �δi

∣∣e′
i

〉 〈
e′

i

∣∣. The raising part of the Hamilto-
nian, H ′

r couples
∣∣E ′

n

〉
to its adjacent higher SCS,

∣∣E ′
n+1

〉
.

Similarly, the lowering part of the Hamiltonian, H ′
l couples∣∣E ′

n

〉
to its adjacent lower SCS,

∣∣E ′
n−1

〉
. The function of

the third term, H ′
d is twofold. First, it leads to a shift in the

energy of the collective states (symmetric and asymmetric).
Second, under certain conditions, it leads to a coupling
between the SCS and all the ACS’s, as well as among
all the ACS’s, within the same manifold (i.e. the set of
collective states corresponding to the absorption of a given
number of photons). Analogous to Equation (8),

∣∣E ′
n+1

〉
can be generated from

∣∣E ′
n

〉
, for any value of n, using the

following prescription

∣∣E ′
n+1

〉 = H ′
r

∣∣E ′
n

〉
√〈

E ′
n|H ′†

r H ′
r |E ′

n

〉 . (11)

To illustrate the use of Equation (11), we first consider the
ideal case where each atom sees the same Rabi frequency,
and experiences no Doppler shift, but still allowing for the
fact that different atoms see different spatial phases. Since
H ′

d = 0, the asymmetric states remain fully uncoupled
from the symmetric states. Using Equation (11), we can
now easily find

∣∣E ′
1

〉
, noting that

∣∣E ′
0

〉 = ∣∣G ′〉. Application
of H ′

r to
∣∣G ′〉, upon normalization, then leads to the result

that
∣∣E ′

1

〉 = ∑N
k=1

∣∣g′
1g′

2, . . . e
′
k, . . . , g′

N

〉
/
√

N . This is es-
sentially the same as the well-known first-excitation Dicke
state, with the exception that the spatial phases seen by the
individual atoms are incorporated in the constituent states∣∣g′〉 and

∣∣e′〉, as noted before in the context of N = 2.
It is now easy to see how to generate

∣∣E ′
n

〉
for any value

of n, by repeated application of H ′
r , and allowing for the

normalization, as prescribed by Equation (11). Specifically,
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6 R. Sarkar et al.

we get

∣∣E ′
n

〉 = J (N , n)−1/2
J (N ,n)∑

k=1

Pk

∣∣∣g′⊗(N−n)e′⊗n
〉
, (12)

where J (N , n) ≡ J = (N
n

)
, and Pk is the permutation

operator [34].
Under the ideal condition being considered here, the

ACSs remain fully decoupled from the symmetric set at
all times, as noted above. As such, an explicit descrip-
tion of the forms of the ACSs is not necessary for under-
standing the behavior of the ensemble. However, when we
consider non-idealities later, it will be important to under-
stand the form of the ACSs. Therefore, we discuss here
how to determine these states explicitly in the ideal case,
and a simple modification of this approach will then be
used later on for the non-ideal cases, where the ACSs are
relevant.

Consider a particular manifold corresponding to the ab-
sorption of n photons. The SCS is

∣∣E ′
n

〉
, and there are (J −1)

ACSs, denoted as
∣∣∣E ′

n, j

〉
for j = 1 to (J − 1). To find these

states, we consider�N ,n , the Hilbert subspace of dimension
J spanned by the states Pk

∣∣g′⊗(N−n)e′⊗n
〉
. The elements of

�N ,n are arbitrarily labeled ŝ1, ŝ2, . . . , ŝJ . The SCS is a
particular vector in this Hilbert space, and the ACSs are any
set of mutually orthogonal vectors that are all normal to the
SCS. Thus, the set ofACSs is not unique, and there are many
ways to construct them. The standard procedure for finding
such a set of orthonormal vectors is the Gram–Schmidt
Orthogonalization (GSO) process. From a geometric point
of view, the GSO process can be seen as a set of generalized
rotations (with potentially complex angles) in the Hilbert
space. Given that the SCS consists of a superposition of
the basis vectors with real coefficients, these rotations can
be viewed in terms of physical angles for N = 2 and 3,
whereas for N > 3, the angles have to be interpreted in
an abstract manner. In order to elucidate our understanding
of the ACS’s, we first formulate the construction of ACS’s
for arbitrary N and n, by successive rotations of the Hilbert
subspace, �N ,n . We then illustrate the application of this
model for N = 3 for constructing some explicit version of
the ACSs (noting that the N = 2 case has only a single
ACS which can be found trivially and has been explained
in detail in Section 2).

The elements of �N ,n , labeled ŝ1, ŝ2, . . . , ŝJ , form the
coordinate axes of this Hilbert space. In this picture, we can
represent the SCS as V = (ŝ1 + ŝ2 + . . .+ ŝJ )/

√
J , a vector

that makes an angle, θ = cos−1(1/
√

J ) with each of the
axes. Thus, to find all the collective states of�N ,n , including
the SCS and all the ACS’s, we proceed as follows. We start
with the original set of coordinate axes: ŝ1, ŝ2, . . . , ŝJ . We
then carry out a set of (J − 1) rotations, producing a new
set of coordinate axes that are mutually orthogonal. The
rotation angles are chosen to ensure that after the (J − 1)
rotations, one of the coordinate axes is parallel to V (which

is the SCS), so that the remaining set of coordinate axes can
be identified as the ACSs. This is accomplished by carrying
out the following steps:

Step 1 We write V as a sum of two terms, V12 and
Vrest, where V12 = (ŝ1 + ŝ2)/

√
J . Normalization

of V12 gives the unit vector V̂12 = (ŝ1 + ŝ2)/
√

2,
revealing that it makes an angle cos−1(1/

√
2) with

ŝ1 and ŝ2. Therefore, the plane of ŝ1 and ŝ2 must be
rotated around the origin by θ2 = (− cos−1(1/

√
2))

to give ŝ′
1 = (ŝ1 − ŝ2)/

√
2 and ŝ′

2 = (ŝ1 + ŝ2)/
√

2.
Obviously, ŝ′

2 is parallel to V12. By construction, ŝ′
1

is orthogonal to ŝ′
2, and therefore to V12. Since Vrest

does not contain any component in the {ŝ1, ŝ2} plane,
it then follows that ŝ′

1 is orthogonal to V, and is
therefore an ACS. For N = 2 described in Sec. 2,
ŝ′

1 =
∣∣∣E ′

1,1

〉
and ŝ′

2 = ∣∣E ′
1

〉
, and the process stops at

this point.
Step 2 The vector, V is rewritten as another sum
of two terms, V123 and V′

rest, where V123 = (ŝ1 +
ŝ2 + ŝ3)/

√
J . Normalization of V123 gives the unit

vector V̂123 = (ŝ1 + ŝ2 + ŝ3)/
√

3, showing that it
makes an angle cos−1(1/

√
3)with ŝ1, ŝ2 and ŝ3. Since

ŝ′
1 is orthogonal to V, we leave it undisturbed. The

plane of ŝ′
2 and ŝ3 is rotated around the origin by

θ3 = (− cos−1(1/
√

3)), resulting in ŝ′′
2 = (ŝ1 + ŝ2 −

2ŝ3)/
√

6 and ŝ′
3 = (ŝ1+ŝ2+ŝ3)/

√
3. It is clear that ŝ′

3
is parallel to V123. By construction, ŝ′′

2 is orthogonal
to ŝ′

3, and therefore, to V123. Furthermore, since V′
rest

does not contain any component in the {ŝ1, ŝ2, ŝ3}
plane, it then follows that ŝ′′

2 is orthogonal to V. ŝ′′
2 is

also orthogonal to ŝ′
1, since it is a linear combination

of ŝ′
2 and ŝ′

3, which are both orthogonal to ŝ′
1. Thus, ŝ′′

2
is the second ACS. For N = 3 and n = 2, this is the
terminal step, resulting in ŝ′

1 =
∣∣∣E ′

2,1

〉
, ŝ′′

2 =
∣∣∣E ′

2,2

〉
and ŝ′

3 = ∣∣E ′
2

〉
, as shown in Figure 4.

Step 3 V is written again as V = V1234 + V′′
rest,

where V1234 = (ŝ1 + ŝ2 + ŝ3 + ŝ4
)
/
√

J .Again, nor-
malizing V1234 gives V̂1234 = (ŝ1+ ŝ2+ ŝ3+ ŝ4)/

√
4,

showing that it makes an angle cos−1
(

1/
√

4
)

with

ŝ1, ŝ2, ŝ3, and ŝ4. As described in Step 2 above, ŝ′
1

and ŝ′′
2 are orthogonal to each other and to V, and,

therefore, we leave these two undisturbed. To find
the vector orthogonal to this pair as well as to V,
we rotate the plane of ŝ′

3 and ŝ4 about the origin by

θ4 =
(
− cos−1

(
1/

√
4
))

, and derive ŝ′′
3 = (ŝ1+ ŝ2+

ŝ3 − 3ŝ4)/
√

12 and ŝ′
4 = (

ŝ1 + ŝ2 + ŝ3 + ŝ4
)
/
√

4.
Following the same set of arguments presented in
Step 2, it is easy to show that ŝ′′

3 is orthogonal to
ŝ′

1, ŝ′′
2 and V. As such, this is the third ACS. For

N = 4 and n = 1, this is the terminal step, resulting
in ŝ′

1 =
∣∣∣E ′

1,1

〉
, ŝ′′

2 =
∣∣∣E ′

1,2

〉
, ŝ′′

3 =
∣∣∣E ′

1,3

〉
and ŝ′

4 =∣∣E ′
1

〉
.
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Figure 4. Hilbert subspace rotation of the first excited state of an
ensemble of three atoms.

For arbitrary N and n, there are (J−1) such steps to arrive
at the Hilbert subspace�′

N ,n spanned by ŝ′
1, ŝ′′

2 , ŝ′′
3 , . . . , ŝ′

J ,
where ŝ′

J is the SCS and the rest are the ACSs. This process
can be formalized by the method of matrix rotations con-
sidering the column vector formed by the elements of the
space �N ,n as follows

S = [ŝ1 ŝ2 . . . ŝJ
]T
. (13)

The vector, S undergoes a series of rotations that transforms
it to another vector, SC whose elements are the symmetric
and asymmetric collective states for that particular manifold
of the ensemble. The first rotation matrix, R(2), causes a
rotation of S in the {ŝ1, ŝ2} plane to form S2 whose elements
are
{

ŝ′
1, ŝ′

2, ŝ3, . . . , ŝJ

}
. The second rotation matrix, R(3),

further rotates the vector S2 in the
{

ŝ′
2, ŝ3

}
plane to give

S3. This process is continued until the vector, SJ ≡ SC , is
formed by applying R(J ) on SJ−1. Therefore, the overall
process may be expressed as SC = RT S, where RT =
R(J )R(J − 1) . . . R(3)R(2). The j-th rotation vector is of

the form

R( j)m,n =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 for m = n,m �= j − 1, j
cos θ j for m = n = j − 1, j
− sin θ j for m = j, n = j − 1
sin θ j for m = j − 1, n = j
0 otherwise

,

(14)

where θ j = cos−1(1/
√

j), so that cos θ j = 1/
√

j and
sin θ j = √

( j − 1)/j . This matrix represents a simple ro-
tation by an angle of (−θ j ) in the plane of ŝ′

j−1 and ŝ j . To
visualize this, we show below the explicit form of R(2),
R(3), and R(4).

R(2) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

cos θ2 − sin θ2 0 0 . . . 0
sin θ2 cos θ2 0 0 . . . 0

0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...
...
. . .

...

0 0 0 0 . . . 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

θ2 = cos−1(1/
√

2),

R(3) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 . . . 0
0 cos θ3 − sin θ3 0 . . . 0
0 sin θ3 cos θ3 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
. . .

...

0 0 0 0 . . . 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

θ3 = cos−1(1/
√

3),

R(4) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 cos θ4 − sin θ4 . . . 0
0 0 sin θ4 cos θ4 . . . 0
...
...

...
...

. . .
...

0 0 0 0 . . . 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

θ4 = cos−1(1/
√

4). (15)

In general, for arbitrary N , n and therefore J , the SCS,
and ACSs can be expressed as follows

∣∣E ′
n

〉 = J∑
l=1

ŝl/
√

J ,

∣∣∣E ′
n, j

〉
=
⎛
⎝ j∑

l=1

ŝl − j ŝ j+1

⎞
⎠/√ j ( j + 1) , (16)

where j = 1, 2, . . . , n − 1. Conversely, the original unro-
tated vectors can be written in terms of the rotated, collective
states bases as follows
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8 R. Sarkar et al.

ŝ1 = ∣∣E ′
n

〉
/
√

J +
J−1∑
j=1

∣∣∣E ′
n, j

〉
/
√

j ( j + 1),

ŝ j = ∣∣E ′
n

〉
/
√

J +
J−1∑
l= j

∣∣E ′
n,l

〉
/
√

l(l + 1)

−√ j − 1
∣∣∣E ′

n, j−1

〉
/
√

j, (17)

where j = 2, . . . , n − 1. This inversion is useful in illus-
trating the behavior of the collective states in more complex
situations, an example of which will be presented shortly.

In order to get a clearer picture of how the spread in
detuning affects the behavior of the ensemble, we consider
the simple case of a three-atom ensemble interacting with
a laser of uniform profile. Additionally, we assume that
the i-th atom experiences a detuning of δi . The manifold
corresponding to the absorption of one photon is spanned by
the set �3,1, whose elements, given by

∣∣e′
1g′

2g′
3

〉
,
∣∣g′

1e′
2g′

3

〉
,

and
∣∣g′

1g′
2e′

3

〉
, are now labeled as ŝ1, ŝ2, and ŝ3, respectively.

The SCS of this manifold, as defined in Equation (16), is
given by

∣∣E ′
1

〉 = (ŝ1+ŝ2+ŝ3)/
√

3 = (
∣∣e′

1g′
2g′

3

〉+∣∣g′
1e′

2g′
3

〉+∣∣g′
1g′

2e′
3

〉
)/

√
3. One of the possible ways of forming the

set of ACSs is
∣∣∣E ′

1,1

〉
= (ŝ1 − ŝ2)/

√
2 = (

∣∣e′
1g′

2g′
3

〉 −∣∣g′
1e′

2g′
3

〉
)/

√
2, and

∣∣∣E ′
1,2

〉
(ŝ1+ ŝ2−2ŝ3)/

√
6 = (

∣∣e′
1g′

2g′
3

〉+∣∣g′
1e′

2g′
3

〉−2
∣∣g′

1g′
2e′

3

〉
)/

√
6.The action of the ensemble Hamil-

tonian, H ′
C = H ′

r + H ′
l + H ′

d on
∣∣E ′

1

〉
, shows how it expe-

riences an energy shift, and couples with its adjacent states
as follows:

H ′
r

∣∣E ′
1

〉
/� = �(

∣∣e′
1e′

2g′
3

〉+ ∣∣e′
1g′

2e′
3

〉+ ∣∣g′
1e′

2e′
3

〉
)/

√
3,

(18a)

H ′
l

∣∣E ′
1

〉
/� = √

3�
∣∣g′

1g′
2g′

3

〉
/2, (18b)

H ′
d

∣∣E ′
1

〉
/� =

(
− δ1

∣∣e′
1g′

2g′
3

〉− δ2
∣∣g′

1e′
2g′

3

〉
− δ3

∣∣g′
1g′

2e′
3

〉 )
/
√

3. (18c)

It can be seen from Equation (16) that Equation (18a) can
be written as H ′

r

∣∣E ′
1

〉
/� = �

∣∣E ′
2

〉
and Equation (18b)

can be written as H ′
l

∣∣E ′
1

〉
/� = √

3�
∣∣G ′〉 /2. Furthermore,

each term on the right-hand side in Equation (18c) can be
written in terms of the relevant SCS and ACSs according to
Equation (17):

H ′
d

∣∣E ′
1
〉
/� = − δ1ŝ1/

√
3 − δ2ŝ2/

√
3 − δ3ŝ3/

√
3

= − (δ1 + δ2 + δ3)
∣∣E ′

1
〉
/3 − (δ1 − δ2)

∣∣∣E ′
1,1

〉
/
√

6

− (δ1 + δ2 − 2δ3)
∣∣∣E ′

1,2

〉
/
√

18. (19)

The first term in parentheses on the right-hand side of Equa-
tion (19) is the energy shift in

∣∣E ′
1

〉
. The second and third

terms give the coupling strength of
∣∣E ′

1

〉
with

∣∣∣E ′
1,1

〉
and∣∣∣E ′

1,2

〉
, respectively. In the case that each atom in the en-

semble experiences the same detuning due to Doppler shift,

these two terms go to zero, and the ACSs remain uncoupled
from the symmetric set.

In the more complex case where each atom in the ensem-
ble experiences a unique Rabi frequency, the raising part
of the ensemble Hamiltonian applied to any SCS yields the
next higher SCS of that ensemble, as prescribed in Equa-
tion (11). To illustrate this, we consider the example of a
four-atom ensemble where the raising part of the Hamil-
tonian is H ′

r = ∑4
i=1��i

∣∣e′
i

〉 〈
g′

i

∣∣ /2. The set of SCSs are
therefore, the following:∣∣E ′

1

〉 = (�1
∣∣e′

1g′
2g′

3g′
4

〉+�2
∣∣g′

1e′
2g′

3g′
4

〉+�3
∣∣g′

1g′
2e′

3g′
4

〉
+�4

∣∣g′
1g′

2g′
3e′

4

〉
)× (�2

1 +�2
2 +�2

3 +�2
4)

−1/2∣∣E ′
2

〉 =(�1�2
∣∣e′

1e′
2g′

3g′
4

〉+�1�3
∣∣e′

1g′
2e′

3g′
4

〉
+�1�4

∣∣e′
1g′

2g′
3e′

4

〉+�2�3
∣∣g′

1e′
2e′

3g′
4

〉
+�2�4

∣∣g′
1e′

2g′
3e′

4

〉+�3�4
∣∣g′

1g′
2e′

3e′
4

〉
)((�1�2)

2

+ (�1�3)
2 + (�1�4)

2

+ (�2�3)
2 + (�2�4)

2 + (�3�4)
2)−1/2∣∣E ′

3

〉 =(�1�2�3
∣∣e′

1e′
2e′

3g′
4

〉
+�1�2�4

∣∣e′
1e′

2g′
32′

4

〉+�1�3�4
∣∣e′

1g′
2e′

3e′
4

〉
+�2�3�4

∣∣g′
1e′

2e′
3e′

4

〉
)((�1�2�3)

2 + (�1�2�4)
2

+ (�1�3�4)
2 + (�2�3�4)

2)−1/2∣∣E ′
4

〉 = ∣∣e′
1e′

2e′
3e′

4

〉
. (20)

The set of ACSs corresponding to
∣∣E ′

n

〉
in the present

case of non-uniform Rabi frequency consists of (J − 1)
elements that are orthogonal to one another as well as to∣∣E ′

n

〉
. As mentioned above, they can be constructed using

the GSO process. The realization of this process as a set of
rotations follows a similar set of rules as described above.
However, the rotation angles will now depend on the relative
amplitudes of all the Rabi frequencies. The details of this
process are beyond the scope of the present discussion and
will be presented elsewhere.

4. Quantized COM model of ensemble

As mentioned earlier, we have been investigating the use
of atomic ensembles for a COSAIN. In a CRAIN, one
must take into account the quantum nature of the COM
motion. Similarly, for a COSAIN, we must consider the
COM motion of the atom quantum mechanically. In doing
so, one must consider all the degrees of freedom of the
COM. However, for a CRAIN as well as the COSAIN
(which is a variant of the CRAIN), only the motion in the
direction parallel to the laser beams (which we have chosen
to be the z direction) has to be quantized. As such, in what
follows, we keep our discussion confined to such a scenario.

The i-th atom is now a Gaussian wave packet formed
by the superposition of an infinite number of plane waves,
where the p-th plane wave can exist in two energy states,∣∣∣gip, �k′

i p

〉
and

∣∣∣eip, �(k′
i p + k)

〉
, which differ by a momen-

tum �k. Since the laser field amplitude is assumed to be
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Figure 5. (a) Quantized COM model of an atom, (b) two-level
model of each plane wave component.

constant in the z direction, the Rabi frequency experienced
by each plane wave manifold of the i-th atom is �i . The
Doppler shift induced due to the thermal motion of the atoms
in the z direction ascribes a detuning of δT i to this atom.
As such, the Hamiltonian of the p-th plane wave of the i-th
atom is

Hip/� =
(
ωg + �k′2

i p/2m
) ∣∣gip

〉 〈
gip
∣∣

+ (ωe + �

(
k′

i p + k)2/2m
) ∣∣eip

〉 〈
eip
∣∣

+�i
(
exp (i (ω0i t − ξi ))

∣∣gip
〉 〈

eip
∣∣+ h.c.

)
/2.
(21)

The Schrödinger equation governing the evolution of the
state vector of this plane wave,

∣∣ψi p
〉
, is i�∂

∣∣ψi p
〉
/∂t =

Hip
∣∣ψi p

〉
. Similar to the description given in Equations (3)

and (4), a unitary transformation, Qip, changes
∣∣ψi p

〉
to∣∣∣ψ ′

i p

〉
such that

Qip =
2∑

j=1

exp (i(aipj t + bipj )) | j〉 〈 j | , (22)

where aipj and bipj are the arbitrary parameters. The Hamil-
tonian in the new basis vector thus formed is H ′

i p = Qip Hip

Q−1
i p − �Q̇ip Q−1

i p , so that i�∂
∣∣∣ψ ′

i p

〉
/∂t = H ′

i p

∣∣∣ψ ′
i p

〉
. It

can be stripped of its time dependence by setting aip1 =
ωg +�k′2

i p/2m and aip2 = ωe +δvi +�k′2
i p/2m. For bip1 = 0

and bip2 = −ξi , H ′
i p is rendered independent of any phase

factors. In the transformed frame, the Hamiltonian is thus

H ′
i p/� = (−δvi + �k2/2m + �kk′

i p/m)
∣∣∣e′

i p

〉 〈
e′

i p

∣∣∣
+�i

(∣∣∣g′
i p

〉 〈
e′

i p

∣∣∣+ h.c.
)
/2. (23)

Since the atom is a sum of these individual plane waves,
it evolves according to the equation that is the sum of the

individual Schrödinger equations, i�∂(
∑∞

p→−∞
∣∣∣ψ ′

i p

〉
)/∂t

= ∑∞
p→−∞ H ′

i p

∣∣∣ψ ′
i p

〉
. In the limit that the Rabi frequency

of the i-th atom is large compared to the Doppler shift due
to the COM momentum of each of the constituent plane
waves, i.e. �i  �kk′

i p/m , the corresponding Hamiltoni-
ans become identical to one another. The resulting evolution
equation is then i�∂

∣∣ψ ′
i

〉
/∂t = H ′

i

∣∣ψ ′
i

〉
, where

∣∣ψ ′
i

〉 =∑∞
p→−∞

∣∣∣ψ ′
i p

〉
and H ′

i = H ′
i1 = H ′

i2, etc. In this regime,

the atom’s Hamiltonian becomes H ′
i /� = −δi

∣∣e′
i

〉 〈
e′

i

∣∣ +
�i (
∣∣g′

i

〉 〈
e′

i

∣∣ + h.c.)/2, where δi = δvi − �k2/2m. This
is identical to the semiclassical Hamiltonian of the atom
where the COM mass degree of freedom of the atom is not
considered. Thus, we conclude that, under approximations
that are valid for the COSAIN, a semiclassical description
of the COM motion of each atom is sufficient. As such, all
the results we have derived above regarding the properties
of collective state remain valid for the COSAIN.

5. Summary

We have investigated the behavior of an ensemble of N
non-interacting, identical atoms excited by a laser with a
wavelength of λ. In doing so, we have assumed that the
wave functions of the atoms do not overlap with one another,
so that quantum statistical properties are not relevant. In
general, the i-th atom sees a Rabi frequency �i , an initial
position dependent laser phase φi , and a motion induced
Doppler shift of δi . When �i = � and δi = δ for all
atoms, the system evolves into a superposition of (N + 1)
generalized symmetric collective states, independent of the
values of φi . If φi = φ for all atoms, these states simplify
to the well-known Dicke collective states. When�i or δi is
distinct for each atom, the system evolves into a superposi-
tion of symmetric as well as asymmetric collective states.
For large values of N , the number of asymmetric states
(2N − (N + 1)) is far larger than that of the symmetric
states. For a COSAIN and a COSAC, it is important to
understand the behavior of all the collective states under
various conditions. In this paper, we have shown how to
formulate systematically the properties of all the collective
states under various non-idealities, and used this formula-
tion to understand the dynamics thereof. Specifically, for the
case where�i = � and δi = δ for all atoms, we have shown
how the amplitudes of each of the generalized collective
states can be determined explicitly in a simple manner.
For the case where �i or δi is distinct for each atom, we
have shown how the symmetric and asymmetric collective
states can be treated on the same footing. Furthermore, we
have shown that the collective states corresponding to the
absorption of a given number of photons can be visualized
as an abstract, multi-dimensional rotation in the Hilbert
space spanned by the ordered product states of individ-
ual atoms. This technique enables one to construct the ex-
plicit expression for any asymmetric state of interest. Such
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10 R. Sarkar et al.

expressions in turn can be used to determine the evolution
of such a state in the COSAIN or the COSAC. We have also
considered the effect of treating the COM degree of freedom
of the atoms quantum mechanically on the description of
the collective states. This is particularly relevant for the
COSAIN. In particular, we have shown that it is indeed
possible to construct a generalized collective state when
each atom is assumed to be in a localized wave packet.
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Appendix 1. Equivalence between Doppler effect
induced phase shift and position change induced phase
shift
Consider an ideal two-level atom excited by a laser field traveling
in the z direction, assuming the field amplitude to be uniform in
all directions. The atom is modeled as having two energy levels,
|g〉 and |e〉. For the issue at hand, it is not necessary to consider
the radiative decay of |e〉. As such, we assume both of the states
to be long-lived. This two-level system is shown in Figure A1(a),
whereω0 is the frequency of the laser field, assumed to be resonant
for a stationary atom. The laser field is assumed to be polarized,
arbitrarily, in the x direction. As illustrated in Figure A1(b), the
atom is initially (t = 0) positioned at r0i = x0i x̂ + y0i ŷ + z0i ẑ
and is moving in the z direction with a non-relativistic velocity
v. The electric field at a time t , in the atom’s frame of reference
is E(r, t) = x̂E0 cos(ω0t − kz), where z = z0i + vt . In the
semiclassical model employed here, the Hamiltonian of this atom
can be written as H = H0i + qρ · E, where the terms have their
usual meanings as given in Section 2. After making the rotating-
wave approximation as prescribed in Section 2, H can be written
in the bases of |g〉 and |e〉 as

H/� = ωg |g〉 〈g| + ωe |e〉 〈e|
+�(exp(i(ω0t − k(z0i + vt))) |g〉 〈e| + h.c.)/2,

(A1)

where � ≡ 〈g| (x · ρ) |e〉 E/� = 〈e| (x · ρ) |g〉 E/�.
The state of this atom, |ψ〉, evolves according to the Schrödinger

equation, i�∂ |ψ〉 /∂t = H |ψ〉. A unitary transformation, Q,
defined as Q = ∑2

j=1 exp(i(a j t + b j )) | j〉 〈 j | changes |ψ〉 to∣∣ψ ′〉 = Q |ψ〉, where a j and b j are the arbitrary parameters. The
Q-transformed Hamiltonian for this state vector is then H ′ =
Q H Q−1−�Q̇ Q−1, so that i�∂

∣∣ψ ′〉 /∂t = H ′ ∣∣ψ ′〉. H ′ is stripped
of its time dependence by setting a1 = ωg and a2 = ω0 + ωg =
ωe −kv. Now, setting b1 = 0, b2 = −kz0i makes H ′ independent
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Figure A1. (a) (left) Two-level atom in the lab frame, (right) in
the atom’s frame of reference, (b) change in the coordinates of
the atom over the duration of interaction with the laser pulses, (c)
laser beam intensity variation over the duration of interaction.

of any phase factor as well. The Q-transformed Hamiltonian thus
becomes

H ′/� = kv
∣∣e′〉 〈e′∣∣+�(

∣∣g′〉 〈e′∣∣+ h.c.)/2. (A2)

Therefore, the velocity of the atom induces a net detuning of
δ = −kv. The new basis vectors,

∣∣g′〉 and
∣∣e′〉, are related to the

original basis vectors as exp(−iωgt) |g〉 and exp(−i((ωe −kv)t −
kz0i )) |e〉, respectively. If the atom is initi ally in cgi (0)

∣∣g′
i

〉 +
cei (0)

∣∣e′
i

〉
, its state after interaction for a time t is given by

Equation (5).
We consider this atom’s interaction with two consecutive laser

fields separated by a dark zone of duration T , as illustrated in
Figure A1(c). The time of interaction of the atom with each field
is such that τ = π/2�. The atom initially at z = z0i drifts to
z = z0 f by the end of the entire interaction sequence. For the
sake of simplicity, we assume that kv � � and that the atom’s
position does not change appreciably over the duration of the pulse.
Starting with the atom in state |g〉 at t = 0, the state of the atom at
the end of the first pulse (t = τ) is

∣∣ψ ′〉 = (
∣∣g′〉−i

∣∣e′〉)/√(2). The
Q-transformed Hamiltonian in the dark zone is given by H ′

d =
kv
∣∣e′〉 〈e′∣∣. At t = τ + T , the state of the atom can be expressed

as ∣∣ψ ′〉 = (
∣∣g′〉− i exp(−ikvT )

∣∣e′〉)/√2. (A3)

After the atom’s encounter with the second pulse (t = 2τ +T ), its
quantum state can be written as

∣∣ψ ′〉 = (1−exp(−ikvT ))
∣∣g′〉 /2−

i(1 + exp(−ikvT ))
∣∣e′〉 /2. In the original bases of |g〉 and |e〉, the

final state of the atom at the end of the separated field interaction
sequence is given by

|ψ〉 = (1 − exp(−ikvT )) exp(−iωgt) |g〉 /2
× −i(1 + exp(−ikvT )) exp(−i(ωe − kv)t

+ ikz0i ) |e〉 /2. (A4)

Now, we consider the same interaction shown in Figure A1(c)
in the laboratory frame of reference in which the electric field at
any point along the laser’s direction of propagation (z direction) is
given by E(r, t) = x̂E0 cos(ω0t − kz). Considering that at t = 0,
the atom is positioned at z = z0i , the Hamiltonian for the first inter-
action zone is given by HL1/� = ωg |g〉L L 〈g| + ωe |e〉L L 〈e| +
�(exp(i(ω0t − kz0i )) |g〉L L 〈e| + h.c.)/2, where the subscript
L indicates that this is in the laboratory frame. The state of the
atom evolves according to i�∂ |ψ〉L /∂t = HL1 |ψ〉L . Therefore,
the transformation Q1 to remove time and phase
dependence from HL1 is given by Q1 = exp(iωgt) |1〉 〈1| +
exp(i(ωet − kz0i )) |2〉 〈2|. The resulting Q-transformed Hamil-
tonian in the bases of

∣∣g′〉
L and

∣∣e′〉
L is H ′

L1/� = (�
∣∣g′〉

L L

〈
e′∣∣+

h.c.)/2. As a result, considering that the atom is in state
∣∣g′〉

L at
t = 0, the state of the atom at t = τ is

∣∣ψ ′〉 = (
∣∣g′〉

L −i
∣∣e′〉

L )/
√

2.
The dark zone Q-transformed Hamiltonian, H ′

Ld , contains no
non-zero elements. Thus, at the end of the dark zone (t = τ + T ),
the quantum state of the atom remains unaltered. Since the atom
has a non-zero velocity, v along z direction, by the end of the
dark zone, it will have moved to z = z0 f . As a consequence,
the Hamiltonian for the second pulse will be HL2/� = ωg |g〉L L〈g|+ωe |e〉L L 〈e|+�(exp(i(ω0t−kz0 f )) |g〉L L 〈e|+h.c.)/2. The
Q-transformation required to make HL2 time and phase
factor independent may be written as Q2 = exp(iωgt) |1〉 〈1| +
exp(i(ωet − kz0 f )) |2〉 〈2| and we define

∣∣ψ ′′〉
L = Q2 |ψ〉L .

The new basis states thus formed are
∣∣g′′〉

L = exp(iωgt) |g〉L
and

∣∣e′′〉
L = exp(i(ωet − kz0 f )) |e〉L . Therefore, the quantum

state of the atom at the end of the dark zone (t = τ + T ),
must now be written in the Q2-transformed bases of

∣∣g′′〉
L and∣∣e′′〉

L . As such, we get
∣∣ψ ′′〉

L = Q2 Q−1
1

∣∣ψ ′〉
L = (

∣∣g′′〉
L −

i exp(ik(z0i −z0 f ))
∣∣e′′〉

L )/
√

2. This is the initial condition for the
second pulse.At the end of the second pulse, t = 2τ+T , the atom’s
quantum state is, therefore, given by

∣∣ψ ′′〉
L = (1 − exp(ik(z0i −

z0 f )))
∣∣g′′〉

L /2− i(1+exp(ik(z0i − z0 f )))
∣∣e′′〉

L /2. Thus, in the
original bases of |g〉L and |e〉L , the state of the atom is

|ψ〉L = (1 − exp(ik(z0i − z0 f ))) exp(−iωgt) |g〉L /2

− i(1 + exp(ik(z0i − z0 f )))

× exp(−iωet + ikz0 f ) |e〉L /2. (A5)

Since z0 f = z0i + vT , Equation (A5) is identical to Equation
(A4). Thus, when one takes into account the Doppler shift, it is no
longer necessary to consider explicitly the fact that the atom sees
a different laser phase at different times.
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N-atom collective-state atomic clock with
√

N-fold increase in effective frequency
and

√
N-fold reduction in fringe width
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We describe a collective state atomic clock (COSAC) with Ramsey fringes narrowed by a factor of
√

N

compared to a conventional clock—N being the number of noninteracting atoms—without violating the
uncertainty relation. This narrowing is explained as being due to interferences among the collective states,
representing an effective

√
N-fold increase in the clock frequency, without entanglement. We discuss the

experimental inhomogeneities that affect the signal and show that experimental parameters can be adjusted
to produce a near ideal signal. The detection process collects fluorescence through stimulated Raman scattering
of Stokes photons, which emits photons predominantly in the direction of the probe beam for a high enough
optical density. By using a null measurement scheme, in which detection of zero photons corresponds to the
system being in a single collective state, we detect the population in a collective state of interest. The quantum
and classical noise of the ideal COSAC is still limited by the standard quantum limit and performs only as well
as the conventional clock. However, when detection efficiency and collection efficiency are taken into account,
the detection scheme of the COSAC increases the quantum efficiency of detection significantly in comparison
to a typical conventional clock employing fluorescence detection, yielding a net improvement in stability by as
much as a factor of 10.

DOI: 10.1103/PhysRevA.91.063629 PACS number(s): 03.75.Dg, 06.30.Ft, 32.80.Qk

I. INTRODUCTION

It is well known that the width of the fringes, observed
as a function of the detuning, in a pulsed excitation of an
atomic transition, is limited by the inverse of the interaction
time. This effect is routinely observed in systems such as
microwave or Raman atomic clocks [1–5]. It is also well
known that the effective interaction time can be extended by
employing Ramsey’s technique of separated field excitations
[6]. In that case, the transit time limited linewidth is determined
by the inverse of the time delay between the two fields. The
temporal profile of the field envelope seen by the atoms is
a pair of square pulses, each with a duration T1, separated
by T2. For a conventional clock (CC), the Ramsey technique
produces a sync function with a width of ∼T −1

1 , modulated
by a sinusoid with a fringe width of ∼T −1

2 , all centered at the
carrier frequency.

The width of these fringes can be reduced by making use
of entanglement, as demonstrated by Wineland et al. using
trapped ions [7]. Consider, for example, a situation where the
use of entanglement allows one to couple the ground state
of three particles to a state where all three particles are in
the excited state, representing a collective excitation. This
corresponds to an effective increase in the transition frequency
by a factor of 3. As such, the detuning for a single atom gets
tripled for this collective excitation, so that the width of the
Ramsey fringe gets reduced by a factor of 3. However, realizing
such a scheme for a large number of particles is beyond the
capability of current technology.

Here, we describe a scheme that produces Ramsey fringes
that are narrower by a factor of more than 103 for pa-
rameters that are readily accessible, without making use of

*mekim@u.northwestern.edu

entanglement. While the concept can be applied to other types
of atomic clocks, as described later, the specific experiment we
propose is an optically off-resonant Raman atomic clock using
ensembles of N cold atoms. The clock transition is detected by
measuring one of the collective states rather than measuring
individual atomic states. The fringes observed as a function of
the Raman (i.e., two photon) detuning is found to be ∼√

N

times narrower than the transit time limited width that would
be seen by measuring individual atomic states, as is the case
with the CC. For the current state of the art of trapped atoms,
the value of N can easily exceed 106, so that a reduction of
fringe width by a factor of more than 103 is feasible.

The reduction in the width of the fringe, especially by
such a large factor, strongly violates the conventional transit
time limit of spectroscopic resolution. However, we show,
via a detailed analysis of the standard quantum limit and
the Heisenberg limit, that, indeed, this violation of the
conventional transit-time limit is allowed, and is within the
constraint of the more fundamental uncertainty principle
of quantum mechanics. We also show that under certain
conditions, frequency fluctuation of the collective state atomic
clock (COSAC) can be significantly smaller, by as much as
a factor of 10, than that for a fluorescence detection based
conventional clock employing the same transition and the
same atomic flux. The ultranarrow resonances produced in this
process may also open up the possibility of exploring novel
ways of implementing spin-squeezing techniques for further
improvement in clock stability [8–11].

The rest of the paper is organized as follows. In Sec. II,
we introduce a single three level atomic system and how it
propagates through a Ramsey fringe experiment. In Sec. III,
we derive the propagation of a collective state through the
same Ramsey fringe experiment, showing mathematically the
narrowing of the fringe by

√
N . In the subsections, the effects

of velocity distribution, field inhomogeneity, spontaneous
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emission, and fluctuation in the number of atoms are discussed.
We show that while these effects tend to degrade the signal,
these limitations can be circumvented with proper choice of
experimental parameters. In Sec. IV, we lay out the scheme for
realizing the COSAC experimentally. The detection scheme
is fundamentally different from that of the CC since only a
single collective state is detected. Because the atoms are in
a superposition of collective states at the end of the Ramsey
fringe experiment, and the CC detects signal from one level
of the (reduced) two level system, such detection scheme
collects signal from most of the collective states. In contrast,
the heterodyne detection scheme employed for the COSAC
ensures that only a single collective state is detected. In Sec. V,
the performance of the COSAC is compared to that of the CC
by analyzing quantum and classical noise, detector efficiency,
and collection efficiency. In Sec. VI, we present the physical
interpretation for why the linewidth narrows for a COSAC. We
ensure, by proper interpretation of the frequency uncertainty
and observation time, that the fundamental quantum limit is
not violated. Last, in Sec. VII, we conclude with a summary
of the paper.

II. THREE LEVEL ATOMIC SYSTEM IN RAMSEY
FRINGE EXPERIMENT

The optically off-resonant Raman atomic clock employs
three hyperfine energy levels in a � scheme depicted in
Fig. 1(a). The ground states |1〉 and |2〉 of this atom interact
with an excited state |3〉 via two coherent electromagnetic
light fields of frequencies ω1 and ω2, respectively, detuned
from resonance by δ1 and δ2, respectively. The Hamiltonian
after the dipole approximation, rotating wave approximation,
and rotating wave transformation can be expressed as [12]

H = �

2
[(δσ11 − δσ22 − 2�σ33) − (�1σ13 + �2σ23 + H.c.)],

(1)

where σμν = |μ〉〈ν|, δ ≡ δ1 − δ2 is the two photon detuning,
� ≡ (δ1 + δ2)/2 is the average detuning, and �1,2 are the
Rabi frequencies. Here, we have also assumed a phase
transformation applied to the Hamiltonian so that �1,2 are
real. We assume next that � � 	, �1, and �2 (where 	 is
the decay rate of state |3〉) so that the effect of 	 can be
neglected, and state |3〉 can be eliminated adiabatically [13,14]
(in Sec. III, we will consider the residual effect of spon-
taneous emission). Under these conditions, the Hamiltonian

|1〉 |2〉

|3〉
{ }δ δ

(a)
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FIG. 1. (a) Three level atomic system. (b) Population of |EN 〉 at
the end of Ramsey pulse sequence as function of δ.

of the reduced two level system can be expressed as Hred =
(�δ/2)σz − (��/2)σx , where � ≡ �1�2/2� is the Raman
Rabi frequency, and σz and σx are Pauli matrices defined
as σz = (σ11 − σ22) and σx = (σ12 + σ21). The quantum state
for this system is given by |ψ(t ′ + t)〉 = Wδt

�t |ψ(t ′)〉 where
|ψ(t ′)〉 = c̃1(t ′)|1〉 + c̃2(t ′)|2〉, and the propagation operator is
given by [15]

Wδt
�t = eiδt/2

(
cos φ − i δ

�′ sin φ −i �
�′ sin φ

−i �
�′ sin φ cos φ + i δ

�′ sin φ

)
, (2)

where φ = �′t/2, and �′ ≡ √
�2 + δ2 is the generalized Rabi

frequency.
When this system is excited by two pulses of duration T1,

separated in time by T2, we have �1(t) ∼ �2(t) = �0{U (t) −
U (t − T1) + U [t − (T1 + T2)] − U [t − (2T1 + T2)]} where
U (t) is the Heaviside step function. When δ 	 � and the width
of the pulse is chosen to be �T1 = π/2, each pulse acts on
the system as a propagation operator W 0

π/2 = (I − iσx)/
√

2.
While the system is between t = T1 and t = T1 + T2 where
no interaction is present, the propagation operator can
be expressed as W

δT2
0 = σ11 + eiδT2σ22. After passing through

the three zones, the state of the atom that was originally in state
|1〉 is |ψ〉 = W 0

π/2W
δT2
0 W 0

π/2|1〉 = −ieiθ (sin θ |1〉 + cos θ |2〉)
where θ = δT2/2 is the dephasing angle. The probability of
the atom being in state |2〉 is P2 ≡ |〈2|ψ〉|2 = (cos θ )2.

III. COLLECTIVE STATE ATOMIC SYSTEM IN RAMSEY
FRINGE EXPERIMENT

The discussion can be generalized to N atoms that are
all excited by the same field. We assume that there are no
overlaps between the wave functions of the atoms and there
is no interaction among them [16]. The evolution of each
atom under these assumptions can be described individually,
and the total quantum state is simply the outer (tensor)
product of individual quantum states [17,18]. However, the
interaction can also be described equivalently using a basis
of collective states [16,17]. The Hilbert space of N two level
atoms is spanned by 2N states. Thus, when transformed to the
collective state basis, there are also 2N collective states. For
identical Rabi frequencies and resonant frequencies, however,
only the generalized symmetric states [17], of which there are
only (N + 1), are relevant, and the rest of the (2N − N − 1)
states become decoupled. The case where inhomogeneity of
the Rabi frequencies and different Doppler shifts experienced
by different atoms are taken into account is presented at
the end of this section. We also note that if different atoms
see different phase factors from the excitation fields, these
factors can be absorbed into the definition of the generalized
symmetric states [17]. The simplified symmetric states, known
as the conventional Dicke states [16], represent the case where
it is assumed that the mean separation between the atoms is
much less than the wavelength corresponding to the two level
transition [which, for the copropagating off resonant Raman
excitation, is ∼(k1 − k2)−1]. While this constraint is not neces-
sary for the concept proposed here [17], it is easier to describe
the process initially under this constraint. The observables
computed remain correct when this constraint is not met.
Some of these Dicke states are as follows: |E0〉 ≡ |111 . . . 1〉,

063629-2DISTRIBUTION A: Distribution approved for public release.
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|E1〉 ≡ ∑
i=1 |11 . . . 2i . . . 1〉/√N , |E2〉 ≡ ∑

i,j 
=i |11 . . .

2i . . . 2j . . . 1〉/
√

NC2, |E3〉 ≡ ∑
i,j,k |11 . . . 2i . . . 2j . . .

2k . . . 1〉/
√

NC3, and |EN 〉 ≡ |222 . . . 2〉 where
NCn = N !/n!(N − n)!. For instance, |E2〉 is the Dicke
state with two atoms in |2〉 and the rest in |1〉. Any two atoms
can be in |2〉 with equal probability, with NC2 = N (N − 1)/2
such possible combinations.

The Hamiltonian in the basis of the symmetric
collective states is H = ∑N

k=0[−k�δ|Ek〉〈Ek|] +∑N−1
k=0 [(��k+1|Ek〉〈Ek+1| + H.c.] where �k+1 = √

N − k√
k + 1� is the Rabi frequency between collective states

[16,17]. The states are separated by �δ in energy and
couple at different rates. For instance, �1 = �N = √

N�,
�2 = �N−1 = √

2(N − 1)�, etc. The middle states have the
strongest coupling rate of �N/2 = N� and the end states
couple most weakly.

The final state of the system at the end of the second
π/2 pulse can be derived by using either the collective state
picture or, equivalently, the single atom picture. For a large
value of N , carrying out the calculation in the collective states
basis is numerically cumbersome and analytically intractable.
However, we can find the state trivially by using the single atom
picture and then determining the coefficients of the collective
states by simple projection, given the definition of the (N + 1)
generalized symmetric collective states. As such, the final state
of the system is |ψ〉 = ∏N

i=1(W 0
π/2W

δT2
0 W 0

π/2)i |1〉i . In the basis
of the generalized symmetric collective states, this becomes

|ψ〉 = (−ieiθ )N
N∑

k=0

√
NCk(sin θ )N−k(cos θ )k|Ẽk〉. (3)

The population of the state |ẼN 〉 at the end of the separated
field experiment is

P C
N ≡ |〈ẼN |ψ〉|2 = (cos θ )2N, (4)

which is simply (P2)N . This quantity, P C
N , represents the

probability of finding the whole system in the state |EN 〉
whereas P2 represents the probability of finding each atom
in state |2〉. In a conventional experiment, the population of
atoms in state |2〉 is measured, for example, by collecting
fluorescence produced by coupling |2〉 to an auxiliary state.
The resulting signal is proportional to P2, independent of
the number of atoms. The experiment that we propose, to be
described shortly, produces a signal that is proportional to P C

N .
When Eq. (4) is plotted for various values of N [Fig. 1 (b)],
it is evident that the linewidth of the fringe as a function of θ

decreases as N increases. The value of the linewidth, defined
as the full width half maximum (FWHM), is given by 	(N ) =
2 arccos (2−1/2N ). The derivative of [	(1)/	(N )]2 with respect
to N , for large N , approaches the value of 0.8899 + O(N−3/2),
which we have verified with a linear fit to [	(1)/	(N )]2.
To a good approximation, 	(N )/	(1) ≈ 1/

√
N . Noting that

θ = δT2/2, 	(1) � π/T2 is understood to be the transit time
limited linewidth. Then 	(N ) = 	(1)/

√
N = π/(T2

√
N ) is a

violation of the transit time limit, which is discussed in Sec. VI,
along with the physical interpretation of what occurs in the
collective atomic clock system.

A. Effect of velocity distribution

A two level atomic system |ψ〉 interacts with light fields
and evolves as |ψ(t ′ + t)〉 = Wδt

�t |ψ(t ′)〉. The two levels in the
proposed scheme are, for example, the hyperfine ground states
of an alkali-metal atom such as 85Rb. After the π/2-dark-
π/2 sequence, the system is in state |ψ〉 = W

δT2
π/2W

δT2
0 W

δT2
π/2|1〉.

Unlike in Sec. II, we here do not make the approximation that
δ 	 �. Then the signal we expect to see for a single atom is
proportional to P2 = |〈2|ψ〉|2 = |〈2|WδT2

π/2W
δT2
0 W

δT2
π/2|1〉|2, and

the collective state signal is

Scol = �N
i=1

∣∣〈2|WδT2
π/2W

δT2
0 W

δT2
π/2|1〉∣∣2

= ∣∣〈2|WδT2
π/2W

δT2
0 W

δT2
π/2|1〉∣∣2N

. (5)

We assume that the density of atoms in the trap is fixed at ρA =
109 mm−3, so that the width of the atomic ensemble, which
has a Gaussian spatial distribution, varies with the number of
atoms. With N = 2 × 106 atoms in the trap, the size of the
cigar-shaped ensemble is 1 mm in length in the direction of
the Raman beams, and ∼50 μm in diameter in the other two
directions.

When an atom with velocity v interacts with a field
with frequency ω propagating in the direction of the atom,
the frequency of the field is shifted by δD = vω/c. The
Maxwell Boltzmann velocity distribution is ρMB(v,T ) =√

ma/(2πkT )exp−mav
2/(2kT ) where ma is the atomic mass

and T is the temperature. We assume the temperature to
be given by the Doppler cooling limit, so that TMOT =
	Rb�/(2k) = 138 μK for 87Rb. The average velocity is then
vav ∼ 18.3 cm/s, with a corresponding Doppler shift of
δDav

= 4.18 Hz. Under these conditions, the signal is

SDop = �
5vav

v′=−5vav

∣∣〈2|W [δ+δD (v′)]T2
π/2 W

[δ+δD (v′)]T2
0

×W
[δ+δD (v′)]T2
π/2 |1〉∣∣[2ρMB (v′,TMOT)]

, (6)

where we take into account velocities that are up to five times
the vav . Plotted in Fig. 2 are the signals Scol and SDop for
various N values, with T2 = 3 × 10−5 s and � = 5 × 106 s−1.
The Doppler effect decreases the overall signal while having
virtually no effect on its width. It decreases exponentially as
N increases. However, for the given choice of temperature and
N = 2 × 106, the reduced signal is SDop ∼ 0.9Scol. Of course,
the signal can be improved if the temperature is reduced below
the Doppler cooling limit.

B. Effect of field inhomogeneity

Consider next the effect of the inhomogeneity in the laser
field amplitude. We assume that the atomic ensemble has a
Gaussian spread with a width of ωA: ρN (γ ) = ρ0e

−(γ 2/ω2
A).

The width considered in this section is in the direction
perpendicular to the propagation direction of the Raman
beams, since the atoms spread in the propagation direction
of the beams see the same fields. Each of the two laser fields
that produce the Raman-Rabi excitation is also assumed to
have a Gaussian profile with a width of ωL > ωA. Since the
Raman-Rabi frequency is proportional to the product of
the Rabi frequencies for each of these lasers, it follows that
the Raman-Rabi frequency is also a Gaussian with a width of
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FIG. 2. Collective state signal at the end of the Ramsey field
experiment for various numbers of atoms, with parameters � = 5 ×
105 s−1 and T2 = 3 × 10−5 s. Plotted are the ideal signal (dashed
line) Scol and the reduced signal (solid line) SDop, where the effect of
Doppler shift is taken into account.

ωL: �(γ ) = �0e
−(γ 2/ω2

L). The peak value of � (i.e., �0) is
chosen so that the atoms at the center (r = 0) experience a
perfect π/2 pulse for an interaction time of T1. Ignoring the
effect of the Doppler spread in the velocity, the COSAC signal
is then given by

S� = �
wrb

r=−wrb

∣∣〈2|WδT2
�′(r)T1

W
δT2
0 W

δT2
�′(r)T1

|1〉∣∣2ρN (r)
. (7)

The signals for various ratios of wL/wA are plotted in Fig. 3
for N = 2 × 106 and density of ρA = 109 mm−3. The signal
affected by the inhomogeneous fields can reach the peak value
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FIG. 3. Collective state signal at the end of the Ramsey field
experiment for various Gaussian beam widths. N = 2 × 106 atoms;
� = 5 × 105 s−1; T2 = 3 × 10−5 s. Plotted are the ideal signal
(dashed line) Scol and the reduced signal (solid line) S�, when the
Gaussian nature of the beam is taken into account. The plots are for
various ratios of the widths of the laser field to the atomic ensemble:
ωL/ωA.

of the ideal signal when ωL/ωA = 50. Since wA = 50 μm in
our system, wL = 2.5 mm for the Raman beams is sufficiently
large enough to achieve this goal.

C. Effect of spontaneous emission

In the analysis of the COSAC, we have used a model
in which the intermediate state is adiabatically eliminated.
However, the actual population of this state is approximately
�2

1/�
2 with �1 ∼ �2. In the time that it takes for a π =

�/T1 � �2
1/(2�T1) pulse (or two π/2 pulses) to occur, we

can estimate that the number of spontaneous emissions that
occur per atom is (�2

1/�
2)	T1 � 2π	/�. For � = 200	,

this, number is about 3 × 10−2, and increases by a factor of N

for an ensemble of N atoms. (Note that there is no enhancement
of the rate of spontaneous emission due to superradiant effects,
since we are considering a dilute ensemble). As a result, the
signal for both the CC and the COSAC would deviate from
the ideal one. The actual effect of spontaneous emission on
the CC can be taken into account by using the density matrix
equation for a three level system. However, in this case, it is not
possible to ascribe a well defined quantum state for each atom.
This, in turn, makes it impossible to figure out the response
of the COSAC, since our analysis for the COSAC is based on
using the direct product of the quantum state of each atom.
For a large value of N , it is virtually impossible to develop a
manageable density matrix description of the system directly
in terms of the collective states. However, it should be possible
to evaluate the results of such a density matrix based model
for a small value of N (<10, for example). In the near future,
we will carry out such a calculation and report the findings.

For the general case of large N , one must rely on an
experiment (which, in this context, can be viewed as an analog
computer for simulating this problem) to determine the degree
of degradation expected from residual spontaneous emission.
It should be noted that the deleterious effect of spontaneous
emission, for both the CC and the COSAC, can be suppressed
to a large degree by simply increasing the optical detuning
while also increasing the laser power. This is the approach
used, for example, in reducing the effect of radiation loss of
atoms in a far off resonant trap (FORT).

D. Effect of fluctuation in number of atoms

For both the CC and the COSAC, the signal is collected
multiple times and averaged to increase the signal to noise
ratio (SNR). However, the number of atoms can fluctuate from
shot to shot. When N fluctuates by �N , the signal in the CC
changes by the same amount while the linewidth does not
change. It is easy to see this from the classical signal, SCC =
N cos2 θ . Changing N by �N will change the signal, but the
FWHM, which occurs at SCC = N/2, will not change, A more
thorough approach for expressing the classical and quantum
noise of the CC and the COSAC is covered in Sec. V A. In
this section, we focus on how the fluctuation in the number of
atoms from shot to shot affects the signal of the COSAC.

Figure 4 (left) is the plot of a collective signal with
N = 2 × 106. The dashed red lines represent the case in
which �N/N = 0.01. Increasing the number of atoms by
�N decreases the linewidth, and decreasing the number of
atoms by �N increases the linewidth. However, the peak
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FIG. 4. (left) Collective state signal (solid line) at the end of the
Ramsey field experiment for N = 2 × 106 atoms; � = 5 × 106 s−1;
T = 3 × 10−5 s. The dashed curves show the signal for N + �N

(narrower) and N − �N (wider), where �N/N = 0.01. (right) Plot
of �	/	 as a function of �N/N .

of the signal remains at unity. This is in contrast to the
results from velocity distribution and field inhomogeneity. We
calculate the change in the COSAC linewidth by noting that its
FWHM is approximately 	(N ) = 	(1)/

√
N . The width of the

uncertainty in 	(N ), as a result of fluctuation in N , is �	(N ) =
	(1)/

√
N − �N − 	(1)/

√
N + �N , so that the fractional

fluctuation is �	(N )/	(N ) = (1 − �N/N)−1/2 − (1 +
�N/N)−1/2 = �N/N + 0.625(�N/N)3 + O[(�N/N )7].
For small �N/N , the fractional change in FWHM is �	(N )/
	(N ) � �N/N to a good approximation. Figure 4 (right)
shows this correspondence for N = 2 × 106. However, the
plot is equivalent for any N , since the fractional change in
FWHM is only dependent on �N/N .

IV. EXPERIMENT AND DETECTION SCHEME
FOR REALIZING A COSAC

Before proceeding further, we describe the experimental
approach that can be used to measure P C

N , as summarized
in Fig. 5. For concreteness, and without loss of generality,
we consider 87Rb as the atomic species. By making use of
the necessary D2 line transitions, we start by trapping atoms
in a magneto-optical trap (MOT), and transferring them into
a more localized dipole trap, cooled down to the Doppler
cooling limit of TD = �	/(2kB) = 138 μK [19–22]. After
capturing about 2 × 106 atoms in a cigar-shaped cloud with a
diameter of ∼wA = 50 μm and length of 1 mm, the atoms
are released and optically pumped into the |F = 1〉 state
by applying a beam that is resonant with the 5 2S1/2,|F =
2〉 → 5 2P3/2,|F ′ = 2〉 transition of the rubidium D2 line.
Furthermore, a π polarized beam that is resonant with the
5 2S1/2,|F = 1〉 → 5 2P1/2,|F ′ = 1〉 transition of the rubidium
D1 line is applied, as depicted in Fig. 6. Because the |F = 1,
mF = 0〉 → |F ′ = 1, mF ′ = 0〉 transition is forbidden for the
D1 line, the atoms will finally be pumped into the |F = 1,
mF = 0〉 level. It is possible, with the imperfections that
are inadvertently present in the system, that there might be
some residual atoms left in |F = 1, mF = −1〉 and |F = 1,
mF = 1〉. We avoid the detection of these residual atoms by
making use of the fact that the Zeeman shifts of levels in
|F = 1〉 and |F = 2〉 are in opposite directions, which will be
discussed in more detail after we outline the null measurement
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FIG. 5. Ramsey fringe experiment for an ensemble of �-type
atoms for the detection of collective state |EN 〉. Atoms are released
from the trap, and the experiment is performed while they are free
falling inside the vacuum chamber. They interact with two π/2
Ramsey pulses, which are separated in time by T2, and are probed by
a probe. The probe induces a unidirectional Raman transition in the
atoms while producing Stokes photons in the direction of the detector,
given high enough optical density. The combined signal from the
probe and emitted Stokes photons are multiplied with the frequency
produced by the FS in such a way that the resulting signal will be
proportional to the number of Stokes photons detected. Determining
the threshold of the zero emission signal, and counting how many
trials result in zero emission, the histogram can be built to produce
signal in Fig. 1(b).

scheme. Once the initialization of atoms into the |F = 1,
mF = 0〉 state is complete, a bias magnetic field of ∼2 G,
generated with a pair of Helmholtz coils, is turned on in the
ẑ direction. While the atoms are in free fall, we turn on a
pair of copropagating right circularly polarized (σ+) Raman
beams in the ẑ direction. One of these beams is tuned to
be ∼3.417 GHz red detuned from the |F = 1〉 → |F ′ = 1〉
transition (D1 manifold), and the other is tuned to be ∼3.417
GHz red detuned from the |F = 2〉 → |F ′ = 1〉 transition (D1
manifold). The second Raman beam is generated from the first
one via an acousto-optic modulator (AOM), for example. The
AOM is driven by a highly stable frequency synthesizer (FS),
which is tuned close to ∼6.835 GHz corresponding to the

F=1

1/2

1/2

F’=1 
Fm   =0 Fm   =-1 Fm   =1 

Fm   =0 Fm   =-1 Fm   =1 

p p

FIG. 6. Initialization of the system involves first optically pump-
ing the atoms into |F = 1〉 state by applying a laser field that is
resonant with 5 2S1/2,|F = 2〉 → 5 2P3/2,|F ′ = 2〉 transition. After-
wards, as is depicted here, a π polarized beam that is resonant with
5 2S1/2,|F = 1〉 → 5 2P1/2,|F ′ = 1〉 transition is applied. Because the
|F = 1, mF = 0〉 → |F ′ = 1, mF ′ = 0〉 transition is forbidden for
the D1 line, the atoms are eventually pumped into |F = 1, mF = 0〉.
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|E1〉 |E2〉 |E3〉 |EN-1〉 |EN〉

|E0〉

FIG. 7. In the detection zone, we probe the population of state
|EN 〉 by applying field ω1 and detecting Stokes photons produced
during the Raman transition. In the bad cavity limit, the atomic system
will not reabsorb the photon that has been emitted during the Raman
process, such that the transition from |Ek〉 to |Ek+1〉 will occur, but
not vice versa.

frequency difference between the |F = 1〉 and |F = 2〉 states
in the 5 2S1/2 manifold.

These beams excite off-resonant Raman transitions be-
tween |F = 1, mF = m〉 and |F = 2, mF = m〉 levels, for
m = 1,0, − 1. Since the system is initialized in |F = 1,
mF = 0〉, the σ+ Raman transitions through the excited states
|F ′ = 1, mF ′ = 1〉 and |F ′ = 2, mF ′ = 1〉 couple the initial
state to |F = 2, mF = 0〉. Hence, the energy levels |1〉 and
|2〉 from the previously discussed � scheme correspond to
hyperfine ground states |F = 1, mF = 0〉 and |F = 2, mF =
0〉, respectively. The resulting four level system, with the two
excited states, can be reduced to a two level system in the
same manner as the � system by adiabatically eliminating
the excited states together. The resulting two level system
has a coupling rate that is the sum of the two Raman Rabi
frequencies, one involving the |F ′ = 1, mF ′ = 1〉 state, and the
other involving the |F ′ = 2, mF ′ = 1〉 state. The laser power
at ω1 and ω2 are adjusted to ensure that the light shifts of levels
|1〉 and |2〉 are matched.

In the first interaction zone, the copropagating Raman
beams interact with the atomic ensemble for a duration of
�T1 = π/2. After waiting for a time T2, chosen such that
T2 � T1, we pulse the Raman beams again, in place, to interact
with the atomic ensemble for another duration �T1 = π/2.
The Raman beams can be pulsed in place as long as the width of
the beams is much larger than that of the free-falling, thermally
expanding atomic cloud.

After these excitations, we probe the population in one
of the collective states, |EN 〉, where all the individual atoms
are in state |2〉, by a method of zero photon detection. For
illustrative purposes, let us consider first a situation where
the atomic ensemble is contained in a single mode cavity
with mode volume V , cavity decay rate γc, and wave vector
k2 = ω2/c. The cavity is coupled to the atomic transition
|2〉 → |3〉 with coupling rate gc = |e〈r〉|E/�, where |e〈r〉|
is the dipole moment of the atom and the field of the
cavity is E = √

2�ω2/(ε0V ). If we then send a probe beam,
an off-resonant classical laser pulse with frequency ω1, the
presence of the cavity will allow Raman transitions to occur
between the collective states |Ek〉 and |Ek+1〉 with the coupling
rates �′

k+1 = √
N − k

√
k + 1�′ where �′ = �1gc/2�. The

schematic of the interaction is shown in Fig. 7.
In the bad cavity limit where γc � √

N�′, the Raman
transitions will still occur. However, the atomic system will
not reabsorb the photon that has been emitted during the

process, such that the transition from |Ek〉 to |Ek+1〉 will
occur, but not vice versa. The electric field of such a photon
is E = √

2�ω2/(ε0Acτ ), where A is the cross sectional area
of the atomic ensemble, c is the speed of light, and τ is the
duration of the photon. This limit applies in our case, which
has no cavity. In this limit, the stimulated Raman scattering is
an irreversible process that can be modeled as a decay with
an effective decay rate that is singular to each |Ej 〉 state. The
decay rate from state |E1〉 is γ0 = 4NL|gc�1|2/(�2c) = Nγsa

where γsa = 16L�′2/c [23] is the decay rate for a single atom.
The value of gc is given by |e〈r〉|E. The effective decay rates
for the other states can be calculated following the same logic
as γj = (j + 1)(N − j )γsa.

When photons are scattered through stimulated Raman
scattering in the detection process, the resonant optical density
(OD) determines the degree to which the emission occurs in the
direction of propagation of the probe beam [23]. Specifically,
the fraction of photons that are not emitted in the direction
of the probe is given by 1/OD. Thus, (1 − 1/OD) determines
the effective collection efficiency of the detection process.
The OD depends on the density of atoms n, the diameter of
the atomic ensemble wA, and the resonant scattering cross
section σ � (λ/2)2, as ρ = σnL. For the rubidium-87 D1
line wavelength, λ ∼ 795 nm, and a cigar-shaped trap with
N = 2 × 106 atoms, a diameter of 50 μm, and a length of 1
mm, we find that the resonant optical density is ρ ∼ 300. The
beam consisting of the probe and the emitted photons is sent
to a high speed detector, which produces a dc voltage as well
as a signal at the beat frequency of ∼6.835 GHz. The phase
of this beat frequency signal is unknown. As such, the total
signal is sent in two different paths, one to be multiplied by
the FS signal and another to be multiplied by the FS signal
shifted in phase by 90◦. Each of these signals is squared,
then combined and sent through a low pass filter (LPF) to
extract the dc voltage that is proportional to the number of
scattered photons. A voltage reading above a predetermined
threshold value will indicate the presence of emitted photons
during the interrogation period. The interrogation period is set
to γ0T = 10 where γ0 = γN−1 = Nγsa is the slowest decay
rate, to ensure that even the longest lived state has a chance to
decay almost completely. If no photon emission occurs and the
voltage reads below the threshold, this indicates that the atoms
are all in |2〉 and the collective state of the system is |EN 〉. For
any other collective state, at least one photon will be emitted.
For a given value of δ, this process is repeated m times (where
the choice of m would depend on the temporal granularity of
interest). The fraction of events corresponding to detection of
no photons would represent the signal for this value of δ. The
process is now repeated for a different value of δ, thus enabling
one to produce the clock signal as a function of δ. Usual
techniques of modulating the detuning and demodulating the
signal can be used to produce the error signal for stabilizing
the FS, thus realizing the COSAC.

As noted earlier, it is possible that a small fraction of
the detected signal might be due to the residual atoms that
were not optically pumped to |F = 1, mF = 0〉 initially.
The σ+ polarized Raman probe is applied to the |F = 1〉
level, and the residual atoms in |F = 1, mF = −1〉 and
|F = 1, mF = 1〉 can also see the excitation. However, the
bias magnetic field of 2 G lifts the degeneracy of the energy
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levels. Moreover, since gF = −1/2 for |F = 1〉 and gF = 1/2
for |F = 2〉, the energy levels shift in opposite directions
such that the Raman signals for the transitions involving
mF = −1 and mF = 1 are detuned from resonance. Each
will be shifted by δz = −m(gF=2 − gF=1)μBB/� = −1.4
(MHz/G)mF B where B = 2 G. Therefore, these transitions
will not be a part of the detection, which only involves
looking at 6.835-GHz beat frequency between the probe and
the spontaneously generated photon.

In the particular implementation of the COSAC considered
here, we have used off-resonant Raman transition. However,
effects such as residual light shifts can limit the stability of
such a clock. The ground states can also be coupled directly
by using a microwave pulse, which has the advantage of being
free from differential light shifts. Thus, the COSAC can also be
realized by using a traveling-wave microwave pulse sequence
for the separated Ramsey field experiment [24], as long as the
detection pulse remains the same. Since the Hamiltonian for
light-shift balanced off-resonant Raman excitation, with the
excited state eliminated adiabatically, is formally identical to
that of microwave excitation [12], the basic behavior of the
COSAC would be identical for a microwave version.

V. PERFORMANCE OF THE COSAC COMPARED
TO THAT OF THE CC

In order to compare the performance of the COSAC to
that of the comparable CC, we examine the stability of
the clocks by investigating the fluctuation that has both
quantum-mechanical and classical components, or δf |total =
(�SQM + �Sclass)/(∂S/∂f ), where S(f ) is the signal and f is
the detuning of the clock away from its center value. Because
the signal depends on the frequency, the fluctuations in a clock
are not necessarily constant, and there is not a single value
of the SNR to compare unless we compare the two clocks at
a particular value of the frequency. Instead, the fluctuations
must be compared as a function of f for completeness. In this
section, we discuss the quantum fluctuation due to quantum
projection noise, �P = √

P (1 − P ) [8], where P is the popul-
ation of the state to be measured, the classical noise in the long
term regime, and the effects of detector efficiency and the
collection efficiency. The ratios of the frequency fluctuations
in the CC to the frequency fluctuations in the COSAC show
that the two clocks perform comparably around the signal
at f = 0 if the clocks have perfect collection efficiency.
However, the traditional fluorescence detection based clock
suffers from collection efficiency issues that the collective
clock is immune to. For the CC, a resonant beam probes the
clock state, generating spontaneously emitted photons. The
collection efficiency of such a system is limited by the solid
angle of the detection system. On the other hand, the COSAC
collects the fluorescence of photons through coherent Raman
scattering, which enables large collection efficiency that can be
close to unity for sufficiently high resonant optical density (as
noted earlier). As such, for the same number of atoms detected
per unit time, the COSAC is expected to perform better than
the fluorescence detection based CC by as much as a factor of
10. This is discussed in greater detail in Sec. V C.

A. Effects of quantum and classical noise

In order for the COSAC to be useful, it must perform at
least as well as, or better than, the CC, and for that, we must
compare the two clocks’ stability in the short term and the
long term regimes. The stability of a clock can be measured by
investigating the frequency fluctuation that has both quantum-
mechanical and classical components. Before comparing the
stabilities of the COSAC and the CC, it is instructive first to
review briefly the stability of a CC.

For concreteness, we consider an off-resonant Raman-
Ramsey clock as the CC. The population of the detected
state |2〉 at the end of the second pulse is given by P2 =
cos2 (f T2/2), where T2 is the separation period of the two π/2
pulses and f is the deviation of the clock frequency away from
its ideal value, expressed in radial units (i.e., rad/s rather than
Hz). The signal is detected by probing the desired state for a
duration of time. If Ñ is the number of atoms per unit time and
τ is the interrogation period, the net signal is Ssa = ÑτP2 =
Ñτ cos2(f T2/2). For the sake of comparison, we allow the
number of atoms per trial in the COSAC signal, N , multiplied
by the number of trials m, to equal Ñτ . Therefore, we
can write Ssa = mN cos2(f T2/2). The quantum-mechanical
variance of this quantity is �SQM,sa = (

√
mN/2) sin(f T2),

where the derivation is made by noting that the fluctuations
in mN is

√
mN [8], and the projection noise in a single two

level atomic system is �P2 = √
P2(1 − P2) [8]. (It should be

noted that the fluctuation in mN is also a manifestation of
this projection noise, as discussed in detail in [8].) When the
probability of finding the population in this state is unity or nil,
the projection noise vanishes; on the other hand, it is largest at
P2 = 1/2. Calculating the slope from the signal, we find that
∂Ssa/∂f = −[mN/(2γsa)] sin(f T2), where γsa = 1/T2 is the
linewidth.

Assuming perfect quantum efficiency for the detection
process, the frequency fluctuation can be written as δf |total =
|(�SQM + �Sclass)/(∂S/∂f )|, which can be regarded as noise
(�S), both quantum and classical, over the spectral variation
of signal (∂S/∂f ), or SVS. In what follows, we consider first
the effect of quantum noise only. Thus, the quantum frequency
fluctuation (QFF) for a CC can be expressed as

∂fQM,CC ≡
∣∣∣∣ �SQM,sa

(∂Ssa/∂f )

∣∣∣∣ = γsa√
mN

. (8)

It should be noted that while both �SQM and (∂S/∂f ) depend
on f , their ratio is a constant, which is merely an accident
due to the fact that the signal is cosinusoidal. However,
this accidental cancellation has led to an apparently simple
perception of the QFF as being simply the ratio of the linewidth
(γsa) to the SNR, where the SNR is understood to be

√
mN .

This expression for the SNR, in turn, follows from thinking
about the signal as being S ′ = mN and noise N ′ as being√

mN , so that SNR ≡ S ′/N ′ = √
mN . However, it should be

clear from the discussion above that the signal is not given by
mN , and noise is not given by

√
mN ; rather, they both depend

on f .
In cases where frequency fluctuation is not a constant (as

will be the case for the COSAC), we can no longer measure the
stability of the clock in terms of a constant γ /SNR. Instead, it
is necessary to carry out the full calculation of the frequency
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fluctuation as a function of frequency. Thus, we will adopt
the convention that the net frequency fluctuation δf should be
thought of as the ratio of the noise to the SVS. This approach
should be adopted universally for all metrological devices.
Of course, for devices where the relevant quantity is not the
frequency, the definition should be adapted accordingly. For
example, in an interferometer that measures phase, the relevant
quantity can be expressed as follows: net phase fluctuation is
the ratio of the noise to the angular variation of signal (AVS).

Following this convention, we can now examine the net fre-
quency fluctuation of the COSAC and compare it to that of the
CC. We will first compare their quantum fluctuations, which is
relevant in the short term regime, and then the classical fluctu-
ations, which dominates the long term regime. The collective
state signal for m trials is Scol = mP C

N = m cos2N (f T2/2)
and the projection noise is �P C

N =
√
P C

N (1 − P C
N ) for a single

trial and �P C
N = √

m
√

P C
N (1−P C

N ) for m trials, so that the total
quantum-mechanical noise in the signal is

�SQM,col = √
m cosN (f T2/2)

√
1 − cos2N (f T2/2) (9)

and the SVS is

∂Scol/∂f = −(mN/γsa) sin (f T2/2) cos2N−1 (f T2/2). (10)

Therefore, the frequency fluctuation in the COSAC due solely
to quantum noise can be expressed as

δfQM,COSAC =
∣∣∣∣∣ γsa

N
√

m

√
1 − P C

N

P C
N

cot

(
f T2

2

)∣∣∣∣∣, (11)

where P C
N is a function of f . Thus, unlike in the case of the

CC, the frequency fluctuation is not a constant, and depends
strongly on f .

We consider first the limiting case of f → 0. Using Taylor
expansion, it is easy to see that

δfQM,COSAC � γsa√
mN

, (12)

which is the same as that of the CC, given in Eq. (8). This
can be understood physically by noting that while the fringe
width becomes much narrower for the COSAC, the SNR also
decreases due to the fact that a single observation is made for
all N atoms in a given trial.

The QFF for the COSAC, given in Eq. (11), is smallest as
f → 0 and increases as f moves away from resonance. The
ratio of the QFF for the CC, given in Eq. (8), to that of the
COSAC, given in Eq. (11), is plotted as a function of f in Fig. 8
(left) for T2 = 10−4 s, m = 1000, and N = 2 × 106. Here, the
vertical bars indicate the FWHM of the COSAC signal. It
is clear from this plot that the QFF for the COSAC increases
significantly as we move away from resonance. However, since
a servo will keep the value of f confined to be close to zero,
the frequency stability of the COSAC, under quantum noise
limited operation, should be very close to that of the CC,
assuming that all the other factors remain the same.

The classical frequency fluctuation (CFF), ∂f |class =
�Sclass/(∂S/∂f ), is the limiting factor in the long term stability.
While the quantum fluctuation is dominated by quantum
projection noise, the classical noise is dominated by noise
in the electronics employed to generate the clock signal. Since
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FIG. 8. Left: Ratio of the QFF in the CC to the QFF in the
COSAC, for T2 = 3 × 10−5 s, m = 1000, and N = 2 × 106. It should
be noted that the fluctuation in the CC is independent of f while that
of the COSAC varies significantly with f . Right: Ratio of the SVS
of the COSAC to the SVS of the CC for T2 = 3 × 10−5 s, m = 1000,
and N = 2 × 106. The dashed vertical lines in the plots show where
the FWHMcol are.

the pieces of equipment used in the development of both the
COSAC and CC suffer from similar noise issues, the variance
�S is expected to be of the same order of magnitude for both
clocks. On the other hand, the SVS, (∂S/∂f ), is not the same,
as was shown previously. The ratio of the SVS of the COSAC
to the SVS of the CC is

∂Scol/∂f

∂Ssa/∂f
= cos2N

(
f T2

2

)
cos2

(
f T2

2

) = P C
N

P2
(13)

and is plotted in Fig. 8 (right). With �Sclass,col ∼ �Sclass,sa, the
ratio of the CFF of the COSAC to the CFF of the CC can be
written

δfclass,COSAC

δfclass,CC
� cos2

(
f T2

2

)
cos2N

(
f T2

2

) . (14)

Similar to the ratio of the two clocks in QFF, Eq. (14) is smallest
as f → 0 and increases as f moves away from resonance.
Thus, with respect to both quantum and classical sources of
noise, the COSAC must be operated near f � 0 for optimal
performance.

We have investigated the effects of quantum and classical
noise by deriving the expression for fluctuation in frequency.
However, as was shown in the first section, the signal is also
a function of other experimental variables; and in general, the
fluctuations in any of these can be expressed as

∂A ≡
∣∣∣∣�SQM(A) + �Sclass(A)

∂S(A)/∂A

∣∣∣∣, (15)

where A is the variable whose fluctuation is of interest, and
the signal S is expressed in terms of A.

B. Effect of detector efficiency

We recall briefly that in the COSAC detection scheme, a
laser with a frequency corresponding to one leg of the Raman
transition interacts with the atoms, which are in the quantum
state |ψ〉 = cN |EN 〉 + ∑N−1

j=0 cj |Ej 〉. Interaction between this
field, the atoms, and the free space vacuum modes on the
other leg would lead to production of photons unless cN = 1
and cj = 0 for all j . These photons are detected using a
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heterodyning technique, as described previously. The voltage
output of the heterodyning system is proportional to the
amplitude of the electric field corresponding to the photons.

In general, one or more photons are produced as |Ej 〉 decays
to |Ej+1〉 and subsequent states. The time needed for these
photons to be produced depends on the vacuum and probe
field induced Raman transition rates between |Ej 〉 and |Ej+1〉.
If one assumes perfect efficiency for detecting each of these
photons, and waits for a time long compared to the inverse of
the weakest of these transition rates, then the detection of no
photons implies that the system is in state |EN 〉. In practice,
we can choose a small threshold voltage at the output of the
heterodyning system as an indicator of null detection. Thus,
any signal below this threshold would be viewed as detection
of the quantum system in the |EN 〉 state, and all signals above
this threshold would be discarded. The number of events below
this threshold for m trials carried out with all the parameters of
the experiment unchanged is the derived signal for the COSAC.
After collecting data for all the values of detuning that are of
interest, the result would ideally yield the plot of the COSAC
signal Scol = |cN |2, averaged over m trials. However, with a
fractional detector efficiency and finite detection period, the
signal would deviate from the ideal result.

Consider first the effect of the detection period. Given
the decay rate of the off-resonant Raman process, γj =
(j + 1)(N − j )γsa as described previously, the probability that
|Ej 〉 will produce zero photons during the measurement period
τ is P0,j = e−γj τ . Thus, the total probability of zero photon
emission (which should vanish ideally for any cj 
= 0) is
given by P0 = ∑N−1

j=0 |cj |2e−γj τ . The collective state signal
Scol is the total probability of finding zero photons during
τ , and can be expressed as Scol = |cN |2 + ∑N−1

j=0 |cj |2e−γj τ .
Noting that γN = 0, we can rewrite this compactly as Scol =∑N

j=0 |cj |2e−γj τ . The lower and upper bounds of Scol can
be established by considering the strongest and the weakest
effective decay rates. The strongest decay rate occurs for
the middle state, γN/2 = (N/2)(N/2 + 1) ≈ (N2/4)γsa, where
N � 1 approximation has been made. With the substitution of
the largest decay rate for each |Ej 〉 into the equation for Scol,
the lower bound is set by

SLB = |cN |2 + (1 − |cN |2)e−(N2/4)γsaτ . (16)

Likewise, with the substitution of the weakest decay rate for
each |Ej 〉, γ0 = γN−1 = Nγsa, into Scol, the upper bound is set
by

SUB = |cN |2 + (1 − |cN |2)e−Nγsaτ . (17)

The signal produced in time τ will then lie somewhere between
the lower and the upper bounds.

Consider next the effect of nonideal detection efficiency of
the heterodyning scheme. To be concrete, let us define as η

the efficiency of detecting a single photon. In practice, this
parameter will depend on a combination of factors, including
the quantum efficiency of the high-speed photodetector and
the overlap between the probe laser mode and the mode of the
emitted photon, as well as the resonant optical depth of the
ensemble, as discussed earlier. For the COSAC, it should be
noted that we are interested in knowing only whether one or
more photons have been detected, and not in the actual number

of photons. When more photons are emitted, the detector will
have a better chance of observing a nonzero signal, and hence
distinguish zero photon emission from the rest with more
certainty. For example, if three photons are emitted during the
interrogation time, then four different outcomes are possible:

(i) all three photons are detected, with probability η3;
(ii) two of the photons are detected, with probability η2(1 −

η); this can occur for any two of the photons, so the multiplicity
is 3;

(iii) one photon is detected, with probability η(1 − η)2 and
multiplicity of 3;

(iv) no photons are detected, with probability ε3 where
ε ≡ 1 − η.

The sum of these probabilities is 1. The probability that at
least one photon is detected is thus (1 − ε3). For any state j 
=
N , the probability of detecting at least one photon is therefore
(1 − εN−j ).

Moreover, we must also consider how the effective detec-
tion efficiency is influenced by the fact that the collective states
decay at different rates. Specifically, the j th level for j < N

might produce N − j photons, N − j − 1 photons, down to
no photons, depending on the length of the measurement time
and the effective decay rate. If the system is in the state
|EN−3〉, for example, it can produce up to three photons but
with probabilities that change over the course of the detection
period. For a given time τ , |EN−3〉 evolves into a sum of the
states |EN−3〉 → ∑N

k=N−3 ajk(τ )|Ek〉, where the coefficient
ajk(τ ) depends on the effective decay rate that is specific
to each state, and changes as the states evolve in time. The
detector efficiency can be inserted to show the true probability
of detecting a nonzero signal, keeping in mind that no photon is
produced if the ensemble remains in state |EN−3〉, one photon
is produced via evolution of the ensemble to state |EN−2〉,
and so on. Then the probability of at least one photon being
produced during a period of τ is

PN−3 =
N∑

k=N−3

(1 − εk−N+3)|αjk(τ )|2. (18)

Thus, the total probability of detecting at least one photon is

P =
N−1∑
j=0

|cj |2
N∑

k=j

(1 − εk−j )|αjk(τ )|2. (19)

The probability of seeing no photon is

Scol = 1 − P = 1 −
N−1∑
j=0

|cj |2
N∑

k=j

(1 − εk−j )|αjk(τ )|2. (20)

The numerical analysis for a large number of atoms is
tedious and scales as at least (N − 1)! for the COSAC.
However, we can take the worst case scenario to serve as
the upper bound for the signal. The worst case occurs when
only a single photon is produced as a result of |Ej 〉 decaying
to only the |Ej+1〉 state, so that the index of the second
summation stops at k = j + 1. In this case, we can write
|aj,j+1(τ )| = (1 − e−γj τ ) and the signal becomes

Scol = |cN |2 + ε(1 − |cN |2) + η

N−1∑
j=0

|cj |2e−γj τ . (21)
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FIG. 9. Plot of the ideal signal (solid line), the upper bound
(dotted line), and the lower bound (dashed line) for N = 2 × 106,
T2 = 3 × 10−4 s, and γsa = 104 s−1. Note that in (c) and (d), the
upper and lower bounds are virtually indistinguishable.

Now, using the approach we employed in arriving at Eqs. (16)
and (17), we now consider the strongest and the weakest decay
rates for single-photon production to arrive at the lower and
upper bounds of the zero-photon count signal:

SLB = 1 − η(1 − |cN |2)
(
1 − e−(N2/4)γsaτ

)
, (22)

SUB = 1 − η(1 − |cN |2)(1 − e−Nγsaτ ). (23)

Plots in Fig. 9 are of the ideal signal (under infinite detection
time and η = 1), the lower bound, and the upper bound for
various values of τ and η for N = 2 × 106, T2 = 3 × 10−5 s,
and γsa = 104 s−1. As can be seen, the detector efficiency
and measurement time do not affect the peak value of the
amplitude. As the signal trails off for nonzero detuning,
however, the difference increases. The decrease in η affects
both SUB and SLB similarly, whereas the effect of the decrease
in τ is more evident in SUB. With the given parameters, the
interrogation period of τ = 10−4 s and detector efficiency of
η = 0.99 yields an almost ideal signal. A somewhat lower
value of η (e.g., 0.70) still yields a signal that is nearly ideal
near zero detuning, which is the desired operating regime for
the COSAC, as pointed out earlier.

If we set γsaτ = 1, the signal depends on η as

Scol � 1 − η[1 − cos2N (f T2/2)] (24)

for large N and m = 1. Hence, we can calculate the
QFF for the COSAC to see how it depends on the de-
tector efficiency, and how it compares to the CC. For
the CC, it is straightforward to show that with Ssa =
ηN cos2 (f T2/2), the quantum-mechanical noise in the sig-
nal is �Ssa = √

ηN cos (f T2/2) sin (f T2/2) and the SVS
is |∂Ssa/∂δ| = (ηN/γsa) cos (f T2/2) sin (f T2/2), so that the
QFF is δfQM,CC = γsa/

√
ηN . It is also straightforward to cal-

culate the QFF for the COSAC. The total quantum-mechanical
noise in the COSAC signal in Eq. (24) is

�SQM,col = √
η cosN (f T2/2)

√
1 − cos2N (f T2/2) (25)

and the SVS is

∂Scol/∂f = −(ηN/γsa) sin (f T2/2) cos2N−1 (f T2/2). (26)

Thus, the QFF in the COSAC is

δfQM,COSAC =
∣∣∣∣∣ γsa

N
√

η

√
1 − P C

N

P C
N

cot

(
f T2

2

)∣∣∣∣∣, (27)

which approaches γsa/
√

ηN as f → 0. Assuming that the de-
tector efficiencies of the COSAC and the CC can be essentially
the same, they do not affect the ratio of the two QFFs.

C. Effect of collection efficiency

We consider next the effect of the collection efficiency
β. The signal, for both the COSAC and CC, is directly
proportional to β. Thus, it is easy to see, using Eqs. (8) and
(11), that

ζ ≡ δfQM,COSAC

δfQM,CC

=
[

1√
N

√
1 − P C

N

P C
N

cot

(
f T2

2

)]√
βCC

βCOSAC
, (28)

where βCC (βCOSAC) is the collection efficiency of the CC
(COSAC).

As noted above, the quantity written in the square brackets
in Eq. (28) approaches unity as f → 0. Thus, in this limit,
we see that the ratio of the QFF for the COSAC to that of the
CC would depend on the ratio of the collection efficiencies of
the detection processes. As discussed previously, for a high
enough resonant optical density (103 in the example we are
considering) the coherent stimulated Raman scattering based
detection method used for the COSAC process has a collection
efficiency that is close to unity, or βCOSAC � 1. As for the CC,
the fluorescence is typically collected from the spontaneous
emission process, which emits photons in a dipolar radiation
pattern. We can estimate typical values of βCC by considering,
for example, a CC that makes use of cold atoms released from a
MOT. For a lens placed at a distance of 5 cm, with a diameter of
2.5 cm, ignoring the dipolar pattern of radiation for simplicity,
and assuming it to be uniform in all directions, this system
yields a value of βCC � r2/(4d2) = 1/16 corresponding to
ζ ∼ 0.25. In a typical CC, various geometric constraints make
it difficult to achieve a value of βCC much larger than this. In
fact, in cases where the total volume occupied by the CC has to
be constrained in order to meet the user requirements, the value
of βCC is typically 1%, which would correspond to ζ ∼ 0.1.
Thus, the near unity collection efficiency of the COSAC can
lead to an improvement of the clock stability by as much as
a factor of 10, compared to a typical CC that makes use of
fluorescence detection.

Absorption is another way of detecting the signal in a CC.
However, many practical issues must be taken into account
if absorption is to be used. First, the fluctuation in the clock
frequency is affected by additional noise contributed by the
laser used in absorption. Let us assume that the observation
time window is τ , and the number of photons in the probe
beam, before absorption, is NP , and the probe is in a coherent
state. We also assume that the number of atoms passing
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through the detection process in this time window is NA, and
the linewidth of the resonance is 	. If the detection process
produces an absorption by a fraction of α (i.e., α = 1 represents
perfect absorption of the laser beam), and the detector has a
quantum efficiency of η, then the resulting fluctuation in the
clock frequency can be expressed as

δωABS = 	

(
1√

ηαNA

+ 1√
ηαNP

)
. (29)

Here, the first term inside the parentheses represents the
quantum projection noise of the atoms, and the second term
represents the shot noise of the photons (which can be thought
of as the quantum projection noise of photons). The validity of
this expression can be easily established by considering vari-
ous limits. Consider first the ideal case where ξ ≡ ηα = 1. For
NP � NA, the additional noise from the laser can be neglected,
and we get the fundamental noise limit due to the quantum
projection noise of atoms. On the other hand, if NA � NP , the
quantum projection noise from the atoms can be neglected, and
the process is limited by the shot noise of the laser. In general,
the parameter ξ represents the overall quantum efficiency of the
detection process. The corresponding expression for detection
via fluorescence is δωFLU = 	(ηρNA)−1/2, where again η is
the quantum efficiency of the detector, and ρ is the fraction of
fluorescence falling on the detector.

The contribution from the second term in Eq. (29) shows
that the intensity of the laser beam used in absorption must
be made strong enough in order to make the effect of this
term negligible compared to the first term. However, since
the absorption process is nonlinear and saturates for a strong
laser beam, increasing the laser intensity often decreases the
effective value of α. For example, consider an ensemble of
2 × 106 atoms with a linear resonant optical density of 300,
which can be realized (as we have shown above) for an
ensemble confined to a cigar-shaped ensemble with a diameter
∼50 μm. For a weak probe, the value of α is unity. However,
as the probe power is increased, the value of α decreases
dramatically. This can be seen by considering a situation where
the value of NP is 109, for example. Since the atomic transition
used for absorption is not closed (i.e., not cyclic), the ensemble
can only absorb a number of photons that is of the order
of 2 × 106. Thus, the maximum value of α would be only
about 0.002. Furthermore, if the area of the laser beam (AL)
is much larger than the area of the atomic ensemble (AA),
then the value of α can never exceed the value of AA/AL. We
are not aware of any publication reporting a cold atom clock
that makes use of absorption for detecting the atoms, possibly
because of these constraints and considerations. Nonetheless,
as a matter of principle, an absorption process can certainly be
used to reduce the quantum frequency fluctuation below what
is observed in fluorescence detection systems, under proper
choice of parameters.

VI. PHYSICAL INTERPRETATION OF LINEWIDTH
REDUCTION AND ITS RELEVANCE TO

THE TRANSIT TIME LIMIT

As we have shown, the fact that the linewidth in a COSAC
is narrower by a factor of

√
N can be proven mathematically.

However, it is instructive to discuss the physical mechanism

|E1〉
|E2〉
|E3〉

|EN-1〉

|EN〉

|E0〉
ω

2ω
3ω

Nω

δ

2δ

3δ

Nδ

FIG. 10. Collective state energy levels, separated by ω0, are
excited by a field of frequency ω. All the states from |E0〉 to |EN 〉
are excited, and participate in producing an effective clock transition
frequency proportional to

√
N .

that leads to this narrowing. Furthermore, it is also important
to address the issue of why the violation of the conventional
notion of the transit time limit does not contradict the
fundamental laws of quantum mechanics.

A. Physical interpretation of line narrowing

We consider a simple picture of an oscillator and a probe
in order to understand the physical explanation as to why the
linewidth of a COSAC narrows by

√
N . A clock is essentially

an oscillator oscillating at some frequency ω. In order to
ascertain that the oscillator has not drifted, the oscillator
frequency is mapped into light and interacts with a two level
atom, with the ground state |1〉 and the excited state |2〉,
and a transition frequency ω0. If ω does not match ω0, an
error signal proportional to δ = ω − ω0 is produced to correct
for the difference. Now consider for a moment that we can
create a two state superposition of N atoms such that they are
all either in the ground state or the excited state. In other
words, |ψ〉 = C0|E0〉 + CN |EN 〉 where |E0〉 = |111 . . . 11〉
and |EN 〉 = |222 . . . 22〉. The energy difference between these
two states is Nω0. The oscillator frequency is still ω, but when
a light field with N photons is compared with such a two
level system, the difference in energy is Nδ = Nω − Nω0. If
it were possible to produce an error signal that is proportional
to this energy difference without degrading the effective
signal-to-noise ratio (or, more accurately, the ratio of noise to
the SVS, as discussed in Sec. V A), the resulting clock would
be N -fold more accurate. This is functionally equivalent to the
clock transition frequency being enhanced by a factor of N .

However, this clean two level superposition of collective
states is virtually impossible to achieve with a collection of N

noninteracting atoms and a single field since there is no electric
dipole moment to excite the |EN 〉 state directly from the |E0〉
state. What occurs instead is that all the states between these
get excited as well, as illustrated in Fig. 10. If we consider only
the excitations from state |E0〉, there are N possible transitions
that can occur, so that the error signal includes the set of all the
possible detunings, δ,2δ,3δ, . . . Nδ. In other words, there are
effectively N different sensors running at the same time. All the
other states also act as sensors as they interact with the others. It
turns out, as we have proven mathematically in Sec. III, that the
error signal becomes proportional to

√
Nδ, corresponding to
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FIG. 11. Ramsey fringe experiment of a two level atom, in the
Jaynes-Cummings model, involves states |1〉A|m〉ν and |2〉A|m − 1〉ν

where the state with subscript A represents the atomic state, and
subscript ν represents the Ramsey field. The phase difference of
the two levels at the end of the experiment is eiδT2 , and the signal
produced would oscillate at frequency δ; if a two level system existed
in which the ground state were the collective state |E0〉A|m〉ν and
the excited state were the collective state |EN 〉A|m − N〉ν , the phase
accumulation between the two states at the end of the Ramsey fringe
experiment would be eiNδT2 , and the oscillation frequency would
be Nδ.

an effective detuning of
√

Nδ. This is functionally equivalent
to the clock transition frequency being enhanced by a factor
of

√
N .

In the Ramsey fringe experiment, the error signal that is
generated occurs as a result of the phase difference between
the interacting states. A detailed picture can be viewed in
Fig. 11. Consider first a single two level atom, initially in
state |1〉A, going through the Ramsey fields. In the Jaynes-
Cummings model, when a field with m photons interacts with
an atom, the π/2 pulse will produce the quantum state |ψ〉 =
|1〉A|m〉ν − i|2〉A|m − 1〉ν . The energy of state |2〉A|m − 1〉ν
is lower than that of state |1〉A|m〉ν by �δ. In the second zone,
these two composite states evolve freely for a time T2 and
accumulate different phases. State |1〉A, with energy 0 remains
the same, whereas |2〉A with energy ω0 evolves as eiω0T2 . The
field with m photons evolve as eimωT2 whereas the field with
m − 1 photons evolve as ei(m−1)ωT2 . Thus, the quantum state
of the total system at the end of the dark zone is

|ψ〉 = eimωT2 |1〉A|m〉ν − ieiω0T2ei(m−1)ωT2 |2〉A|m − 1〉ν .
(30)

The net accumulated phase difference in the two states is
eiδT2 . The third zone where another π/2 pulse occurs produces
interference between the two states, so that when interrogation
occurs, the signal produced is in the form of Ramsey fringes
that oscillate at frequency δ. Therefore, the energy difference
between the two composite states determines the oscillation
frequency of the Ramsey fringes. Alternatively, if one were to
plot the signal as a function of the dark zone time T2, the width
of the fringe is given by the inverse of this energy difference. If
the same calculation is carried out now for a two state system
where the ground state is |E0〉A|m〉ν and the excited state is
|EN 〉A|m − N〉ν , where |E0〉A and |EN 〉A are the collective
states of N atoms, then the energy difference is Nδ and the
width of the fringe as a function of T2 would be 1/(Nδ) and the
width of the Ramsey fringe as a function of δ will be (T −1

2 /N ).
As mentioned earlier, such a two level system of collective

states for a large value of N is virtually impossible to realize for
noninteracting atoms. Instead, for N atoms, the first Ramsey
zone produces a superposition of all the states from |E0〉A
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FIG. 12. In a two atom ensemble, each of the three collective
states interfere with one another to produce different Ramsey fringes
(a)–(c). The overall envelope is not drawn. The sum of these
interferences gives the narrowing of the fringe linewidth as seen in
(d). In (d), the dotted curve represents the signal from a single atom
and the solid curve the signal from two atoms for comparison.

to |EN 〉A. In the second zone, each of the collective states
|Ek〉A accumulates a phase factor of ei(δT2)k with respect to
the state |E0〉A. When the atoms pass through the third zone,
each of these collective states interferes with one another
and contributes to the total population of |EN 〉A. It is the
collection of these interferences among all the collective states
that produces the narrowed linewidth.

We have verified this interpretation explicitly for two
atoms. The collective states in this case are (where the
subscript A has been dropped) |E0〉, |E1〉, and |E2〉. After
they accumulate different phases in the second zone, each
of them contributes to the final state |E2〉 by amount χ0 =
1/4, χ1 = eiδT /2, and χ2 = e2iδT /4 respectively. The total
signal is Scol = |〈E2|E2〉|2 = cos4 (δT2/2). This comes about
because Scol = |χ0 + χ1 + χ2|2 = |χ0 + χ1|2 + |χ1 + χ2|2 +
|χ0 + χ2|2 − (χ2

0 + χ2
1 + χ2

2 ). In other words, it is as though
|E0〉 and |E1〉 interfered together to produce Ramsey fringes
at frequency δ, |E1〉 and |E2〉 interfered together to produce
Ramsey fringes at frequency δ, and |E0〉 and |E2〉 interfered
together to produce Ramsey fringes at frequency 2δ; the signal
observed is the addition of all these Ramsey fringes minus an
overall factor (see Fig. 12), which is due to the fact that the
actual process is a simultaneous interference between the three
states.

B. Violation of the conventional notion of the transit time limit

The narrowing of the COSAC fringe as given by 	(N ) =
	(1)/

√
N = π/(T2

√
N ) violates the conventional transit time

limit, which constrains the fringe width to be at least ∼1/T2.
This is a manifestation of the uncertainty relation �f �t � 1,
which apparently follows from the Heisenberg uncertainty
principle of �E�t � �. However, when we properly define
�f as the uncertainty in the fringe width—in the case of
the Ramsey technique considered here—and �t as the total
observation time, we can derive the uncertainty relations
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more systematically and show that despite the fact that the
conventional transit time limit is violated, the Heisenberg
uncertainty principle is not violated.

First, consider a single atom that undergoes the Ramsey
fringe experiment. The uncertainty in the fringe width is
�f = (1/T2), where T2 is the separation period between the
two π/2 pulses. When the experiment is repeated m times,
it is as though the separation period expands m-fold, so
that the effective observation time is in fact �t = mT2, and
the uncertainty in the fringe width is �f = (1/T2)/

√
m in

the standard quantum limit (SQL) and �f = (1/T2)/m in
the Heisenberg limit (HL). Hence, the product �f �t yields√

m in the SQL and 1 in the HL. Note that as m → 1, the
SQL approaches the HL, which is the more fundamental
limit.

Next, consider N atoms in the same Ramsey fringe
experiment during a single trial. Since each atom, in its
individual state, is considered separately from the rest, having
N atoms is equivalent to running N trials simultaneously.
The effective observation time in this case is �t = NT2, and
the uncertainties in the fringe width are �f = (1/T2)/

√
N

in the SQL and �f = (1/T2)/N in the HL. Moreover, if
the experiment is repeated m times, the effective observation
time increases to �t = mNT2, and the uncertainties in the
fringe width are �f = (1/T2)/

√
mN in the SQL and �f =

(1/T2)/(mN ) in the HL. Thus, we find that the uncertainty
relations for N atoms and m trials are �f �t = √

mN in the
SQL and �f �t = 1 in the HL.

Consider next the COSAC case, containing N atoms, and
repeated m times. As we have shown in Sec. V, the frequency

fluctuation in the COSAC is �f = 1/(T2

√
mN) for ideal de-

tection efficiency. It may not be obvious what the effective ob-
servation time is for this case. However, given the fact that, un-
der ideal detection efficiency, the COSAC is equivalent to the
case of N atoms repeated m times, we are led to conclude that
the effective observation time is �t = T2mN . As such, we get
�f �t = √

mN , which is the SQL in this case. In the HL, we
could get �f �t = 1. Thus, we see that when the frequency un-
certainty and the observation times are interpreted properly, the
COSAC signal does not violate the fundamental quantum limit.

VII. CONCLUSION

We have described an atomic clock with a significant
reduction in the Ramsey fringe linewidth, by a factor of

√
N , by

measuring the amplitude of a collective state with a heterodyne
detection scheme. We have shown that the reduction occurs due
to multipath interference among the collective states, and does
not violate the fundamental quantum limit. The performance of
the COSAC has been compared to that of the CC by analyzing
quantum and classical fluctuations in frequency. When the
effects of detector efficiency and collection efficiency are con-
sidered, it can be seen that the COSAC may perform ten times
better than a typical CC employing fluorescence detection.
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N-atom collective-state atomic interferometer with ultrahigh Compton frequency and ultrashort
de Broglie wavelength, with

√
N reduction in fringe width

Resham Sarkar,1,* May E. Kim,1 Renpeng Fang,1 and Selim M. Shahriar1,2

1Department of Physics and Astronomy, Northwestern University, 2145 Sheridan Road, Evanston, Illinois 60208, USA
2Department of EECS, Northwestern University, 2145 Sheridan Road, Evanston, Illinois 60208, USA

(Received 17 December 2014; published 7 December 2015)

We describe a collective-state atomic interferometer (COSAIN) with the signal fringe as a function of phase
difference or rotation narrowed by

√
N compared to a conventional interferometer, N being the number of atoms,

without entanglement. This effect arises from the interferences among collective states, and is a manifestation of
interference at a Compton frequency of 10 × 1030 Hz, or a de Broglie wavelength of 4.5 femtometer, for N = 106

and v = 1 m/s. The population of the collective state of interest is detected by a null measurement scheme, in
which an event corresponding to detection of zero photons corresponds to the system being in that particular
collective state. The signal is detected by collecting fluorescence through stimulated Raman scattering of Stokes
photons, which are emitted predominantly against the direction of the probe beam, for a high enough resonant
optical density. The sensitivity of the ideal COSAIN is found to be given by the standard quantum limit. However,
when detection efficiency and collection efficiency are taken into account, the detection scheme of the COSAIN
increases the quantum efficiency of detection significantly in comparison to a typical conventional Raman atomic
interferometer employing fluorescence detection, yielding a net improvement in stability by as much as a factor
of 10. We discuss how the inhomogeneities arising from the nonuniformity in experimental parameters affect
the COSAIN signal. We also describe an alternate experimental scheme to enhance resonant optical density in a
COSAIN by using cross-linearly polarized counterpropagating Raman beams.

DOI: 10.1103/PhysRevA.92.063612 PACS number(s): 37.25.+k, 03.75.Dg, 06.30.Gv

I. INTRODUCTION

Matter-wave interferometry is a potent technology in
metrology. Atom interferometers have been demonstrated
as gyroscopes and accelerometers [1,2], gravity gradiome-
ters [3,4], matter-wave clocks [5], and may lead to a more
accurate measurement of the fine-structure constant [6,7].
They also form testbeds for measuring Newton’s gravitational
constant [8], gravitational red-shift [9], and for testing univer-
sality of free fall [10].

The building block of a conventional Raman atom interfer-
ometer (CRAIN) is a three-level atom, with two metastable
states |g,pz =0〉 ≡ |g,0〉 and |e,pz =�(k1+k2)〉 ≡ |e,�k〉 and
an excited state |a,pz =�k1〉 ≡ |a,�k1〉 coupled by two
counterpropagating beams, with a single-photon detuning δ

[Fig. 1(a)]. One of the beams, with Rabi frequency �1, couples
|g,0〉 to |a,�k1〉, while the other beam, with Rabi frequency
�2, couples |a,�k1〉 to |e,�k〉. For δ��1,�2, the interaction
can be described as an effective two-level system excited by
an effective traveling wave with a momentum �k=�(k1+k2),
with a Rabi frequency �=�1�2/2δ [Fig. 1(b)] [11]. We
assume that δ��, where � is the decay rate of |a〉, so that the
effect of � can be neglected. Under a sequence of π/2-π -π/2
pulses [Fig. 1(c)], the wave packet first separates into two
components, then gets redirected, and finally recombines
to produce an interference which is sensitive to any phase
difference �φ between the two paths. The amplitude of |g〉 at
the end varies as cos2(�φ/2) [12,13].

A CRAIN of this type can be realized by employing an
atomic beam with a continuous flux, or by employing pulses
of atoms pushed out periodically from a magneto-optic trap

*rsarkar@u.northwestern.edu

(MOT). The behavior of the CRAIN is essentially the same in
both modes if the number of atoms interrogated in a given time
window is the same. However, as we will describe later, the
collective-state atomic interferometer (COSAIN) must operate
in the latter (pulsed) mode. Thus, for proper comparison we
will assume, in the rest of the paper, that the CRAIN is operated
in the pulsed mode.

The phase difference induced due to rotation at the rate of
�G along an axis normal to the area � of the interferometer is
given by �φ=4π�m�G/h, m being the atomic mass [13,14].
This expression can be derived by two different methods. In the
first method, the path difference of the two counterpropagating
waves is multiplied by 2π/λdB , where λdB is the de Broglie
wavelength, to get the phase difference. The second method
invokes the relativistic addition of velocities to find the time
lag �T = 2��G/c2 in the arrival of the two branches of the
wave, c being the speed of light. �φ is then the product of
�T and the wave frequency. For the CRAIN, this frequency
is the Compton frequency of the atom ωC =γmc2/�≈mc2/�,
where the relativistic time-dilation factor γ is close to unity
for nonrelativistic velocities. These approaches are equivalent
due to the fact that λdB is the laboratory-frame manifestation
of the ωC induced phase variation in the rest frame of the
atom [5,15–17]. To explain this without loss of generality,
let us consider the direction of the velocity of the particle as
x̂. For nonrelativistic velocities, mixing between the spinors
can be ignored, and the phase factor of a positive-energy
spinor, in the rest frame of the particle, is given simply as
exp(−iφ), where φ = ωCτ with τ being the proper time. The
phase φ is a Lorentz-invariant parameter, and can in general be
written as a contraction between the position four-vector xμ

and momentum four-vector �kμ : φ = kμxμ. In the rest frame
of the particle, the position four-vector is xμ = {cτ,0,0,0}
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FIG. 1. (a) A three-level atom. (b) An equivalent reduced two-
level atom model. (c) A CRAIN produced via π/2-π -π/2 sequence
of excitation.

and the momentum four-vector is �kμ = �{ωC/c,0,0,0}. In
the laboratory frame, the position four-vector is, by definition,
xμ = {ct,0,0,0}, and application of Lorentz transform shows
that the momentum four-vector is �kμ = �{ω′

C/c,kdB,0,0},
where kdB = γmV/� = 2π/λdB and the phase factor becomes
φ = ω′

Ct − kdBx. Again, in the nonrelativistic limit, γ ≈ 1
and we get λdB ≈ 2π�/mV . Thus, the de Broglie wavelength
is simply the laboratory-frame manifestation of the phase
variation in the rest frame due to the Compton frequency.

The dependence of �φ on ωC has motivated matter-wave
interferometry with large molecules. To date, the largest
molecule used has a mass of ∼10 000 atomic-mass units [18],
corresponding to the mass of ∼75 133Cs atoms. These interfer-
ometers, based on the Talbot effect, are not suited for rotation
sensing. Furthermore, for interferometry with much larger
particles it would be necessary to use gratings with spacings too
small to be realized with existing technologies. Additionally,
effects such as van der Waals interaction would become
dominant for such gratings. Here, we propose an experiment
that would reveal evidence of matter-wave interference where
a collection of N noninteracting, unentangled atoms act as a
single particle. For 87Rb and N = 106, ωC is ∼10 × 1030 Hz,
and λdB is ∼4.5 femtometer at a velocity of 1 m/s. Further-
more, it can improve the phase measurement ability by a factor
of as much as 10. This type of matter-wave interferometry may
also open up new opportunities for sensitive measurement of
gravitational red-shift [9] or matter-wave clocks [5]. It may
also serve as a testbed for macroscopic quantum decoherence
due to gravitational red-shift [19].

Consider an assembly of N identical noninteracting atoms,
subjected to the π/2-π -π/2 sequence. If we imagine a situation
where the ground state |E0〉≡|g1,g2, . . . ,gN 〉 is coupled,
directly and only, to the state where all the atoms are in the
excited state |EN 〉≡|e1,e2, . . . ,eN 〉, the resulting ensemble

interferometer would experience a phase difference �φEI =
N�φ. However, existing technology does not enable such an
excitation. Even if one were to use a pure Fock state of N ′ > N

photons, the ensemble would evolve into a superposition
of (N + 1) symmetric collective states |En〉 |N ′ − n〉, where
|N ′ − n〉 is a state of the field with (N ′ − n) photons, and
|En〉=J (N,n)−1/2 ∑J (N,n)

k=1 Pk |g⊗(N−n)e⊗n〉, where J (N,n)≡(
N

n

)
,Pk is the permutation operator, and n = 0,1,2, . . . ,N

[20]. Since a laser is a superposition of many Fock states, the
evolution of this system under laser excitation would produce
a seemingly intractable superposition of these collective states.
Modeling the laser field as a semiclassical one also does not
simplify the picture much [21–24]. However, we show here
that, by measuring the quantum state of a single collective state,
it is possible to determine the effect of the interference among
all the collective states, and describe how such a measurement
can be done. Choosing this collective state to be one of the two
extremal states (i.e., |E0〉 or |EN 〉) also makes it possible to
calculate this signal easily since the state of the whole system
can be described as the tensor product of individual atomic
states. We show that the fringe width is reduced by a factor of√

N , without using entanglement. For the current state of the
art, the value of N can easily exceed 106, so that a reduction
of fringe width by a factor of more than 103 is feasible. We
also show that the phase fluctuation of the COSAIN can be
significantly smaller, by as much as a factor of 10, than that for
a conventional interferometer employing the same transition
and the same atomic flux. The extremely narrow resonances
produced in the COSAIN may also help advance the field of
spin squeezing [25–28], which in turn is useful for approaching
the Heisenberg limit in precision metrology. Recently, we have
also proposed a collective-state atomic clock, which employs
the principle of collective excitation of atomic ensemble, and
exhibits a similar narrowing in signal fringe [29].

In this paper, we discuss the various aspects of the
collective-state atomic interferometer. The rest of the paper
is arranged in the following way: In Sec. II, we describe the
theory of the working principle of a COSAIN. We also describe
the physical phenomenon behind the narrowing of the signal
fringes. Section III gives an account of the various parameter
inhomogeneities that affect the signal amplitude and width.
Section IV details the description of the COSAIN experiment,
also including a discussion of the role of the optical density
of the ensemble. We also propose an alternate experimental
scheme to achieve a higher value of effective optical density
in Sec. V. In Sec. VI, we analyze the performance of the
COSAIN as compared to that of the CRAIN. We consider the
effect of quantum and classical noise, detector efficiency, and
collection efficiency.

II. DESCRIPTION OF THE COSAIN

Consider an ensemble of N noninteracting atoms of the
kind described above [21], with the ith atom in its ground
state |gi〉. The ensemble is assumed to be initially situated
at (x =0,z=0) and traveling along the x direction with a
velocity v. The ensemble undergoes the same π/2-π -π/2
sequence as described for the CRAIN. Assuming resonant
excitation, the Hamiltonian of the ith atom after the rotating-
wave transformation is Hi =�i |gi〉 〈ei | /2+c.c. [22], where
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�i is the Rabi frequency of the ith atom. Here, a phase
transformation on the Hamiltonian has also been applied to
render �i real. For the sake of simplicity and brevity, we
consider only the case where the intensity profile of the beams
is rectangular, so that �i =�. In a real experiment, the Rabi
frequency of each atom depends on its position relative to
the Gaussian distribution of the beam intensity profile. Due
to the nonzero temperature of the trapped atoms, they also
experience Doppler shift arising from thermal motion. A
detailed description of the effect of these inhomogeneities on
the COSAIN signal is presented in Sec. III.

A π/2 pulse of duration τ is applied to the ensemble
at t = 0, following which each atom is in state |ψi(τ )〉=
(|gi〉− i |ei〉)/

√
2. After the first dark zone of duration of Td ,

the component of the atom in state |ei〉 drifts to (x = vTd, z =
�kTd/m). The state |gi〉 continues along the x direction. We
label the trajectories taken by |gi〉 and |ei〉 as A and B,
respectively. The state of an atom at t =τ +Td is |ψi(τ +Td )〉 =
|ψi(τ +Td )〉A+|ψi(τ +Td )〉B , where |ψi(τ +Td )〉A =|gi〉 /

√
2

and |ψi(τ +Td )〉B =−i |ei〉 /
√

2. At the end of this zone, a
π pulse causes the state |gi〉 to evolve into |ei〉 and vice
versa. The state at the end of this pulse is |ψi(3τ +Td )〉 =
|ψi(3τ +Td )〉A+|ψi(3τ +Td )〉B , such that |ψi(3τ +Td )〉A =
−i |ei〉 /

√
2 and |ψi(3τ +Td )〉B =− |gi〉 /

√
2. Following the

second dark zone of duration Td , the two trajectories converge,
as shown in Fig. 1(c), and |ψi(3τ +2Td )〉 = |ψi(3τ +Td )〉. At
t = 3τ + 2Td , a third pulse of duration τ is applied to the
atoms. If a phase difference of �φ is introduced between
the paths, the state of the atom at the end of the last π/2
pulse is |ψi(4τ +2Td )〉=|ψi(4τ +2Td )〉A+|ψi(4τ +2Td )〉B ,
where |ψi(4τ +2Td )〉A =−i[−i exp(−i�φ) |gi〉+|ei〉]/2 and
|ψi(4τ +2Td )〉B =−[|gi〉−i exp(i�φ) |ei〉]/2. This phase dif-
ference can occur, for example, due to a rotation of the entire
system about the y direction.

The final fringe pattern is the result of the interference
of the states from the two trajectories. This is observed by
measuring the probability of finding the atom in either of the
two states. The signal as a measure of the amplitude of |g〉 is
therefore, SCRAIN =|[1+exp(−i�φ)]/2|2 =cos2(�φ/2). We
note now that the state |�〉 of the ensemble is the direct
product of its constituent atoms: |�〉=∏N

i=1 |ψi〉 [22,23]. The
signal of the COSAIN is a measurement of any of the arising
collective states. We choose to measure the state |E0〉, so
that the resulting signal is the probability of finding all the
atoms of the ensemble simultaneously in |g〉. This choice
of state will be explained later on when we discuss the
detection system of the COSAIN. The signal of the COSAIN
is thus the product of the signals from the constituent atoms
SCOSAIN =∏N

i=1SCRAIN =cos2N (�φ/2). The fringe linewidth
as a function of �φ decreases with increasing N . We define
this linewidth as the full width at half maximum (FWHM)
of the signal fringe �(N )=2 cos−1(2−1/2N ). We have verified
that �(1)/�(N )≈√

N .

Physical interpretation of fringe narrowing

The narrowing of the signal fringes in a COSAIN can
be understood by considering the physical properties of the
collective excitations. If the ensemble in the ground state

interacts with a single photon of momentum �k, it will
oscillate between |E0,0〉↔|E1,�k〉. Consequently, it will
exhibit collective behavior such that its center of mass recoils
with a velocity in the z direction equal to �k/Nm. Thus, this
ensemble can be viewed as a single entity with a mass of Nm,
and a Compton frequency ωC that is N times that of a single
atom, despite no interaction between the atoms. Conversely,
the ensemble can be viewed as having a λdB of h/Nmv that
is N times lower than that of a single atom, where v is the
magnitude of its total velocity (e.g., a constant velocity in
the x direction that is much larger than the velocity in the z
direction due to the recoil). In the ideal case of uniform Rabi
frequencies and no Doppler shift related detunings, the first
π/2 pulse splits the ensemble into a superposition of N + 1
symmetric collective states (we have shown the corresponding
interpretation of the other, more general cases in Ref. [22]).
The state |En〉 receives a recoil of n�k due to the first π/2 pulse
and is deflected in the z direction by n�kTd/Nm by the end
of the first dark zone, making an angle θn = tan−1(n�k/Nmv)
with the x axis. We label the path taken by this state as path n.
The subsequent π pulse causes |En〉 to evolve to |EN−n〉. This
results in the deflection of the trajectory of the states so that all
the N + 1 trajectories converge by the end of the second dark
zone. The third pulse causes each of the N + 1 states to split
further. The resulting COSAIN is, thus, J (N + 1,2) collective
interferometers operating simultaneously. Of these, there are
x interferometers of area (N − x + 1)�/N , producing signal
fringe amplitudes equaling cos2[(N − x + 1)�φ/2], where x

assumes values 1,2, . . . ,N . The interference between these
cosinusoidal fringes results in the narrowing of the total fringe
width. In what follows, we illustrate the physical mechanism
behind this narrowing by considering first the role of Compton
frequency in a CRAIN. We then extend this analysis to
an ensemble of N atoms to describe the phenomenon of
narrowing in the COSAIN.

We consider the product state of the atom and a Fock state
with N ′ photons denoted by |N ′〉 or with N ′ − 1 photons
denoted by |N ′ − 1〉. Thus, at t = 0, the atom photon system
is assumed to be in the state |g〉 |N ′〉 ≡ |g,N ′〉. The atom-field
interaction couples it to the state |e〉 |N ′ − 1〉 ≡ |e,N ′ − 1〉,
as illustrated in Fig. 2(a). We assume that the photon energy
�ω exactly matches the energy difference between the atomic
internal states |e〉 and |g〉. We define the dressed frequency
of the atom-photon system as ωPA, which is a constant, for
all possible states of the system. If we define ωC,e = mec

2/�

as the Compton frequency of the excited atom, where
me = mg + �ω/c2 is the rest mass of the excited atom, and
mg = m is the rest mass of the atom in the ground state,
then we have ωPA = mec

2/� + (N ′ − 1)ω = mgc
2/� + N ′ω.

The Compton frequency of the atom in the ground
state is ωC,g = mgc

2/�. The effect of temporal phase
accumulation on the system during an interval �t , if the
system is in an arbitrary superposition of |g〉 and |e〉,
i.e., cg |g〉 + ce |e〉 at the start of the interval, will be
exp(−iωPA�t)(cg |g,N ′〉 + ce |e,N ′ − 1〉). Thus, after the
first π/2 pulse of a time duration τ , the quantum state
of the system is exp(ωPAτ )(|g,N ′〉A − i |e,N ′ − 1〉B)/

√
2,

where the subscripts A and B indicate the lower and
upper trajectories of the interferometer, respectively.
This is followed by a dark zone of duration Td at
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FIG. 2. (a) Single atom coupled to an N ′-photon state, (b) N -atom
ensemble coupled to an N ′-photon state, (c) ensemble interferometer
formed by splitting and recombining of |E0〉 and |EN 〉.

the end of which the quantum state of the system is
exp[−iωPA(τ + Td )](|g,N ′〉A − i |e,N ′ − 1〉B)/

√
2. A π

pulse is applied at the end of the first dark zone, and
therefore at t = 3τ + Td , the quantum state of the system
is |ψ(3τ + Td )〉 = |ψ(3τ + Td )〉A + |ψ(3τ + Td )〉B , where
|ψ(3τ + Td )〉A = −i exp[−iωPA(3τ + Td )] |e,N ′ − 1〉 /

√
2

and |ψ(3τ + Td )〉B = − exp[−iωPA(3τ + Td )] |g,N ′〉 /
√

2.
At this point, the second dark zone begins, at the end
of which the state of the system can be written as
|ψ(3τ + 2Td )〉 = |ψ(3τ + 2Td )〉A + |ψ(3τ + 2Td )〉B , where
|ψ(3τ + 2Td )〉A = −i exp[−iωPA(3τ + 2Td )] |e,N ′−1〉/√2
and |ψ(3τ + 2Td )〉B = − exp[−iωPA(3τ +2Td )] |g,N ′〉/√2.
Finally, the last π/2 pulse causes each of the arms
to further split into |g,N ′〉 and |e,N ′ − 1〉, so that
the state of the system at t = 4τ + 2Td is given by
|ψ(4τ + 2Td )〉 = |ψ(4τ + 2Td )〉A + |ψ(4τ + 2Td )〉B , where

|ψ(4τ + 2Td )〉A = −i

2
exp[−iωPA(4τ + 2Td )]

× (−i |g,N ′〉 + |e,N ′ − 1〉),
|ψ(4τ + 2Td )〉B = −1

2
exp[−iωPA(4τ + 2Td )]

× (|g,N ′〉 − i |e,N ′ − 1〉). (1)

The two arms, thus, yield identical proportions of |g,N ′〉
and |e,N ′ − 1〉. The probability of finding the atom in the
ground state, which is the signal for the CRAIN, is therefore
SCRAIN = 1. However, if the entire system is rotating at
the rate �G about an axis perpendicular to the area carved
by the interferometer, a time delay �T is introduced between
the two paths. To consider its effect on the signal of the CRAIN,
we note that the state of the system at t = 3τ + 2Td is such that

|ψ(3τ + 2Td )〉A = −i√
2

exp[−iωPA(3τ + 2Td )]

× exp[i(ωC,g + ωC,e)�T/4] |e,N ′ − 1〉 ,

|ψ(3τ + 2Td )〉B = −1√
2

exp[−iωPA(3τ + 2Td )]

× exp[−i(ωC,e + ωC,g)�T/4] |g,N ′〉 .

(2)

Finally, the state of the system due to rotation at the end of
the π/2-dark-π -dark-π/2 sequence is such that

|ψ(4τ + 2Td )〉A = −i

2
exp[−iωPA(4τ + 2Td )]

× exp(iωC,avg�T/2)(−i |g,N ′〉
+ |e,N ′ − 1〉),

|ψ(4τ + 2Td )〉B = −1

2
exp[−iωPA(4τ + 2Td )]

× exp(−iωC,avg�T/2)(|g,N ′〉
− i |e,N ′ − 1〉), (3)

where ωC,avg = (ωC,g + ωC,e)/2. The probability of finding
the atom in the ground state, which is the signal for the
CRAIN, is therefore given by SCRAIN = cos2(�φ/2), where
�φ = ωC,avg�T . From the special relativistic addition of
velocities along the two trajectories, the time delay is found
to be �T = 2θ�G/c2, where θ is the area enclosed by the
CRAIN [16]. In a real experiment, one makes use of a laser,
which is a coherent state, and not a Fock state. However,
when the mean photon number in the laser is very large, the
excitation is akin to what we described here. In effect, the
laser in this limit can be viewed effectively as a Fock state
with a photon number equaling the mean photon number in
the laser. This is the semiclassical approximation, where the
quantum state of the field is assumed to remain unchanged
(and thus factorized) independent of the state of the atom.

Next, we consider an ensemble of N such two-level atoms
that are independent and noninteracting. Furthermore, we
consider the product state of this ensemble and a Fock state
of N ′ photon as described above. Initially, all the atoms are in
the state |g〉, so that the state of the ensemble-photon system is
|E0〉 |N ′〉 ≡ |E0,N

′〉, where |E0〉 = |g1,g2, . . . ,gN 〉. Now, let
us imagine a scenario (which is impossible in practice) that the
state |E0,N

′〉 is directly coupled to the state |EN,N ′ − N〉 via
the exchange of N photons between the states, where |EN 〉 =
|e1,e2, . . . ,eN 〉 as illustrated in Fig. 2(b). Such a process can be
used to realize an atomic interferometer in a manner analogous
to the CRAIN, as illustrated in Fig. 2(c). The area enclosed in
this case would be the same as that for a CRAIN. However,
the average Compton frequency will now be NωC,avg (and the
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FIG. 3. λdB of an 87Rb atom moving at a constant velocity of
1 m/s is 4.56 nm. In the rest frame of the atom, its characteristic
Compton frequency is 1.96(1025 Hz). A cluster of 106 such atoms
will exhibit the characteristics of a single entity of mass that is 1×106

times that of a single 87Rb atom. Therefore, λdB will be 4.56(10−15 m)
and Compton frequency is 1.96(1031 Hz).

de Broglie wavelength will be λdB,single atom/N ), so that the
signal given by the population of state |E0〉 measured at the
end, will be Sensemble = cos2(N�φ/2), where �φ is the phase
shift experienced by a CRAIN for the same amount of rotation.

However, since the electric dipole moment for a superposi-
tion of |E0〉 and |EN 〉 vanishes, there is no way to realize the
type of excitation envisioned above. Instead, when excited by
a Fock state of N ′(> N ) photons, this ensemble unfolds into a
superposition of (N + 1) symmetric collective states given by
|En〉 |N ′−n〉, where |N ′−n〉 is a state of the field with (N ′−n)
photons and |En〉 = J (N,n)−1/2 ∑J (N,n)

k=1 Pk |g⊗(N−n)e⊗n〉,
J (N,n) = (

N

n

)
, Pk is the permutation operator, and n =

0,1,2, . . . ,N [20]. The state |En〉 has a momentum of n�k in
the direction of the beam since it has absorbed n photons. Thus,
it will exhibit collective behavior such that its center of mass
(COM) recoils with a velocity equal to n�k/Nm. As such, an
ensemble in such a state can be viewed as a single entity with a
mass of Nm and a Compton frequency ωC that is N times that
of a single constituent atom, despite no interaction between
the atoms. Conversely, the ensemble can also be viewed as
having a de Broglie wavelength λdB = h/Nmv that is N times
smaller than that of a single atom, where v is the magnitude
of the total velocity (e.g., a constant velocity in the x direction
that is much larger than the recoil velocity). This is illustrated
schematically in Fig. 3.

Some of these states and their relevant couplings are
illustrated in Fig. 4. For example, state |E0,N

′〉 is coupled
to the state |E1,N

′ − 1〉 at the rate of
√

N�N ′ , where �N ′ =√
N ′�0, with �0 being the single-photon Rabi frequency (for

exciting a single atom) and the
√

N factor results from the
collective enhancement of coupling. If the excitation is carried
out by a laser field where the mean photon number is much
larger than N , then we can make a semiclassical approxi-
mation that �N ′ ∼= �N ′−1

∼= · · · ∼= �N ′−N ≡ �. Furthermore,
the quantum state of the laser remains unchanged (and thus

FIG. 4. Coupling between an N -atom ensemble symmetric col-
lective states and N ′ photons.
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FIG. 5. Measurement of the COSAIN signal (amplitude of |E0〉)
shows a narrowing of the fringe width such that the ratio �(1)/�(N )
increases with

√
N .

factorized) independent of the state of the ensemble. The
Compton frequency of the state |En〉 is given by ωC,En =
mEnc

2/�, where mEn = mE0 + n�ω/c2 is the rest mass of the
ensemble in state |En〉, and mE0 = Nm is the rest mass of
the ensemble in state |E0〉. Thus, the dressed frequency of
the ensemble-photon system ωPE , which is a constant for all
possible states of the system can be written as ωPE(N,N ′) =
mEnc

2/� + (N ′ − n)ω = mE0c
2/� + N ′ω.

In the absence of an effective detuning, the COSAIN is
based on the coherent splitting and recombining of all of these
symmetric collective states. The signal of the COSAIN is,
thus, the product of the signals of the constituent CRAIN’s
that work simultaneously, resulting in the narrowing of the
signal fringes. The fringe linewidth, defined as the full width
at half maximum (FWHM) of the signal fringe is given by
�(N ) = 2 cos−1(2−1/2N ). It is evident from Fig. 5 that the
�(N ) decreases with increasing N . To illustrate the mechanism
behind the COSAIN more transparently, we now consider the
simplest ensemble: an assembly of two atoms of the kind de-
scribed above and N ′ photons. At t = 0, the ensemble-photons
system is assumed to be in the state |E0,N

′〉. The atom-field
interaction couples it to the state |E1,N

′ − 1〉, which in turn
is coupled to the state |E2,N

′ − 2〉. Following the notations
of the π/2-dark-π -dark-π/2 sequence established for the
CRAIN, the state of the ensemble after the first π/2 pulse
is |�(τ )〉 = exp(−iωPEτ )(|E0,N

′〉A − i
√

2 |E1,N
′ − 1〉B −

|E2,N
′ − 2〉C)/2, where ωPE ≡ ωPE(2,N ′) and the subscripts

A, B, and C denote the lower, middle, and upper trajectories
of the interferometer, respectively, as shown in Fig. 6. This is
followed by a dark zone of duration Td , at the end of which the
state of the ensemble is |�(τ + Td )〉 = exp(−iωPETd ) |�(τ )〉.
The component |E1,N

′ − 1〉B is displaced by �kTd/2m along
the z axis since it has absorbed the recoil from one photon
(�k), and it has a mass of 2(mC,g + mC,e) ≈ 2m. Similarly,
|E2,N

′ − 2〉 is displaced by �kTd/m along the z axis since it
has absorbed recoils from two photons (2�k), and it has a mass
of 2mC,e ≈ 2m. At t = τ + Td , the system interacts with the π

pulse (of duration 2τ ) which causes the transition |E0,N
′〉 ↔

|E2,N
′ − 2〉. The state |E1,N

′ − 1〉, however, only picks up
a phase due to the π interaction, and its trajectory remains
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FIG. 6. Illustration of a two-atom COSAIN depicting the state
trajectories.

unchanged. Explicitly, the state of the system at the end of the π

pulse is |�(3τ + Td )〉 = |�(3τ + Td )〉A + |�(3τ + Td )〉B +
|�(3τ + Td )〉C , where

|�(3τ + Td )〉A =−1

2
exp[−iωPE(3τ + Td )] |E2,N

′ − 2〉,

|�(3τ + Td )〉B =− 1√
2

exp[−iωPE(3τ + Td )] |E1,N
′ − 1〉,

|�(3τ + Td )〉C = 1

2
exp[−iωPE(3τ + Td )] |E0,N

′〉. (4)

At the end of this pulse, the system passes through a
second dark zone of duration Td , which causes the state of
the system to become |�(3τ + 2Td )〉 = |�(3τ + 2Td )〉A +
|�(3τ +2Td )〉B +|�(3τ +2Td )〉C , where |�(3τ +2Td )〉A =
exp(−iωPETd ) |�(3τ +Td )〉A, |�(3τ +2Td )〉B =exp(−iωPE

Td ) |�(3τ + Td )〉B , and |�(3τ + 2Td )〉C = exp(−iωPETd )
|�(3τ + Td )〉C . By the end of this dark zone, the three
trajectories converge and a last π/2 pulse is applied which
causes each of the trajectories to further split as follows:

|�〉A = −1
4 exp[−iωPE(4τ + 2Td )](− |E0,N

′〉
− i

√
2 |E1,N

′ − 1〉 + |E2,N
′ − 2〉),

|�〉B = 1
2 exp[−iωPE(4τ + 2Td )](|E0,N

′〉 + |E2,N
′ − 2〉),

|�〉C = 1
4 exp[−iωPE(4τ + 2Td )](|E0,N

′〉
− i

√
2 |E1,N

′ − 1〉 − |E2,N
′ − 2〉). (5)

The signal of the COSAIN is the probability of finding
the ensemble in any of the collective states. We choose to
measure the probability of |E0,N

′〉. The probability of finding
the ensemble in state |E0,N

′〉 is, therefore, SCOSAIN = 1.
However, as explained above for the case of the CRAIN, if
the entire system is rotating at the rate �G about an axis
perpendicular to the area carved by the interferometer, a time
delay is introduced between the paths. This time delay depends
only on the area enclosed and the rate of rotation, as noted
earlier. Let us assume that the delay between the paths C

and A, which forms the A−C loop, is �T . Therefore, the
delay between paths B and A which forms the A−B loop
will be �T/2. Similarly, the delay between paths C and B,
which forms the B−C loop, will also be �T/2. Since only
the relative delay between two paths matter, we assume, for
simplicity, that there is no delay on path B. Thus, just before

the final π/2 pulse, we can write the quantum states of these
paths under rotation as |�〉BR = |�(3τ + 2Td )〉B , |�〉AR =
exp[i(ωC,E0 + ωC,E2)�T/4] |�(3τ + 2Td )〉A, and |�〉CR =
exp[−i(ωC,E2 + ωC,E0)�T/4] |�(3τ + 2Td )〉C . The last π/2
pulse causes each of these components to further split so that
the state of the system at the end of the π/2-dark-π -dark-π/2
sequence is

|�〉AR = −1
4 exp[−iωPE(4τ + 2Td )]

× exp[i(ωC,E0 + ωC,E2)�T/4]

× (− |E0,N
′〉 − i

√
2 |E1,N

′ − 1〉 + |E2,N
′ − 2〉),

|�〉BR = 1
2 exp[−iωPE(4τ + 2Td )](|E0,N

′〉 + |E2,N
′ − 2〉),

|�〉CR = 1
4 exp[−iωPE(4τ + 2Td )]

× exp[−i(ωC,E2 + ωC,E0)�T/4]

× (|E0,N
′〉 − i

√
2 |E1,N

′ − 1〉 − |E2,N
′ − 2〉).

(6)

The signal of the COSAIN can, thus, be viewed as the
aggregation of interference patterns due to three indepen-
dent CRAIN’s working simultaneously, i.e., those formed
by paths A−B, B−C, and A−C. To illustrate this, we
denote the component of |E0,N

′〉 in paths A, B, and C as
χA, χB , and χC , respectively. The interferometers formed
by A−B and B−C are identical. The measurement of
the amplitude of |E0,N

′〉 from each of these interferome-
ters is given by SA−B = SB−C = |χA + χB |2 = |χB + χC |2 =
3/16 + cos2(ωC,avg�T/2)/4. This corresponds to a CRAIN
that is operating with an atom of average Compton fre-
quency ωC,avg. The interferometer formed by A−C yields
the signal value SA−C = |χA + χC |2 = cos2(ωC,avg�T )/4,
behaving analogously to a CRAIN formed by an atom of
average Compton frequency 2ωC,avg. The total COSAIN
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FIG. 7. Signals derived from the interferometers formed by
trajectories A−C, A−B, and B−C. The bottom panel shows the
signal of CRAIN (broken line) to the signal of a two-atom COSAIN
(solid line).
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signal arises due to the interference of the component of
|E0,N

′〉 from the three paths SCOSAIN = |χA + χB + χC |2 =
cos4(ωC,avg�T/2), as shown in Fig. 7. This is reconciled by
the fact that |χA + χB + χC |2 = |χA + χB |2 + |χB + χC |2 +
|χA + χC |2 − (|χA|2 + |χB |2 + |χC |2). The collective atomic
recoil laser (CARL) mechanism is similar to this concept
presented here, in the sense that no interaction between atoms
is needed [30,31]. On the other hand, the Dicke phase transition
pertains to the BEC regime, and is not closely related to what
is being presented here [32].

III. PARAMETER INHOMOGENEITIES
AFFECTING SIGNAL

In this section, we present a detailed description of the
effect of inhomogeneity in Rabi frequency and Doppler shift
on the signal of a COSAIN. These inhomogeneities put
significant constraints on the ensemble size, temperature of the
trapped atoms, and the intensity profile and size of the laser
beams. The manifestations of these effects can be analyzed
by considering an ensemble of N identical noninteracting
and independent atoms of the type described in Sec. II.
A laser beam propagating along the z axis will impart a
momentum �k to an atom upon absorption of recoil from a
single photon, driving it to a superposition of the states |gi,0〉
and |ei,�k〉, with the amplitude of each state depending on
the intensity of the laser beam and the time of interaction.
The field amplitude of the laser beams is assumed to be of
Gaussian profile in x and y directions, and constant in the
z direction. At t = 0, the position of the ith atom is given
by r̃ = xi x̂ + yi ŷ + zi ẑ. Due to the thermal motion of the
atoms, each atom experiences a different Doppler shift and,
therefore, a different effective laser frequency ω0i . The net
consequence of this is that the ith atom picks up a detuning
of δi = kviz, where viz denotes the atom’s velocity in the z
direction. Furthermore, each atom sees a different electric
field Ei = x̂E0 exp[−(x2

i + y2
i )/2/σ 2

L] cos(ω0i t − kzi), due to
the finite extent of the ensemble. Here, σL represents the
width of the laser beam in the transverse directions. There-
fore, the Rabi frequency experienced by the ith atom is
given by �i = �0 exp[−(x2 + y2)/2σ 2

L], where �0 ≡ 〈gi |
(x · ρi) |ei〉 E0/� = 〈ei | (x · ρi) |gi〉 E0/� and ρi is the position
of the electron with respect to the nucleus.

In the electric dipole approximation, the Hamiltonian for
the ith atom can be written as Hi = |pi |2/2m + H0i + qρi · Ei,
where H0i is the internal energy of the atom, q is the
electronic charge, m is the mass of the atom, and pi is the
momentum of the ith atom. The COM motion kinetic energy
term can be expressed as |pi |2/2m = |piz|2/2m + |pi⊥|2/2m,
where piz is the momentum in the z direction, and pi⊥ is
the momentum in a direction perpendicular to z. Consider
first the effect of the second term: |pi⊥|2/2m. In a typical
experimental scenario, this accounts for the motion of the
atom, typically at a large velocity, in the x direction (see
Fig. 1), acquired, for example by the initial push imparted
to the trapped atoms before they enter the first interaction
zone. Thus, any variation in this due to a velocity spread
within the ensemble can be ignored, and this term can be
treated as an overall constant energy which can be subtracted
from the Hamiltonian. Consider next the first term: |piz|2/2m.

This term shows that the state |g,piz〉 coupled to |e,piz + �k〉
by the laser differs in energy by (�kviz + �

2k2/2m), where
the first term is the Doppler shift and the second term is the
recoil energy which is a constant for all atoms, and can be
subtracted from the Hamiltonian. Thus, after subtraction of
constant terms, the net effect of the kinetic energy term is to
account for the Doppler shift. Finally, as we have shown in
detail in Ref. [22], a fully quantum mechanical description
of the COM motion (e.g., by keeping track explicitly of the
momentum of the atoms in the |g〉 and |e〉 states) is not essential
in describing the collective states in the limit where the Rabi
frequency of the ith atom �i is large compared to the Doppler
shift due to the COM motion. This regime is valid for the
COSAIN, and, therefore, a semiclassical description of the
COM motion of each atom suffices for the case at hand.
Upon making the rotating-wave approximation, Hi can then be
expressed in the bases of |gi〉 and |ei〉 as Hi/� = ωg |gi〉 〈gi | +
ωe |ei〉 〈ei | + �i{exp[i(ω0i t − kzi)] |gi〉 〈ei | + H.c.}/2, where
ωe includes the Doppler shift. Performing the rotating-wave
transformation and removing any phase factors causes the
transformation Hi → H ′

i , such that H ′
i /� = −δi |e′

i〉 〈e′
i | +

�i(|g′
i〉 〈e′

i | + H.c.)/2. The new basis vectors |g′
i〉 and |e′

i〉 are
related to the original basis vectors as exp(−iωgt) |gi〉 and
exp{−i[(ωe + δi)t − kzi]} |ei〉, respectively. Assuming that
the ith atom is initially in the state cgi(0) |g′

i〉 + cei(0) |e′
i〉,

its quantum state can be written as

|ψ ′
i 〉 = eiδi t/2

{[
cgi(0) cos

(
�′

i t

2

)

− i
cgi(0)δi + cei(0)�i

�′
i

sin

(
�′

i t

2

)]
|g′

i〉

+
[
−i

cgi(0)�i − cei(0)δi

�′
i

sin

(
�′

i t

2

)

+ cei(0) cos

(
�′

i t

2

)]
|e′

i〉
}
, (7)

where �′
i =

√
�2

i + δ2
i is the effective coupling frequency

of this atom. The relative separation of the atoms along the
direction of propagation of the laser beam has no effect on
the fidelity of the collective states that can be attained by the
ensemble [22]. For the purpose of the present discussion, we
stay in the bases of |g′

i〉 and |e′
i〉.

At t = 0, the first pulse of duration τ is applied to the
atoms so that �0τ = π/2. The state of the ith atom following
this interaction can be written as |ψ ′

i (τ )〉 = cgi(τ ) |g′
i〉A +

cei(τ ) |e′
i〉B , where cgi(τ ) = exp(iδiτ/2)[cos (�′

iτ/2) − iδi sin
(�′

iτ/2)/�′
i] and cei(τ ) = exp(iδiτ/2)[−i�i sin (�′

iτ/2)/
�′

i]. The subscripts A and B denote the lower and upper arms
of the interferometer trajectory. The ensuing dark zone lasts
for a duration Td wherein the atoms are left to drift freely
so that at t = τ + Td , the COM of state |e′

i〉 is separated
from that of state |gi〉 by d = �kTd/m. During this dark
zone where no atom-light interaction is taking place, the
portion of the atom in state |e′

i〉 picks up a phase due to
detuning, making the state of the atom at the end of this pulse
|ψ ′

i (τ + Td )〉 = cgi(τ + Td ) |g′
i〉A + cei(τ + Td ) |e′

i〉B , where
cgi(τ + Td ) = cgi(τ ) and cei(τ + Td ) = exp(iδiTd )cei(τ ). At
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this point, a second pulse of duration 2τ (π pulse) is applied
to atoms, and each trajectory undergoes further splitting, as
shown in Fig. 1. The π pulse can, in principle, be perfect only
for one group of atoms, such as those with δ = 0. For all other
atoms, the pulse duration will differ slightly from π . As a
result, for example, the |e′

i〉 state will not fully evolve into the
|g′

i〉 state, and a residual amount will stay in the |e′
i〉 state. In

the regime where �i � δi for all i, the effect of these residual
components can be safely ignored. Under this approximation,
the state of the atom is given by |ψ ′

i (3τ +Td )〉=cei(3τ +Td )
|e′

i〉A+cgi(3τ +Td ) |g′
i〉B , where cei(3τ +Td ) = exp(iδiτ )cgi

(τ + Td )[−i�i sin(�′
iτ )/�′

i] and cgi(3τ + Td ) = exp(iδiτ )
cei(τ + Td )[−i�i sin(�′

iτ )/�′
i]. Following the π pulse, the

atoms are further set adrift in another dark zone of duration
Td , where the component of the atom following trajectory A

picks up a phase due to detuning. The net effect of this is that
|ψ ′

i (3τ + 2Td )〉 = cei(3τ + 2Td ) |e′
i〉A + cgi(3τ + 2Td ) |g′

i〉B ,
where cei(3τ + 2Td ) = exp(iδiTd )cei(3τ + Td ) and
cgi(3τ + 2Td ) = cei(3τ + Td ). By the end of this dark
zone, the two trajectories converge and a third pulse
of duration τ is applied to the atoms. Therefore, the
state of the atom at t = 4τ + 2Td is |ψ ′

i (4τ + 2Td )〉 =
[cgi(4τ + 2Td )A |g′

i〉 + cei(4τ +2Td )A |e′
i〉] + [cgi(4τ +2Td )B

|g′
i〉 + cei(4τ + 2Td )B |e′

i〉], where cgi(4τ + 2Td )A =
exp(iδiτ/2)cei(3τ + 2Td )[−i�i sin(�′

iτ/2)/�′
i], cei(4τ +

2Td )A = exp(iδiτ/2)cei(3τ + 2Td ) [cos(�′
iτ/2) + iδi sin

(�′
iτ/2)/�′

i], cgi(4τ + 2Td )B = exp(iδiτ/2)cgi(3τ + 2Td )
[cos(�′

iτ/2) − iδi sin(�′
iτ/2)/�′

i], and cei(4τ + 2Td )B =
exp(iδiτ/2)cgi(3τ + 2Td )[−i�i sin(�′

iτ/2)/�′
i].

The signal of the CRAIN formed by the ith atom
is the measurement of the amplitude of state |g′

i〉 at
the end of the π/2-dark-π -dark-π/2 sequence due to
the interference of the components from the two paths.
Since the two arms yield identical proportions of both
|g′

i〉 and |e′
i〉, i.e., cgi(4τ + 2Td )A = cgi(4τ + 2Td )B and

cei(4τ + 2Td )A = −cei(4τ + 2Td )B , the signal of the CRAIN
formed is SCRAIN,i = αi , where αi = |2cgi(4τ + 2Td )A|2 � 1.
Since the signal of a COSAIN is the product of the signals
of the individual CRAIN’s formed by the constituent atoms
in the ensemble [22], the signal of the resulting COSAIN is,
consequently, SCOSAIN = ∏N

i SCRAIN,i = ∏N
i αi . However,

if a phase difference is introduced between the two paths,
the signal of the CRAIN’s and thus the COSAIN will
depend on it additionally. Assuming that an external phase
�φ is introduced to the path A of the interferometer, the
quantum state of the atom at t = 4τ + 2Td is given by
|ψ ′

i (4τ + 2Td )〉 = exp(i�φ)[cgi(4τ + 2Td )A |g′
i〉 + cei(4τ +

2Td )A |e′
i〉] + [cgi(4τ + 2Td )B |g′

i〉 + cei(4τ + 2Td )B |e′
i〉].

The amplitude of |g′
i〉 will, thus, be SCRAIN,i =

|1 + exp(−i�φ)|2αi = 4αi cos2(�φ/2). In the case where
�i � δi , αi = 1

4 and the signal shows the well-known
cos2(�φ/2) dependence. The resulting COSAIN signal
is, therefore, SCOSAIN = ∏N

i 4αi cos2(�φ/2). In the ideal
situation where each atom sees the same Rabi frequency
due to a uniform beam profile and there is no effective
detuning experienced by the atoms, αi = 1

4 and the signal
at the end of the interferometer sequence is given by
SCOSAIN = cos2N (�φ/2). This corresponds to the narrowing
of the signal fringe by a factor proportional to

√
N as

compared to the signal in a CRAIN.

In the more practical situation relevant for experimental
conditions, �i and δi for each atom are determined by the laser
beam intensity profile, and atom trap size and temperature, as
described above. To illustrate the effect of these parameters,
we assume that the atoms are first cooled down using a
magneto-optic trap arrangement. The trapped atoms are then
held in a cigar-shaped dipole trap to further cool them down
via evaporative cooling. The density of atoms in the trap is
assumed to follow a Gaussian spatial distribution so that its
length in the longitudinal direction is ξL, and its width in the
transverse direction is ξT .

A. Effect of velocity distribution

The Maxwell-Boltzmann velocity distribution of the
ensemble is fMB(v,TMB) = √

m/2πkBTMB× exp(−mv2/

2πkBTMB), where TMB is the temperature of the trap and
kB is the Boltzmann constant. Since the ensemble undergoes
interaction with a pair of counterpropagating laser beams,
the Doppler shift observed by the ith atom δi = (k1 + k2)vi

cannot be neglected compared to the Raman-Rabi frequency
experienced by it. Thus, at nonzero ensemble temperatures,
the signal contribution from each atom is significantly lower
than the maximum amplitude possible. The signal peak value
falls sharply with increasing N as illustrated in Fig. 8(a). It is
also evident from Fig. 8(b) that the signal of a COSAIN varies
significantly as a function of the temperature.

B. Effect of intensity profile of laser beams

Next, we consider the effect of the Gaussian spatial distribu-
tion of the Raman beams on the COSAIN. Assuming that the
beam waist size is w, the Raman Rabi frequency experienced
by the ith atom of the ensemble is �i = �0 exp(−2r2/w2).
Here, �0 is the peak value of the Raman Rabi frequency and
r is the radial distance of the ith atom from the center of
the beam. We consider that the average temperature of the
trapped atoms is TMB = 0.5 μK and the peak value of the
beam intensity is 15 mW/mm2 so that �0 = 1.9×107 rad/s.
Figure 9 shows the variation of the peak value of the SCOSAIN

with increasing value of ς = w/ξT .
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FIG. 8. (a) Variation of signal peak value with N at 0.5 μK
average temperature and rectangular intensity profile beams at � =
1.9×107 s−1. (b) Variation of signal peak value with trap temperature
for N � 1.9×104.
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FIG. 9. Variation of the peak value of the SCOSAIN with increasing
MOT size to beam waist ratio at TMB = 0.5 μK for different values
of N .

C. Effect of spontaneous emission

In our analysis of the COSAIN, we have employed a model
of a three-level atom where the intermediate state (|a,�k1〉) is
adiabatically eliminated to reduce the system to an equivalent
two-level model. However, the actual population of this state
is approximately �2/δ2, with � = �1 = �2. In the time
that it takes for a 2π pulse (π/2-π -π/2 sequence sans the
dark zones), we can estimate that the number of spontaneous
emissions that occur per atom is 2(�2/δ2)τ� � 4π�/δ. For
δ = 200�, this number is about 6.3×10−2 and increases by
a factor of N for an ensemble of N atoms. Note that there
is no enhancement in the rate of spontaneous emission due
to superradiant effects since we are considering a dilute
ensemble. Consequently, the signal for both the CRAIN and
the COSAIN would deviate from the ideal one. The effect
of spontaneous emission on the CRAIN can be taken into
account by using the density matrix equation for a three-level
system. However, in this case, it is not possible to ascribe a
well-defined quantum state for each atom. This, in turn, makes
it difficult to figure out the response of the COSAIN since our
analysis for the COSAIN is based on using the direct product
of the quantum state of each atom. For a large value of N , it is
virtually impossible to develop a manageable density matrix
description of the system directly in terms of the collective
states. However, it should be possible to evaluate the results
of such a density matrix based model for a small value of N

(<10, for example). This calculation is a subject of our future
work.

For the general case of large N , one must rely on an
experiment (which, in this context, can be viewed as an analog
computer for simulating this problem) to determine the degree
of degradation expected from residual spontaneous emission.
It should be noted that the detrimental effect of spontaneous
emission, for both the CRAIN and the COSAIN, can be
suppressed to a large degree by simply increasing the optical
detuning while also increasing the laser power. This is the
approach used, for example, in reducing the effect of radiation
loss of atoms in a far-off resonant trap (FORT).
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FIG. 10. (a) SCOSAIN for N = 2×105. (b) Plot of ��/� as a
function of �N/N .

D. Effect of fluctuation in number of atoms

In both the CRAIN and the COSAIN, the signal is collected
multiple times and averaged to increase the signal-to-noise
ratio (SNR). The number of atoms in the ensemble can vary in
each run. In the CRAIN, a fluctuation of �N in N is reflected
in the signal amplitude by the same amount while the linewidth
does not change. This can be easily deduced from the fact that
SCRAIN = N cos2(�/2). Replacing N by �N will change the
signal. However, the FWHM which occurs at SCRAIN = N/2
will not change. More details on the classical and quantum
noise in the CRAIN and the COSAIN are given in Sec. VI A.
In this section, we discuss how the fluctuation in the number
of atoms in every run of the experiment affects the signal of
the COSAIN.

The signal of the COSAIN due to a fluctuation of �N in N

is given by SCOSAIN = cos(�φ/2)2(N±�N). Figure 10(a) shows
plot of a COSAIN signal with N = 2×105. The broken lines
represent the case where �N/N = 0.1. As is evident from
the above discussion, the linewidth increases (decreases) with
decreasing (increasing) �N . However, the peak of the signal
remains at unity, as opposed to the effect of inhomogeneity
of field and velocity distribution. The signal linewidth of the
COSAIN is approximately �(N ) = �(1)/

√
N . A fluctuation of

�N in N is reflected in the linewidth uncertainty as ��(N ) =
�(1)[(N − �N )−1/2 − (N + �N )−1/2]. The fractional fluc-
tuation is, therefore, ��(N )/�(N ) � (1 − �N/N+)−1/2 −
(1 + �N/N+)−1/2 = �N/N + 0.625(�N/N)3 + 0.492
(�N/N )5 + O[(�N/N )6]. This relation is depicted in
Fig. 9(b) by the broken line. For small �N/N , the fractional
change in FWHM is ��(N )/�(N ) � �N/N to a good
approximation, as shown by the solid line in Fig. 10(b).

IV. DETAILS OF PROPOSED EXPERIMENT

In order to illustrate the complete picture of the proposed
experiment, we consider 87Rb as the atomic species as an
example. We assume a scenario where the atoms will be
evaporatively cooled to a temperature of about 2 μK, in a
dipole force trap [33] and then released. The Raman pulses
will be applied while these atoms are falling under gravity.
Each Raman pulse will consist of a pair of counterpropagating,
right circularly polarized (σ+) beams. One of these beams
is red detuned from the F =1→F ′ =1 transition in the D1
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manifold by ∼1.5 GHz, and the other one is red detuned by
the same amount from F =2→F ′ =1 transition, also in the
D1 manifold. The second Raman beam is generated from
the first one by a modulator which is driven by an ultrastable
frequency synthesizer (FS) tuned to 6.834 682 610 9 GHz. We
assume that the atoms are initially in the F =1,mF =0 state.

Thus, the states |g〉 and |e〉 in Fig. 1(a) would correspond to
the hyperfine ground states F =1, mF =0 and F =2, mF =0,
respectively. The Raman transitions occur via the excited states
F ′ = 1, mF ′ = 1 and F ′ = 2, mF ′ = 1. The resulting four-
level system can be reduced to a two-level system in the same
way as that for the � system by adiabatically eliminating the
excited states together. The resulting system has a coupling
rate that is the sum of the two Raman Rabi frequencies. The
laser intensities are adjusted to ensure that the light shifts of
|g〉 and |e〉 are matched.

At the end of the π/2-π -π/2 sequence, a probe beam is
applied to measure the amplitude of one of the collective
states, via the method of zero-photon detection. To explain
this, we revert to the three-level model of the atom, and first
consider a situation where the atomic ensemble is contained
in a single-mode cavity with volume mode V , cavity decay
rate γc, resonant at ω1. The cavity is coupled to the transition
|a〉→|g〉 with coupling rate gc =|e〈r〉|E/�, where |e〈r〉| is
the dipole moment of the atom and E=√

2�ω1/ε0V . If an
off-resonant classical laser pulse of frequency ω2 is applied,
the cavity causes Raman transitions to occur between the
collective states |En〉 and |En−1〉 with the coupling rates
�′

n =√
N − n + 1

√
n�′, where �′ =�2gc/2�. This is illus-

trated in Fig. 11(a).
In the bad cavity limit (γc � √

N�′), the Raman transitions
will still occur. However, the system will not reabsorb the
emitted photon, i.e., the transition from |En〉 to |En−1〉 will
occur, but not vice versa. The field of such a photon is
E=√

2�ω1/ε0A cT , where A is the cross-sectional area of
the ensemble and T the interaction time [34]. This limit applies
here since there is no cavity, so that the stimulated Raman
scattering is an irreversible process that can be modeled as
a decay with an effective decay rate that is unique to each
|En〉. The decay rate from |EN 〉 is γN =4NL|gc�2|2/�2c=
Nγsa, where γsa =16L�′2/c [35], and that for |En〉 is γn =
n(N + 1 − n)γsa.

The read beam is extracted from the source and is passed
through a 99:1 (R/T : the ratio of the intensity reflectivity
R to the intensity transmittivity T ) nonpolarizing beam
splitter B1 before hitting the ensemble. The probability of
counterpropagating photons emitted from this interaction is
determined by the resonant optical density of the ensemble.
The direction of signal emission and the role of optical density
are discussed further in Sec. IV. The emitted photons pass
through B1 and, subsequently, through a half-wave plate. The
emitted photons and the probe beam are recombined by another
99:1 beam splitter B2 and sent to a high-speed detector, which
generates a dc voltage along with a signal at the beat frequency
∼6.834 GHz with an unknown phase. This signal is bifurcated
and one part is multiplied by the FS signal, while the other is
multiplied by the FS signal phase shifted by 90◦. The signals
are then squared before being combined and sent through a
low-pass filter (LPF) to derive the dc voltage. This dc voltage is
proportional to the number of scattered photons. A lower limit

FIG. 11. (Color online) (a) Interaction between the collective
states in the bad cavity limit. (b) Atomic interferometer experiment
for an ensemble of �-type atoms for detecting state |E0〉.

is set for the voltage reading and any values recorded above
it will indicate the presence of emitted photons. The duration
of the probe beam is set at γNT =10, where γN =Nγsa is
the slowest decay rate, to ensure that even the longest-lived
state is allowed to decay almost completely. If no photon
is emitted, the voltage will read below the limit, indicating
that the ensemble is in state |E0〉. If the ensemble is in any
other collective state, at least one photon will be emitted.
This process is repeated M times for a given value of �φ.
The fraction of events where no photons are detected will
correspond to the signal for this value of �φ. This process is
then repeated for several values of �φ, producing the signal
fringe for a COSAIN. The experimental scheme is illustrated
in Fig. 11(b).

Role of optical density

In this paper, we have assumed that the ensemble is cigar
shaped. This particular choice of configuration is made to
achieve the optimum optical density required for realizing
the detection scheme discussed above. Consider a four-wave
mixing process where three laser beams with wave vectors
�k1, �k2, and �k3 interact with a nonlinear medium. The process
can be viewed as the scattering of the �k3 beam, for example,
off the grating formed by the interference between the �k1 and
�k2 beams. Efficient phase matching (which is akin to Bragg
matching) then requires that the generated beam with a wave
vector �k4 will satisfy the condition that �k1 + �k2 = �k3 + �k4. The
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detection process for the COSAIN can be viewed as a time-
delayed four-wave mixing process. The coherence induced
in the ensemble has a spatial variation (i.e., a phase grating)
proportional to exp[i(�k1 + �k2)]. In the detection zone, we apply
a readout field with a wave vector �k3 = �k2. Thus, the scattering
field will have a wave vector �k4 = �k1. This implied that the
photon would be scattered in the direction opposite to that of
the probe.

In such a scattering process, the fraction of photon that
would be scattered in directions other than the direction
dictated by exact phase matching is determined by the resonant
optical density of the ensemble, which is given by ρ = σnξL

[34]. Here, σ � (λ/2)2 is the resonant scattering cross section,
n is the density, and ξL is the interaction length. The fraction of
the signal captured by the detector would then be (ρ − 1)/ρ.
This effect can be incorporated in the detector quantum
efficiency by writing it as η = η0(ρ − 1)ρ, where η0 is the
ideal quantum efficiency of the detector.

The proposed detection scheme demands that ρ � 75,
so that at least 98% of the emitted photons are captured,
assuming an ideal detector. As discussed in Sec. III A, the
signal amplitude falls exponentially with increasing ensemble
temperature, and N . However, the ensemble must not reach the
vicinity of critical density at low temperatures. Considering
these factors, we choose N = 2.6×104, ξL = 1 mm, and
ξT = 10 μm, deriving ρ = 78.45 for the D1 manifold of 87Rb.

V. ALTERNATE EXPERIMENTAL SCHEME

The limitation on cooling the ensemble to reduce the
effects of Doppler shift restricts the number of atoms. In turn,
this restricts the optical density that can be achieved for an
ensemble undergoing the COSAIN sequence. Here, we discuss
an alternate experimental scheme that raises the effective
optical density of the ensemble. In this scheme, each atom
is modeled as a four-level system, as shown in Fig. 12(a). The
metastable states |g〉 and |e〉 are coupled via two intermediate
states |a〉 and |b〉. This four-level system can be reduced
to an effective three-level system in the � configuration.
Each Raman pulse will consist of a pair of s-polarized and
p-polarized beams, applied in counterpropagating directions.
We assume that the s-polarized beam is moving in the +z
direction, and thus, can be represented as Es = (σ̂+Ẽs0 +
σ̂−Ẽs0) cos(ωst − ksz) = ŝEs0 cos(ωst − ksz). Similarly, the
p-polarized beam is moving in the −z direction, and thus, can
be represented as Ep = (σ̂+Ẽp0 − σ̂−Ẽp0) cos(ωpt + kpz) =
p̂Ep0 exp(iπ/2) cos(ωpt − kpz). Here, ωs and ωp are the laser
frequencies, and Es0 and Ep0 are the amplitudes of the electric
field of each laser beam. After making the rotating-wave
approximation and rotating-wave transformation, the atom-
laser interaction Hamiltonian elements are 〈g| �ρ · σ̂+Ẽs0 |a〉,
〈g| �ρ · σ̂−Ẽs0 |b〉, 〈e| �ρ · σ̂+Ẽp0 |a〉, 〈e| − �ρ · σ̂−Ẽp0 |b〉, and
the corresponding complex conjugates. Here, �ρ = xx̂ +
yŷ + zẑ = ρσ+ σ̂+ + ρσ− σ̂− + zẑ. The Hamiltonian can be
further simplified to H = ρgaẼs0 |g〉 〈a| + ρgbẼs0 |g〉 〈b| +
ρeaẼp0 |e〉 〈a| − ρebẼp0 |e〉 〈b| + c.c.

For concreteness, we use the D1 line of 87Rb to
illustrate the mechanism behind this scheme. Thus, the
states |g〉 and |e〉 in the left part of Fig. 12(a) would

FIG. 12. (Color online) (a) Raman transitions between |g ≡
F = 1,mF = 0〉 and |e ≡ F = 2, mF = 0〉 via |a ≡ F ′ = 1,

mF ′ = −1〉 and |b ≡ F ′ = 1, mF ′ = 1〉, (b) Raman transitions
between |g ≡ F = 1, mF = 0〉 and |e ≡ F = 2, mF = 0〉 via
|ã ≡ F ′ = 2, mF ′ = −1〉 and |b̃ ≡ F ′ = 2, mF ′ = 1〉, (c) Alternate
experimental scheme to increase the resonant optical density of the
ensemble by introducing a ring cavity in the detection zone.

correspond to the hyperfine ground states F = 1, mF = 0
and F = 2, mF = 0, respectively. The Raman transitions
occur via the excited states |a ≡ F ′ = 1, mF ′ = −1〉 and
|b ≡ F ′ = 1, mF ′ = 1〉. For this particular choice of lev-
els, ρga = −ρgb = ρea = ρeb = |ρ0|, |ρ0Ẽs0| = ��g/2, and
|ρ0Ẽp0| = ��e/2. The atom-laser interaction Hamiltonian
in this case is, therefore, H = �(�g |g〉 〈a| − �g |g〉 〈b| +
�e |e〉 〈a| − �e |e〉 〈b|)/2 + c.c. This four-level system can
be reduced to an equivalent three-level model by ro-
tating the {|a〉 , |b〉} Hilbert sub-space by π/4. The re-
duced Hamiltonian Hred is given by Hred = �(�g |g〉 〈−| +
�e |e〉 〈−|)/√2 + c.c., where |−〉 = (|a〉 − |b〉)/√2, as il-
lustrated in the right part of Fig. 12(a). The D1 line
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of 87Rb is also coupled via |ã ≡ F ′ = 2, mF ′ = −1〉
and |b̃ ≡ F ′ = 2, mF ′ = 1〉. In this case, −ρgã = −ρgb̃ =
−ρeã = ρeb̃ = |ρ̃0|, |ρ̃0Ẽs0| = ��̃g/2, and |ρ̃0Ẽp0| = ��̃e/2.
Thus, the Hamiltonian is H̃ = −�(�̃g |g〉 〈ã| + �̃g |g〉 〈b̃| +
�̃e |e〉 〈ã| + �̃e |e〉 〈b̃|)/2 + c.c. The reduced equivalent three-
level Hamiltonian is H̃red = �(�̃g |g〉 〈+̃| + �̃e |e〉 〈+̃|)/√2 +
c.c., where |+̃〉 = (|ã〉 + |b̃〉)/√2. These transitions are shown
in the Fig. 12(b). Thus, the system is equivalent to two
� systems, each with a different common mode detuning.
Adiabatic elimination of the |−〉 and the |+̃〉 states would
produce the effective two-level transition between |g〉 and |e〉,
just as in the case of excitations with circularly polarized fields
described earlier.

At the end of the π/2-dark-π -dark-π/2 sequence, the
ensemble is introduced into a ring cavity of finesse F . The
read beam is extracted from the p-polarized beam and enters
the cavity through port P 1, as illustrated in Fig. 12(c). The
scattered photons, which will be s polarized, are extracted with
a polarizing beam splitter B2. Note that this type of extraction
is not possible if the interferometer were to be realized with
circularly polarized beams. The repeated interaction of the
ensemble with the read beam increases the effective resonant
optical density of the ensemble to Fρ/π . Since the ensemble
is falling under gravity through the course of the experiment,
the cavity mode size must be reasonably large to accommodate
this motion. We assume that the length of the first dark zone
is 1 cm, and that the distance between the last π/2 pulse and
the read beam is also 1 cm. The duration of the read beam,
T is set at γNT = 10, where γN = Nγsa is the slowest decay
rate, to ensure that even the longest-lived state is allowed to
decay completely. It can be shown that for N = 2.6×104,
T � 3.3 ms, so that the distance traveled by the ensemble
during the interrogation period is �3.3 mm. The cavity mode
size must be at least twice as much as this distance.

VI. PERFORMANCE OF THE COSAIN COMPARED
TO THAT OF THE CRAIN

In order to compare the performance of the COSAIN to
that of the CRAIN, we analyze the stability of the phase
difference measured by them by investigating the fluctuation
that has both quantum mechanical and classical components,
i.e., δ�φ|total = (�SQM +�Sclassical)/|∂S/∂�φ|, where S(�φ)
is the signal. Since the signal depends on the phase, the
fluctuation is not necessarily constant. Therefore, there is no
unique value of signal-to-noise ratio (SNR) to compare unless
the COSAIN and the CRAIN are compared at a particular
value of the phase difference. Thus, the fluctuations must
be compared as a function of �φ. In Sec. VI A, we discuss
in detail the quantum fluctuation due to quantum projection
noise �P =√

P (1 − P ) [36], where P is the population of the
state being measured, and the classical noise in the long-term
regime. Since the measure of the signal depends on counting
zero photon events, the efficiency of the high-speed detector
affects the signal amplitude and width. In Sec. VI B, we discuss
the effect of the detector efficiency on the COSAIN signal. In
Sec. VI C, we discuss the collection efficiency of the COSAIN
as a measure of its performance as compared to the CRAIN.
The CRAIN suffers from imperfect collection efficiency due

to the latter’s dependence on experimental geometry. On the
other hand, the collection efficiency of the COSAIN is close
to unity owing to the fact that the fluorescence of photons is
collected through coherent Raman scattering. As a result, for
the same number of atoms detected per unit time, the COSAIN
is expected to outperform the CRAIN by as much as a factor
of 10.

A. Effect of quantum and classical noise

For the COSAIN to be a useful device for practical
metrology, it must outperform the CRAIN. To explore this,
we compare their stability in the short-term and the long-term
regimes. The stability of an interferometer is determined by
the fluctuations in �φ that have both quantum mechanical and
classical components. The phase difference �φ (expressed in
radians) is proportional to the rate of rotation of the gyroscope
�G (see Sec. II). Thus, �φ = μ�G, where μ depends on the
area of the interferometer and mass of the single atom.

In the CRAIN described above, the signal is a measure
of the probability of finding the atom in state |g〉, Pg =
cos2(μ�G/2). The signal is detected by probing the desired
state for a duration of time. If Ñ is the number of atoms per unit
time and T is the interrogation period, then the net signal is
SCRAIN = ÑT Pg . For comparison, we set the number of atoms
per trial in the COSAIN N , multiplied by the number of trials
M , to equal ÑT . Therefore, SCRAIN = MN cos2(μ�G/2).
Since the fluctuation in MN is

√
MN , the quantum mechanical

variance of the signal is �(SCRAIN,QM ) = √
MN sin(μ�G)/2

since the projection noise in a single two-level atomic
system is �SCRAIN = √

Pg(1 − Pg) [36]. In the case where
the probability of finding the atom in |g〉 is 0 or 1, the
projection noise vanishes. On the other hand, the projection
noise is at its peak value when Pg = 1

2 . The slope of the
signal is, therefore, ∂SCRAIN/∂�G = −MN sin(μ�G)/(2γsa),
where γsa = 1/2μ is the linewidth. Assuming ideal quantum
efficiency of the detection process, the fluctuation in the
rate of rotation can be written as δ�G|total = |(�SQM +
�Sclassical)/(∂SCRAIN/∂�G)|, which may be be considered as
noise (�S), over the rotational variation of signal (RVS) which
is (∂SCRAIN/∂�G). In the following text, we consider first the
effect of quantum noise. The quantum rotation-rate fluctuation
(QRF) for a CRAIN may be written as

δ�G|QM,CRAIN =
∣∣∣∣ �SQM

(∂SCRAIN/∂�G)

∣∣∣∣ = γsa√
MN

. (8)

It is, thus, merely a coincidence that the QRF turns out to
be constant in a CRAIN. Contrary to popular perception,
the QRF of an interferometer is, therefore, not fundamentally
the linewidth divided by the SNR. It should be evident from the
above discussion that the signal is not given by MN , and the
noise is not given by

√
MN . Instead, they both depend on �G.

In devices where the QRF is not a constant, as we will
show for a COSAIN, it is thus imperative that we carry out an
analysis of the QRF in a manner analogous to the analysis for
the CRAIN shown above. Thus, we will adopt the approach
that the net rotation-rate fluctuation δ�G should be thought
of as the ratio of the noise to the RVS. This approach should
be adopted universally for all metrological devices. Of course,
for devices where the relevant quantity is not the rotation rate,
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the definition should be adapted accordingly. For example, in
a clock that measures frequency, the relevant quantity can be
expressed as follows: net frequency fluctuation is the ratio of
the noise to the spectral variation of signal (SVS).

Following this approach, we calculate the net rotation-
rate fluctuation of the COSAIN and compare it to that
of the CRAIN. We will first calculate the quantum fluc-
tuation which is relevant in the short-term regime, and
then the classical fluctuation, which dominates in the long-
term regime. The signal of a COSAIN for M trials is
SCOSAIN = MPE0 = M cos2N (μ�G/2), and the projection
noise is �PE0 = √

PE0(1 − PE0) for a single trial, so that
�PE0 = √

M
√

PE0(1 − PE0) for M trials. Thus, the total
quantum mechanical noise in the signal is

�PE0 =
√

M cosN (μ�G/2)
√

1 − cos2N (μ�G/2), (9)

and the RVS is

∂SCOSAIN/∂�G =−MN cos2N−1(μ�G/2) sin(μ�G/2)/γsa.

(10)

Therefore, the QRF in the COSAIN is given by

δ�G(QM,COSAIN) = γsa

N
√

M

√
sec2N (μ�G/2) − 1

tan(μ�G/2)
. (11)

Thus, unlike the CRAIN, the phase fluctuation in a COSAIN is
not constant and depends on �G and, thus, on �φ. We consider
first the limiting case of �G → 0. Using Taylor expansion, it is
evident that δ�G(QM,COSAIN) = γsa/

√
MN , which is the same

as that of a CRAIN. This can be understood physically by
noting that while the fringe width becomes much narrower for
the COSAIN, the SNR also decreases due to the fact that a
single observation is made for all N atoms in a given trial.
The QRF for the COSAIN, given in Eq. (11), is smallest as
�G → 0 and increases as �G moves away from zero. The ratio
of the QRF for the CRAIN to that of the COSAIN is plotted
as a function of �G in the left side of Fig. 13 for M = 1000
and N = 104. Here, the vertical bars indicate the FWHM of
the COSAIN signal. It is clear from this plot that the QRF for
the COSAIN increases significantly as we move away from
resonance. However, since a servo will keep the value of �G
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FIG. 13. (Left) Ratio of the QRF in the CRAIN to the QRF in the
COSAIN, for M = 1000 and N = 104. It should be noted that the
fluctuation in the CRAIN is independent of �G while that of
the COSAIN varies significantly with it. (Right) Ratio of the RVS of
the COSAIN to the RVS of the CRAIN for M = 1000 and N = 104.
The vertical lines in the plots show where the FWHM of SCRAIN are.

confined to be close to zero, the phase stability of the COSAIN,
under quantum noise limited operation, should be very close to
that of the CRAIN, assuming that all the other factors remain
the same.

The classical rotation-rate fluctuation (CRF) δ�G|classical =
�Sclassical/(∂S/∂�G) is the limiting factor in the long-term
stability. While the quantum fluctuation is dominated by quan-
tum projection noise, the classical noise is dominated by noise
in the electronic and the mechanical components employed
to generate the interferometer signal. Since the pieces of
equipment used in the development of both the COSAIN
and CRAIN suffer from similar noise issues, the variance �S

is expected to be of the same order of magnitude for both
interferometers. On the other hand, the RVS (∂S/∂�G) is not
the same, as was shown previously. The ratio of the RVS of
the COSAIN to the RVS of the CRAIN is

∂SCOSAIN/∂�G

∂SCRAIN/∂�G

= cos2N (μ�G/2)

cos2(μ�G/2)
= PE0

Pg

, (12)

and is plotted in Fig. 8 (right). With �Sclassical,COSAIN ∼
�Sclassical,CRAIN, the ratio of the CRF of the COSAIN to that
of the CRAIN can be written as

δ�G(classical,COSAIN)

δ�G(classical,CRAIN)
� cos2(μ�G/2)

cos2N (μ�G/2)
. (13)

Similar to the ratio of the two interferometers in QRF, Eq. (13)
is smallest as �φ → 0 and increases as �φ moves away from
resonance. Thus, with respect to both quantum and classical
sources of noise, the COSAIN must be operated near �φ � 0
for optimal performance.

B. Effect of detector efficiency

The key aspect of the COSAIN is the measurement of the
amplitude of |E0〉, which indicates that each of the atoms
in the ensemble is individually in |g〉. The probe beam is
applied to the ensemble, which is in the quantum state |�〉 =
c0 |E0〉 + ∑N

n=1 |En〉. Interaction between the probe beam, the
ensemble, and the free-space vacuum modes on the other leg
would lead to production of photons unless c0 = 1 and cn = 0
for all n. These photons are detected using a heterodyning
technique, as described in Sec. II. The voltage output of the
heterodyning system is proportional to the amplitude of the
electric field corresponding to the photons.

In general, one or more photons are produced as |En〉 decays
to |En−1〉 and subsequent states. The time needed for these
photons to be produced depends in the vacuum and probe
field induced Raman transition rates between |En〉 and |En−1〉.
If we assume perfect efficiency for detecting each of these
photons, and wait for a time long compared to the inverse of
the weakest of these transition rates, then the detection of no
photons implies that the system is in state |E0〉. In practical
experimental conditions, we can choose a small threshold
voltage at the output of the heterodyning system as an indicator
of null detection. Thus, any signal below this threshold would
be viewed as detection of the quantum system in the |E0〉 state,
and all signals above this threshold would be discarded. The
number of events below this threshold for M trials carried out
with all the parameters of the experiment unchanged, is the
derived signal for the COSAIN. After collecting data for all
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the values of �φ that are of interest, the result would ideally
yield the plot of the COSAIN signal SCOSAIN = |c0|2, averaged
over M trials. However, with a fractional detector efficiency
and finite detection period, the signal would deviate from the
ideal result.

Consider first the effect of the detection period. Given the
decay rate of the off-resonant Raman process γn = n(N +
1 − n)γsa, the probability that |En〉 will produce zero photons
during the measurement period T is P0,n = e−γnT . Thus, the
total probability of zero-photon emission (which should vanish
ideally for any cn �= 0) is given by P0 = ∑N

n=1 |cn|2e−γnT . The
COSAIN signal SCOSAIN is the total probability of finding zero
photons during T , and can be expressed as SCOSAIN = |c0|2 +∑N

n=1 |cn|2e−γnT . Noting that γ0 = 0, we can rewrite this
as SCOSAIN = ∑N

n=0 |cn|2e−γnT . The lower and upper bounds
of SCOSAIN can be established by considering the strongest
and the weakest effective decay rates. The strongest decay
rate occurs for the middle state γN/2 = (N/2)(N/2 + 1)γsa ≈
(N2/4)γsa, where N � 1 approximation has been made. With
the substitution of the largest decay rate for each |En〉 into the
equation for SCOSAIN, the lower bound is set by

PL = |c0|2 + (1 − |c0|2) exp(−N2γsaT/4). (14)

On the other hand, the weakest decay rate is exhibited when
n = N , making the upper bound on the signal

PU = |c0|2 + (1 − |c0|2) exp(−NγsaT ). (15)

The signal of the COSAIN SCOSAIN produced in time T will
lie somewhere between PL and PU .

Consider next the effect of the nonideal detection efficiency
of the heterodyning scheme. For concreteness, we define η as
the efficiency of detecting a single photon. In practice, this
parameter will depend on a combination of factors, including
the quantum efficiency of the high-speed photon detector and
the overlap between the probe laser mode and the mode of
the emitted photon. For the present experiment, we are only
interested in knowing whether at least one photon is detected,
and not in the actual number of photons. When more photons
are emitted, the detector will have a better chance of observing
a nonzero signal, and hence distinguish dark counts from the
rest with more certainty. For example, if three photons are
emitted in time T , then four different outcomes are possible:

(i) All three photons are detected, with probability η3.
(ii) Two of the photons are detected with probability

η2(1 − η); this can occur for any two of the photons, so the
multiplicity is 3.

(iii) One photon is detected, with probability η(1 − η)2 and
multiplicity of 3.

(iv) No photons are detected, with probability ε3 ≡
(1 − η)3.

The sum of these probabilities is 1. The probability that at
least one photon is detected is thus (1 − ε3). For any state
n �= 0, the probability of detecting at least one photon is,
therefore, (1 − εn).

Moreover, we must also consider how the effective detec-
tion efficiency is influenced by the fact that the collective states
decay at different rates. Specifically, the n level for n > 0 might
produce N − n photons, N − n − 1 photons, down to zero
photons, depending on the length of the measurement time and

the effective decay rate. If the system is in |E3〉, for example,
it can produce up to three photons but with probabilities that
change over T . For a given time T , |E3〉 evolves into a sum
of the states |E3〉 → ∑3

k=0 an,k(T ) |Ek〉, where the coefficient
an,k(T ) depends on the effective decay rate that is specific to
each state, and changes as the states evolve in time. Thus, the
probability of detecting at least one photon is

P =
N−1∑
n=1

|cn|2
N∑

k=n

(1 − εk−n)|an,k(T )|2. (16)

Therefore, the probability of detecting no photon is

SCOSAIN = 1 − P = 1 −
N−1∑
n=1

|cn|2
N∑

k=n

(1 − εk−n)|an,k(T )|2.

(17)

The numerical analysis for a large number of atoms is
tedious and scales as at least (N − 1)! for the COSAIN.
However, we can take the worst case scenario to serve as
the upper bound for the signal. The worst case occurs when
only a single photon is produced as a result of |En〉 decaying
to only the |En−1〉 state, so that the index of the second
summation stops at k = n − 1. In this case, we can write
|an,n−1(T )| = (1 − e−γnT ) and the signal becomes

SCOSAIN = |c0|2 + ε(1 − |c0|2) + η

N∑
n=1

|cn|2e−γnT . (18)

Using the approach we employed in arriving at Eqs. (14)
and (15), we now consider the strongest and the weakest decay
rates for single-photon production to arrive at the lower and
upper bounds of the zero-photon count signal:

PL = 1 − η(1 − |c0|2)(1 − e−N2γsaT/4), (19)

PU = 1 − η(1 − |c0|2)(1 − e−NγsaT ). (20)

Figure 14 shows the plot of the ideal SCOSAIN PL and
PU over a variation in �φ for different values of detector
efficiencies and detection times for N = 10 000. It can be seen
from the plots that the upper and lower bounds on the signal
coincide with the ideal signal in the vicinity of �φ → 0. For
a larger size of the ensemble, a longer detection time ensures
that the gap between the bounds decreases and that they are
closer to the ideal signal.

If we set γsaT = 1, the signal depends on η as

SCOSAIN � 1 − η[1 − cos2N (�φ/2)] (21)

for large N and M = 1. Hence, we can calculate the QRF
for the COSAIN to see how it depends on the detector
efficiency, and how it compares to the CRAIN. For the
CRAIN, it is straightforward to show that with SCRAIN =
ηN cos2(�φ/2), the quantum mechanical noise in the signal
is �SCRAIN = √

ηN cos(�φ/2) sin(�φ/2) and the RVS is
|∂SCRAIN/∂�G| = (ηN/γsa) cos(�φ/2) sin(�φ/2), so that the
QRF is δ�G(QM,CRAIN) = γsa/

√
ηN . It is also straightforward

to calculate the QRF of the COSAIN. The total quantum
mechanical noise in the COSAIN signal in Eq. (21) is

�SQM,COSAIN = η cosN (�φ/2)
√

1 − cos2N (�φ/2), (22)
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FIG. 14. Plot of ideal signal (solid line), the upper bound (broken
line), the lower bound (dotted line) for different detection times T

and detector efficiencies η for N = 10 000.

and the RVS is

∂SCOSAIN/∂�G =−(ηN/γsa) sin(�φ/2) cos2N−1(�φ/2).

(23)

Thus, the QRF of the COSAIN is

δ�G(QM,COSAIN) =
∣∣∣∣ γsa

N
√

η

√
1 − cos2N (μ�G/2)

cosN−1(μ�G/2) sin(μ�G/2)

∣∣∣∣
(24)

which approaches γsa/
√

ηN as �G → 0. Assuming that the
detector efficiencies of the COSAIN and the CRAIN can be
essentially the same, they do not affect the ratio of the two
QRF’s.

C. Effect of collection efficiency

We consider next the effect of collection efficiency β on the
COSAIN and compare it to that of the CRAIN. The signal for
both the COSAIN and the CRAIN is directly proportional to
β. From Eqs. (8) and (11), it is easy to show that

ζ ≡ δ�G(QM,COSAIN)

δ�G(QM,CRAIN)
=

√
sec2N

(
μ�G

2

) − 1
√

N tan
(

μ�G

2

)
√

βCRAIN

βCOSAIN
,

(25)

where βCRAIN (βCOSAIN) is the collection efficiency of the
CRAIN (COSAIN).

As �G → 0, the quantity in the square brackets in Eq. (25)
approaches unity. Therefore, in this limit ζ , the ratio of the QRF
of the COSAIN to that of the CRAIN would depend on the ratio
of of the collection efficiencies of the detection process. The
coherent stimulated Raman scattering based detection method
used for the COSAIN process has a collection efficiency that
is close to unity, i.e., βCOSAIN � 1. In the case of the CRAIN,

the fluorescence is collected from the spontaneous emission
process, which emits photons in a dipolar radiation pattern. The
βCRAIN can be quantified by analyzing the detection method,
for example, of a CRAIN that makes use of cold atoms released
from a MOT. For a lens placed at a distance of r = 5 cm,
with a diameter of d = 2.5 cm, ignoring the dipolar pattern of
radiation for simplicity, and assuming it to be uniform in all
directions, this system yields a value of βCRAIN � d2/4r2 =
1

16 corresponding to ζ ∼ 0.25. In a typical CRAIN, various
geometric constraints make it difficult to achieve a value of
βCRAIN much larger than this. In practice, in cases where the
total volume occupied by the CRAIN has to be constrained
in order to meet the user requirements, the value of βCRAIN is
typically 1%, which would correspond to ζ ∼ 0.1. Thus, the
near-unity collection efficiency of the COSAIN can lead to an
improvement of the interferometer stability by as much as a
factor of 10.

Another method of detecting signal in a CRAIN is absorp-
tion. However, the use of absorption warrants the consideration
of many practical issues. The fluctuation in �φ is affected by
additional noise contributed by the laser used in absorption.
Let us assume that the observation time is T , and the number
of photons in the probe beam before absorption is NP , and that
the probe is in a coherent state. Furthermore, we assume that
the number of atoms passing through the detection process
within this time is NA, and the linewidth of resonance is �.
If the detection process produces an absorption by a fraction
of κ (i.e., κ = 1 represents perfect absorption of the laser
beam), and the detector has a quantum efficiency of η, then
the resulting fluctuation in �φ can be expressed as

δ�φabs = �

(
1√

ηκNA

+ 1√
ηκNP

)
, (26)

where the first term inside the parentheses represents the
quantum projection noise of the atoms, and the second term
represents the shot noise of the photons (which can be
regarded as the quantum projection noise of photons). The
validity of this expression can be easily verified by considering
various limits. Consider first the ideal case where ε ≡ ηκ = 1.
For NP � NA, the additional noise from the laser can be
neglected, and we get the fundamental noise limit due to
the quantum projection noise of the atoms. On the other
hand, if NP � NA, the quantum projection noise from the
atoms can be neglected, and the process is limited by the
shot noise of the laser. In general, the parameter ε represents
the overall quantum efficiency of the detection process. The
corresponding expression for detection via fluorescence is
δ�φF = γ /

√
ηρNA, where ρ is the fraction of fluorescence

hitting the detector.
The contribution from the second term in Eq. (26) shows

that the intensity of the laser beam used in absorption must
be made strong enough in order to make the effect of this
term negligible compared to the first term. However, since
the absorption process is nonlinear and saturates for a strong
laser beam, increasing the laser intensity often decreases the
effective value of κ . For example, consider an ensemble of
2×106 atoms with a linear optical density of 300, which can
be realized (as we have shown above) for an ensemble confined
to a cigar-shaped ensemble. For a weak probe, the value of κ

is unity. However, as the probe power is increased, the value
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of κ decreases dramatically. This can be seen by considering
a situation where the value of NP is 109, for example. Since
the atomic transition used for absorption is not closed (i.e., not
cyclic), the ensemble can only absorb a number of photons
that are of the order of 2×106. Thus, the maximum value
of κ would be only about 0.002. Furthermore, if the area of
the laser beam (πw2) is much larger than the area of the
atomic ensemble (πξ 2

T ), then the value of κ can never exceed
the value of ξ 2

T /w2. We are not aware of any publication
reporting a cold-atom interferometer that makes use of
absorption for detecting the atoms, possibly because of these
constraints and considerations. Nonetheless, as a matter of
principle, an absorption process can certainly be used to reduce
the quantum frequency fluctuation below what is observed
in fluorescence detection systems, under proper choice of
parameters.

VII. SUMMARY

In this paper, we have described a collective-state atomic
interferometer (COSAIN) with N noninteracting, independent
atoms in an ensemble. We have shown that the signal
fringes are narrowed by

√
N compared to a conventional

interferometer, without entanglement. This effect is a result of
the interference among collective states, and is a manifestation
of interference at a Compton frequency of 10 × 1030 Hz, or a
de Broglie wavelength of 4.5 femtometer, for N = 106 and
v = 1 m/s. The essence of the COSAIN is the detection of
a collective state, rather than individual atomic states. For a
suitably chosen collective state, this is accomplished via a
null detection scheme, wherein the detection of zero photons

corresponds to the system being in this collective state. We
have presented a heterodyne detection scheme for measuring
this signal. In this scheme, the signal is detected by collecting
fluorescence through stimulated Raman scattering of Stokes
photons, which are emitted predominantly against the direction
of the probe beam, for a high enough resonant optical density.
We have shown that the fringe width reduction occurs due
to the interference of the multiple paths among the collective
states, and does not violate the fundamental quantum limit. We
have also proposed an excitation scheme, applicable to both a
conventional Raman atomic interferometer (CRAIN) as well
to the COSAIN, wherein the counterpropagating beams are
cross-linearly polarized. For the COSAIN, this scheme enables
an enhancement of the effective resonant optical density by
placing a cavity around the atoms in the detection zone. We
have analyzed in detail the effect of various inhomogeneities,
arising from the nonuniformity in experimental parameters,
on the COSAIN signal, and used this analysis to identify a
suitable choice of parameters for realizing a COSAIN. The
performance of the COSAIN has been compared to that of the
conventional Raman atomic interferometer (CRAIN) by ana-
lyzing quantum and classical fluctuations in frequency. When
the effects of detector efficiency and collection efficiency are
considered, it can be seen that the COSAIN may perform
10 times better than a CRAIN employing fluorescence
detection.
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Phys. Rev. Lett. 67, 177 (1991).
[15] M. O. Scully and J. P. Dowling, Phys. Rev. A 48, 3186

(1993).
[16] G. B. Malykin, Phys. Usp. 43, 1229 (2000).
[17] L. De Broglie, Ph.D. thesis, University of Paris, 1924.
[18] S. Eibenberger, S. Gerlich, M. Arndt, M. Mayor, and J. Tüxen,
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Previously, we had proposed a gravitational wave detector that incorporates the white-light-cavity
(WLC) effect using a compound cavity for signal recycling (CC-SR). Here, we first use an idealized model
for the negative dispersion medium (NDM) and use the so-called Caves model for a phase-insensitive linear
amplifier to account for the quantum noise (QN) contributed by the NDM, in order to determine the upper
bound of the enhancement in the sensitivity-bandwidth product. We calculate the quantum noise limited
sensitivity curves for the CC-SR design, and find that the broadening of sensitivity predicted by the
classical analysis is also present in these curves, but is somewhat reduced. Furthermore, we find that
the curves always stay above the standard quantum limit. To circumvent this limitation, we modify the
dispersion to compensate the nonlinear phase variation produced by the optomechanical resonance effects.
We find that the upper bound of the factor by which the sensitivity-bandwidth product is increased,
compared to the highest-sensitivity result predicted by Bunanno and Chen [Phys. Rev. D 64, 042006
(2001)], is ∼14. We also present a simpler scheme (WLC-SR), where a dispersion medium is inserted into
the SR cavity. For this scheme, we found the upper bound of the enhancement factor to be ∼18. We then
consider an explicit system for realizing the NDM, which makes use of five energy levels in M
configuration to produce gain, accompanied by electromagnetically induced transparency (the GEIT
system). For this explicit system, we employ the rigorous approach based on Master Equation to compute
the QN contributed by the NDM, thus enabling us to determine the enhancement in the sensitivity-
bandwidth product definitively rather than the upper bound thereof. Specifically, we identify a set of
parameters for which the sensitivity-bandwidth product is enhanced by a factor of 17.66.
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I. INTRODUCTION

Gravitational waves (GWs) modulate space-time, and for
a specific polarization of GW, the modulations along two
perpendicular axes are exactly out of phase [1]. Thus, the
geometric configuration of a Michelson interferometer
makes it a natural candidate for a GW detector. Under
conditions where the excess noise is actively suppressed
sufficiently, the performance of the detector is limited by
quantum noise (QN), consisting of photon shot noise and
radiation pressure noise [2]. For the first-generation Laser
Interferometer Gravitational Wave Observatory (LIGO),
where these two kinds of noises are uncorrelated, the
Heisenberg uncertainty principle sets a standard quantum
limit (SQL) for the minimum detectable gravitational wave
signal [3]. The Advanced LIGO (aLIGO) uses a combi-
nation of improved techniques. Along with power recycling
(PR) and a higher-power laser source, the aLIGO will
employ signal recycling (SR) [4]. There are two special
modes of operation corresponding to specific choices of
reflectivity (rSR) of the SR mirror (MSR) and length of the
SR cavity (SRC) formed (LSRC) (Fig. 1) [5]: extreme signal

recycling mode (narrowband operation) when rSR is high
and φSRC ¼ kcLSRCðmod 2πÞ ¼ 0, and extreme signal
extraction mode (broadband operation) when rSR is low
and φSRC ¼ π=2 [4,6]. In both cases, the QN is above the
SQL, since the correlation between shot noise and radiation
pressure noise is still zero. However, under modes when
φSRC ≠ 0 or π=2, a dynamical correlation between the two
kinds of noises is created by MSR. As a result, the QN can
beat the SQL by roughly a factor of 2 over a small
frequency range [7]. The dips in the noise curves
correspond to optomechanical (OM) resonances [8]. The
reflectivity rSR can be increased to create steeper dips
with decreasing width. As we know, the GW signal is
usually a chirp signal, with the frequency of interest
10 Hz ∼ 103 Hz. Thus, the narrow frequency range of
these dips may be too small for many types of sources.
Awhite light cavity (WLC) [9,10,11] is an optical cavity

with a high buildup factor yet a broad response. Previously,
we proposed a scheme (Fig. 8 in Ref. [9]) for using the
WLC effect to broaden the response of a GW detector
without a reduction in sensitivity. In this design, which can
be adapted to the aLIGO design relatively simply and
noninvasively, we replace the conventional SR mirror with
a compound cavity (CC) consisting of two mirrors and a*shahriar@northwestern.edu
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negative dispersion medium (NDM). In what follows, we
will refer to this as the CC-SR (compound cavity–signal
recycling) design, which will be reviewed briefly in Sec. II.
When the dispersion is tuned to a critical value, the
transmission window gets broadened significantly, without
a reduction in the transmissivity. We have experimentally
demonstrated a WLC in rubidium [11], and we have also
explored a candidate system for producing this effect at the
working wavelength for aLIGO [12].
The analysis presented in Ref. [9] for the CC-SR design

did not take into account the effect of the QN. In this paper,
we first augment this analysis in order to determine the QN-
limited sensitivity of this architecture, using the two-photon
formalism of Ref. [13], and an extension of the method
employed in Refs. [7] and [14]. We then modify the
dispersion of the medium to compensate for the nonlinear
phase variation induced by the OM effects. We also propose
an alternative and simpler design (WLC-SR), where a
dispersive medium with critically tuned dispersion is
inserted in the SRC to achieve the phase compensation
required by the OM resonance, and we analyze its QN-
limited sensitivity. We present different cases where either a
negative or positive dispersion medium (PDM) is used to
cancel the phase variation, depending on the center fre-
quency of the dispersion.
Since the QN predicted by the Caves model [15] is

always less than or equal to that predicted by theMEmodel,
initially we choose to consider an idealized NDM and make
use of the Caves model in order to determine an upper
bound of the degree of enhancement in the sensitivity-
bandwidth product. The effect of the QN from the NDM is
then included via a frequency-dependent gain/loss factor in
the medium by taking into account an explicit model for the
NDM. However, this model makes some assumptions that
may not necessarily hold for some systems. To be more
exact, we then use the Master Equation (ME) approach to
calculate the QN from the NDM, which is established in
Ref. [16], for a five-level, M-configuration Gain-EIT
(GEIT) system for realizing the NDM.
The remainder of this paper is organized as follows:

Section II describes in detail the CC-SR design, consider-
ing an explicit model for the dispersive medium, and
analyzes the classical frequency response. Section III
discusses the QN modeling with and without the excess
QN from the dispersive medium taken into account, where
the Caves model is used. Section IV discusses the effect of
the NDM on the noise density curves in the CC-SR and also
introduces a modification to the dispersion in order to
achieve a broad region below the SQL. Section V intro-
duces the WLC-SR configuration, exhibiting a broad sub-
SQL region. In Sec. VI, we consider the GEIT system as
the NDM and use the ME to calculate the QN from the
GEIT system. We conclude in Sec. VII with a summary of
our results and future plans. In the Appendix, we summa-
rize the abbreviations used in the paper.

II. CC-SR DESIGN AND ITS CLASSICAL
RESPONSE

A. CC-SR design

The Michelson interferometer with arm cavities and dual
recycling is depicted in Fig. 1, referred to as the SR
configuration. The interferometer is biased so that Port A is
the bright port and Port B is the dark port [17]. Here the
power recycling (PR) mirror (MPR) in Port A and each of
the front mirrors (M1) form a PR cavity (PRC) with a length
LPRC tuned so that it is a highly reflective compound mirror
at the carrier frequency. The carrier light then resonates in
the cavity established by each of the end mirrors (M2) and
the PRC. The net effect of MPR is to increase the effective
power inside the two arms. In our analysis, we do not
consider MPR explicitly [7,14]. Instead, we assume that a
power much higher by a factor given by the finesse of the
PRC than the laser output is entering the interferometer.
MSR is inserted in Port B after the beam splitter and before
the detector, forming an SRC with each of M1. One of the
sidebands produced by a monochromatic GW resonates in
the cavity formed by M2 and the SRC, thus producing an
enhanced sensitivity around the resonant frequency with
some bandwidth. In the homodyne detection scheme [18],
the output from the interferometer is mixed with a local
oscillator (LO) (which is produced by passing a piece of the
carrier field through a phase shifter) at the beam splitter,
and then detected with two photodetectors (PDs). The two

FIG. 1. Michelson interferometer with arm cavities and dual
recycling (referred to as SR configuration) with homodyne
detection.

MINCHUAN ZHOU, ZIFAN ZHOU, AND SELIM M. SHAHRIAR PHYSICAL REVIEW D 92, 082002 (2015)

082002-2DISTRIBUTION A: Distribution approved for public release.



resulting photocurrents i1;2 are subtracted to obtain the final
signal i.
In the CC-SR design, summarized in Fig. 2, we modify

the above configuration as follows: First, the reflectivity of
MSR is changed to a value that matches the same for M1.
Next, we reduce the length of the SRC (LSRC) by a factor of
20 (to ∼0.5 m), and tune it to be an integer multiple of the
carrier wavelength. Under this condition, the transmissivity
of the SRC becomes close to unity for a rather large range
of frequencies around the carrier frequency. Thus, effec-
tively, the SRC disappears for the range of GW sidebands
we are interested in. Then we add an auxiliary mirror
(MAUX) for SR and operate at the detuned mode where one
of the sidebands resonates. To achieve a high degree of
sensitivity, the reflectivity of MAUX is chosen to be fairly
high, as a result of which the finesse of the cavity formed by
MAUX and M2 is very large, and the bandwidth of the
sensitivity is narrowed. To compensate for this, we insert,
between MSR and MAUX, a medium with a critically tuned
negative dispersion. Then MAUX, M2 and the NDM form a
WLC. When the dispersion is tuned to the condition where
the wavelength becomes independent of frequency over
some bandwidth, the transmission profile of the cavity
becomes much broader than that for the empty cavity. Thus,
a broad bandwidth of the detector can be achieved while
keeping the high degree of sensitivity.

The dispersion is designed such that the round-trip phase
ϑrt gained by the light for any frequency is constant for a
band around the resonant frequency ωres. For a dispersive
medium with index of refraction nðωÞ and length l placed
into a cavity of length L, the round-trip phase can be
expressed in general as

ϑrt ¼ 2kðL − lÞ þ 2nðωÞklþ ϑref ; ð1Þ

where ϑref is the phase from reflection, and k is the free
space wave number. The WLC condition is satisfied if

dϑrt
dω

����
ωres

¼ 0. ð2Þ

Assuming nðωresÞ ¼ 1, the condition above is equivalent to

dn
dω

����
ωres

¼ −L
l

1

ωres
; ð3Þ

corresponding to a group index ng ¼ 1 − L=l. When the
NDM fills up the whole cavity (L ¼ l), this condition
corresponds to a vanishing group index.
We first use an idealized model for the NDM. We will

consider a more explicit model when we take into account
the additional QN later. We assume that the NDM has a

FIG. 2. (a) CC-SR design. In the dot-dashed box is the CC for SR, formed by the original SR mirror (MSR) with a modified reflectivity
matching that of M1, MAUX and an NDM, replacing the single SR mirror. (b) Schematic view of the CC with excess QN from the NDM
modeled by inserting a beam splitter with power reflectivity RBS and power transmissivity TBS. Here p and q are the vacuum noises that
leak into the system.
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transmission profile which is given by a narrow band dip on
top of a much broader gain [19]. The real and imaginary
parts of the susceptibility χ ≡ χ0 þ iχ00 are as follows:

χ00 ¼ −GeΓ2
e

ϑe
þGiΓ2

i

ϑi
; ð4Þ

χ0 ¼ 2Geðω − ωcÞΓe

ϑe
− 2Giðω − ωcÞΓi

ϑi
; ð5Þ

where ωc is the center frequency of the dispersion,
and ϑk ¼ 2Ω2

k þ Γ2
k þ 4ðω − ωcÞ2 (k ¼ e or i). Here “e”

stands for the broad gain and “i” for the narrow dip.
We use two parameters ξk ¼ ℘2

k=ðℏ2ΓkÞ to define the
Rabi frequencies Ω2

k ≡ ΓkE2ξk and the gain parameters
Gk ¼ ℏNkξk=ε0 [19]. The complex index of refraction
is then nc ¼

ffiffiffiffiffiffiffiffiffiffiffi
1þ χ

p
≈ 1þ χ0=2þ iχ00=2. Thus, the

total propagation phase in the cavity is φNDM ¼
ð1þ χ0=2ÞklCAVðmod 2πÞ, and the gain/loss factor is given
by g ¼ expð−χ00klCAV=2Þ, where lCAV is the length of the
cavity. The gain factor is greater (less) than unity for χ00 > 0
(χ00 < 0). In the limit of vanishing Rabi frequencies
(Ωk → 0), the bandwidths of the profiles are given by

Γk, which are chosen to be Γe=2π ¼ 0.8 MHz and
Γi ¼ 103Γe, with the other parameters chosen to satisfy
the WLC condition of Eq. (3).

B. Classical frequency response

We have considered classically the frequency response
of the GW detector in Ref. [9]. The propagation of the light
at the frequency ω0 under the influence of a GW at the
frequency Ω induces sidebands at frequencies ω0 �Ω
[9,14]. Using the complex representation of the electro-
magnetic field, the total field at Port B is ~E� ¼ E�eiðω0�ΩÞt
for the component at frequency ω0 � Ω. At the beam
splitter the output ~Eout ¼ ~Eþ þ ~E− mixes with a small
amount of the carrier frequency light ~EL ¼ ELeiðω0tþηÞ, and
the beat signal is [9]

δI ¼ ~EL
~E�
þ þ ~E�

L
~Eþ þ ~EL

~E�− þ ~E�
L
~E−; ð6Þ

which can be written in the form

δI ¼ P cos½Ωðt − L=cÞ� þQ sin½Ωðt − L=cÞ�; ð7Þ

where

P ¼ Pþ þ P−; Q ¼ Qþ þQ−; ð8Þ

P� ¼ 2E0ELB
ζ�½r2rS� cosð2k�L − ϕrS� þ ϕtS� þ ϕCÞ − cosðϕtS� þ ϕCÞ�

1þ F0
S�sin

2ðk�LS − ϕrS�=2Þ
; ð9Þ

Q� ¼ ∓2E0ELB
ζ�½−r2rS� sinð2k�L − ϕrS� þ ϕtS� þ ϕCÞ þ sinðϕtS� þ ϕCÞ�

1þ F0
S�sin

2ðk�LS − ϕrS�=2Þ
: ð10Þ

The magnitude of the signal is given by jδIj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2 þQ2

p
.

Here rS�eiϕrS� and tS�eiϕtS� are the reflectivity and trans-
missivity, respectively, of the compound mirror MS com-
posed of M1, MSR and MAUX at the frequency ω0 � Ω, and
k� ¼ ðω0 � ΩÞ=c is the wave number. The two arm
cavities are identical and of length L. LS is the distance
from MS to M2, which in the case of the CC-SR is the same
as L. The relevant parameters are defined as

F0
S� ¼ 4rS�r2

ð1 − rS�r2Þ2
; F0

C ¼ 4r1r2
ð1 − r1r2Þ2

; ð11Þ

ζ� ¼ t1tS�r2hω0 sinðΩL=cÞ
Ωð1 − r1rÞ2ð1 − r2rS�Þ2

;

BeiϕB ¼ e−2ikcL − r1r2
1þ F0

Csin
2ðkcLÞ

;

ð12Þ

ϕC ¼ −2kcL − ηþ ϕB − π=2. ð13Þ

When the NDM is inserted, k�LS needs to be changed to
nðω0 �ΩÞk�LS in the equations above.
In Fig. 3, we illustrate the effect of the WLC on the

frequency response of the GW detector, which shows jδIj

FIG. 3 (color online). Response functions for the CC-SR design
with RAUX ¼ 99%, both with (plotted in red) and without (plotted
in blue) the NDM inserted.
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as a function ofΩ with RAUX ¼ 99%, with the values of the
other parameters being as shown in Table I. We assumed
that M2 is totally reflective (r2 ¼ 1 and t2 ¼ 0), while M1

has reflectivity r1 and transmissivity t1. The reflectivity and
transmissivity, respectively, are rSR and tSR for MSR, and
rAUX and tAUX for MAUX. Without the NDM, when the
length LAUX is chosen so that the sideband at ωres ¼ ω0 þ γ
is resonant in the cavity formed by MAUX and M2, the
response curve is peaked at Ω ¼ γ, with Pþ and Qþ
contributing most to jδIj, and P− and Q− being negligible,
since only one of the sidebands (in this case it is the positive
sideband at ω0 þ γ) is on resonance. Adding the NDM,
which has its dispersion centered at ωres and the shape
tailored according to Eq. (3), broadens the response curve
with the amplitude being twice as large as that in the case
without the NDM. However, the discussion above did not
take into account the OM effects that modify the resonance
condition, and, as will be shown in Sec. IV, the QN-limited
sensitivity curves show significant broadening but remain
above the SQL.
We note here that the results shown in Fig. 3 do not take

into account enhancement of the sidebands due to the
(spectrally varying) gain from the NDM. If this were to be
considered, the enhancement in sensitivity would be even
larger. However, as is well known now, the sensitivity
profile obtained through such a semiclassical analysis is
essentially irrelevant. What matters instead is the minimum
detectable GW strain amplitude when the effects of QN and
the OM resonance are taken into account. Thus, the results
we derive later in this paper by taking the effects of QN
(including those due to the gain of the NDM) and the OM
effects are the more relevant ones.

III. NOISE MODELING

Following the two-photon formalism developed by
Caves and Schumaker [13], Kimble et al. have derived
the input-output relations for a Michelson interferometer
[14], and Buonanno and Chen have derived the input-
output relation for an SR interferometer [7]. With the same
formalism, we here develop the input-output relation for the
CC-SR scheme. For simplicity, we consider first only the
dispersive property of the NDM, and do not take into
account the QN resulting from the gain spectrum. This is
then followed by a more complete analysis where both the
effects of the dispersion and the gain due to the NDM on
the QN are taken into account.

A. Input-output relation

We make the following assumptions: First, the length of
the arm cavities L oscillates at a frequency ∼1 Hz [20],
around an equilibrium position where the laser frequency
resonates (this effect in the final signal can be filtered by a
high-frequency pass, thus the mirrors can be considered as
still effectively). Second, the mirrors and beam splitters are
lossless and infinitely thin. We describe the light with a
time-dependent electric field, at fixed locations along the
optical axis [14]. The laser as a carrier field enters the
interferometer at the bright port with intensity I0 and
frequency ω0. The GW with a frequency Ω will interact
with the carrier field to create sidebands at ω0 � Ω [9,14].
We denote the usual annihilation and creation operators for
a photon at frequency ω by aðωÞ and a†ðωÞ. The ampli-
tudes of the two-photon modes are defined as [13]

a1ðΩÞ ¼ aðω0 þΩÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω0 þΩ
2ω0

s
þ a†ðω0 −ΩÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω0 −Ω
2ω0

s
;

ð14aÞ

a2ðΩÞ ¼ −iaðω0 þΩÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω0 þΩ
2ω0

s
þ ia†ðω0 −ΩÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω0 −Ω
2ω0

s
:

ð14bÞ
ajðΩÞ ðj ¼ 1; 2Þ operates on two photons at frequencies
ω0 �Ω simultaneously. If we ignore the terms proportional
to Ω=ω0ðΩ=ω0 ≪ 1Þ, the commutation relations are [13]

½a1ðΩÞ; a†2ðΩ0Þ� ¼ −½a2ðΩÞ; a†1ðΩ0Þ� ¼ 2πiδðΩ −Ω0Þ;
½ajðΩÞ; ajðΩ0Þ� ¼ 0 ¼ ½ajðΩÞ; a†jðΩ0Þ�; j ¼ 1; 2. ð15Þ

The electric field Ea can then be expressed as a linear
combination of two quadratures Ea1 and Ea2:

EaðtÞ ¼ Ea1ðtÞ cosðω0tÞ þ Ea2ðtÞ sinðω0tÞ; ð16Þ

EajðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πℏω0

Ac

r Z þ∞

0

½ajðΩÞe−iΩt þ a†jðΩÞeiΩt�
dΩ
2π

;

j ¼ 1; 2; ð17Þ

where A is the effective cross-section area of the laser. For
convenience, we use a vector aðΩÞ ¼ ða1ðΩÞ; a2ðΩÞÞT to

TABLE I. Values used in plotting Fig. 3.

kc ¼ 2π=ð1064 × 10−9Þ m−1 L ¼ 2πð3.75446 × 109Þ=kc ≈ 4 km
ω0 ¼ kcc ≈ 1.77 × 1015 Hz LSRC ¼ 2πð0.47 × 106Þ=kc ≈ 0.50 m
tSR ¼ t1 ≈ 0.183; t2 ¼ 0 kres ¼ kc þ γ=c
tAUX ¼ 0.1 LAUX ¼ −Lþ 2πð7.51 × 109Þ=ð2kresÞ ≈ 0.57 m
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represent Ea in the latter context. In order to establish the
basic notation, we start by considering the simpler case,
corresponding to the original LIGO, where there is no SR
mirror, and the input field at Port A has a classical carrier
field assumed to be only in the first quadrature. At Port B,
the quadrature amplitudes for the input field are cðΩÞ, and
those for the output are dðΩÞ. Following the method in
Ref. [14], we derive the relations between cðΩÞ and dðΩÞ:

dðΩÞ ¼ AðΩÞcðΩÞ þ BðΩÞ ~hðΩÞ; ð18Þ
where AðΩÞ is a 2 × 2 matrix and BðΩÞ is a two-
dimensional column vector with elements

A11 ¼ A22 ¼
e2iΩL=c − r1
1 − r1e2iΩL=c

; A12 ¼ 0;

A21 ¼ − I0
ISQL

8L2γ4

Ω2c2
eiΩL=c

ð1 − r1e2iΩL=cÞ2
; ð19aÞ

B1 ¼ 0; B2 ¼
ffiffiffiffiffiffiffiffiffi
I0
ISQL

s
4Lγ2

Ωc
eiΩL=c

1 − r1e2iΩL=c
;

~hðΩÞ ¼ hðΩÞ
hSQLðΩÞ

: ð19bÞ

Here γ ¼ t21c=ð4LÞ ¼ 2π × 100 Hz is the half-bandwidth
of the arm cavities [14]; m ¼ 40 kg is the mass of the

mirrors; ISQL ¼ mL2γ4=ð4ω0Þ ¼ 1.4 × 104 W is the input
light power for which the shot noise equals the radiation
pressure noise at Ω ¼ γ; and hSQLðΩÞ is the SQL for hðΩÞ,
which is the Fourier transform of the dimensionless GW
signal hðtÞ ¼ ΔLðtÞ=L [14]:

hSQLðΩÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8ℏ

mΩ2L2

r
: ð20Þ

Under the assumptions that ΩL=c ≪ 1 and t1 ≪ 1, we
have eiΩL=c ≈ 1þ iΩL=c and r1 ≈ 1 − t21=2. This yields
A11 ¼ A22 ≈ e2iβðΩÞ and A21 ≈ −KðΩÞe2iβðΩÞ, where
βðΩÞ¼arctanðΩ=γÞ and KðΩÞ¼2I0γ4=½ISQLΩ2ðΩ2þγ2Þ�,
same as the results in Ref. [14].
Free-space propagation of the field operator is repre-

sented by a rotation of the vector aðΩÞ with a phase shift
[7]. For instance, if ~aðΩÞ is the field after propagating a
distance of L, then ~aðΩÞ ¼ Rðφ;ΦÞaðΩÞ, where

Rðφ;ΦÞ ¼ eiΦ
�
cosφ − sinφ
sinφ cosφ

�
; ð21Þ

with the phases φ ¼ ω0L=cðmod 2πÞ and
Φ ¼ ΩL=cðmod 2πÞ. If the light travels through a disper-
sive medium with index of refraction nðωÞ, the matrix
becomes

Rnðφ;ΦÞ ¼
1

2

�
einðω0þΩÞðφþΦÞ þ e−inðω0−ΩÞðφ−ΦÞ i½einðω0þΩÞðφþΦÞ − e−inðω0−ΩÞðφ−ΦÞ�

−i½einðω0þΩÞðφþΦÞ − e−inðω0−ΩÞðφ−ΦÞ� einðω0þΩÞðφþΦÞ þ e−inðω0−ΩÞðφ−ΦÞ
�
: ð22Þ

Since only one of the sidebands is at resonance and contributes to the output, and the contribution of the other sideband is
negligible, as argued in Sec. II B, we make the approximation in the above equation that nðω0 þ ΩÞ ≈ nðω0 −ΩÞ when
designing the dispersion [we will also show the results using the exact matrix in Eq. (22) in the analysis later], and thus
Eq. (22) becomes

Rnðφ;ΦÞ ¼ einðω0þΩÞΦ
�
cos½nðω0 þ ΩÞφ� − sin½nðω0 þΩÞφ�
sin½nðω0 þΩÞφ� cos½nðω0 þ ΩÞφ�

�
: ð23Þ

Now we add a CC for SR, which is composed of MSR,
MAUX and an NDM, and assume that the distance from the
beam splitter to M1 is negligible compared to LSRC. As
shown in Fig. 2, ~cðΩÞ and ~dðΩÞ denote the fields just before
MSR, while eðΩÞ and f ðΩÞ denote the fields immediately
after MSR; ~eðΩÞ and ~f ðΩÞ denote the fields before MAUX,
while aðΩÞ and bðΩÞ denote the fields immediately after
MAUX. We define the rotation operators for propagation
through LSRC and LAUX as RðφSRC;ΦSRCÞ ¼ RSRC and
RnðφAUX;ΦAUXÞ ¼ RAUX, with φSRC ¼ ω0LSRC=
cðmod 2πÞ, ΦSRC ¼ ΩLSRC=cðmod 2πÞ, φAUX ¼ ω0LAUX=
cðmod 2πÞ, and ΦAUX ¼ ΩLAUX=cðmod 2πÞ. Here we
assume that the NDM fills up the whole CC. The effect

of the spectrally varying gain profile of the NDM will add
additional QN. We will take this into account later on. For
now, we ignore the effect of this gain [Fig. 2(a)]. In that
case, we have the following relation:

cðΩÞ ¼ RSRC ~cðΩÞ; ~dðΩÞ ¼ RSRCdðΩÞ;
eðΩÞ ¼ RAUX ~eðΩÞ; ~f ðΩÞ ¼ RAUXf ðΩÞ;

ð24aÞ

~cðΩÞ ¼ tSReðΩÞ þ rSR ~dðΩÞ;
f ðΩÞ ¼ −rSReðΩÞ þ tSR ~dðΩÞ;

ð24bÞ
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~eðΩÞ ¼ tAUXaðΩÞ þ rAUX ~f ðΩÞ;
bðΩÞ ¼ −rAUXaðΩÞ þ tAUX ~f ðΩÞ:

ð24cÞ

Solving the system of Eq. (18) and Eqs. (24a)–(24c) gives
the following input-output relation:

bðΩÞ ¼ XðΩÞaðΩÞ þ YðΩÞ ~hðΩÞ; ð25Þ

where

UðΩÞ ¼ t2SRRSRCAðΩÞ½R−1
SRC − rSRRSRCAðΩÞ�−1 − rSRI;

ð26aÞ

VðΩÞ¼ tSRrSRRSRCAðΩÞ½R−1
SRC−rSRRSRCAðΩÞ�−1RSRC

×BðΩÞþtSRRSRCBðΩÞ; ð26bÞ

XðΩÞ ¼ t2AUXRAUXUðΩÞ½R−1
AUX − rAUXRAUXUðΩÞ�−1

− rAUXI; ð26cÞ

YðΩÞ ¼ tAUXrAUXRAUXUðΩÞ½R−1
AUX− rAUXRAUXUðΩÞ�−1

×RAUXVðΩÞþ tAUXRAUXVðΩÞ: ð26dÞ
Here I is a 2 × 2 identity matrix, and AðΩÞ and BðΩÞ are as
defined in Eqs. (19a) and (19b). It is confirmed that Xij has
a common phase factor and jDetðXÞj ¼ 1, so bjðΩÞ ðj ¼
1; 2Þ follows the same commutation relations as ajðΩÞ in
Eq. (13). The relation for the SR configuration can be
recovered by setting rAUX ¼ 0 and LAUX ¼ 0. In that case,
we get f ðΩÞ ¼ bðΩÞ and eðΩÞ ¼ cðΩÞ. It should be noted
that unlike in LIGO, where the GW signal hðΩÞ only
appears in the second quadrature of the output, hðΩÞ now
appears in both quadratures for SR (due to the presence of
MSR) and for CC-SR (due to the presence of MSR
and MAUX).

B. Noise spectral density

At the beam splitter, the output EbðtÞ ¼
Eb1ðtÞ cosðω0tÞ þ Eb2ðtÞ sinðω0tÞ mixes with EðtÞ ¼
EL cosðω0t − ξÞ. The resulting photocurrents are then

i1ðtÞ ∝ jEðtÞ þ EbðtÞj2

¼ 1

2
E2
L þ 1

2
E2
b1 þ

1

2
E2
b2 þ ELEb1ðtÞ cosðξÞ

þ ELEb2ðtÞ sinðξÞ; ð27aÞ

i2ðtÞ ∝ jEðtÞ − EbðtÞj2

¼ 1

2
E2
L þ 1

2
E2
b1 þ

1

2
E2
b2 − ELEb1ðtÞ cosðξÞ

− ELEb2ðtÞ sinðξÞ; ð27bÞ

where the horizontal bar indicates an averaging over a
period much longer than ω−1

0 . We detect the difference
of i1;2:

iðtÞ ¼ i1ðtÞ − i2ðtÞ ¼ 2ELEbξ; ð28Þ

where we have defined

EbξðΩÞ ¼ Eb1ðΩÞ cosðξÞ þ Eb2ðΩÞ sinðξÞ; ð29Þ

which can also be expressed as

EbξðΩÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πℏω0

Ac

r Z þ∞

0

½bξðΩÞe−iΩt þ b†ξðΩÞe−iΩt�
dΩ
2π

;

ð30Þ

where

bξðΩÞ ¼ b1ðΩÞ cosðξÞ þ b2ðΩÞ sinðξÞ: ð31Þ

The output bξðΩÞ consists of the signal component hbξðΩÞi
and the noise component ΔbξðΩÞ:

hbξðΩÞi ¼ ½Y1ðΩÞ cosðξÞ þ Y2ðΩÞ sinðξÞ�
h

hSQL
; ð32Þ

ΔbξðΩÞ ¼ ½X11 sinðξÞ þ X21 cosðξÞ�a1
þ ½X12 sinðξÞ þ X22 cosðξÞ�a2: ð33Þ

The noise in the gravitational-wave signal h at frequency Ω
is related to the noise in the output bξðΩÞ via a transfer
function

ΔhðΩÞ ¼ hSQLðΩÞ
Y1ðΩÞ cosðξÞ þ Y2ðΩÞ sinðξÞ

ΔbξðΩÞ: ð34Þ

Using the definition of spectral density [13]

2πδðΩ −Ω0ÞShðΩÞ ¼ hinjΔhðΩÞΔh†ðΩ0Þ
þΔh†ðΩ0ÞΔhðΩÞjini; ð35Þ

and the fact that the input of the detector at the dark port is
in the vacuum state jini ¼ j0ai, we derive the noise spectral
density for the GW signal hðΩÞ:
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SξhðΩÞ≡ h2nðΩÞ ¼ h2SQLðΩÞ
jX11 sinðξÞ þ X21 cosðξÞj2 þ jX12 sinðξÞ þ X22 cosðξÞj2

jY1 sinðξÞ þ Y2 cosðξÞj2
: ð36Þ

C. Inclusion of the QN from the NDM

In addition to the QNwe have considered above, we must
take into account the excess QN resulting from the NDM
used forWLC. Specifically, thisQN results from the fact that
theNDM, in addition to providing dispersion, also amplifies
or attenuates the signal. Physically, the noise associated in
the amplification or attenuation is due to the spontaneous
emission of photons that must accompany such a process. In
deriving the QN from the NDM, we note first that the NDM
is a phase-insensitive linear amplifier. For such an amplifier,
it is in general possible to evaluate the QN by using the
approach developed by Caves [15]. However, this model
may not necessarily apply to complex systems. We have
recently developed a rigorous approach based on Master
Equation (ME) to determineQN in arbitrary complex atomic
systems [16]. We have applied this approach to several
different atomic systems, and compared the results to those
predicted by the Caves model. We found that in most cases
the Caves model is inadequate. However, we also found
several examples where the prediction of the Caves model
agrees with that of theME approach. Furthermore, we found
that theQN predicted by the Cavesmodel is always less than
or equal towhat is predicted by theME approach. In general,
use of theMEapproach is tedious and cumbersome. Thus, in
this paper, we do not use the ME approach until Sec. VI,
which contains the final findings of this paper, based on an
explicit system for realizing the NDM. In the other sections,
wemakeuse of the simpleCavesmodel in order to determine
the upper bound of the enhancement in the sensitivity-
bandwidth product achievable under various combinations
of configurations and dispersion profiles. We do note,
however, that in the result presented in Sec. VA, where
we consider a positive dispersion medium (PDM) as the
phase compensator, the prediction based on using the Caves
model would be the same as that made using the MEmodel.
This is because the PDM is generated by using an electro-
magnetically induced transparency (EIT) process employ-
ing a Λ-type three-level system, for which the Caves model
agrees exactly with theME approach, as shown in Ref. [16].
The Caves model can be described as follows. We define

a factor g as the intensity gain or loss factor of the
dispersive medium:

g ¼ exp½−χ00ðω0 þ ΩÞkLAUX�: ð37Þ

Generally, to account for the noise from a phase-insensitive
linear amplifier, a vacuum field vðΩÞ is added after
propagating through the medium:

y�ðΩÞ ¼ ffiffiffi
g

p
yðΩÞ þ

ffiffiffiffiffiffiffiffiffiffiffi
g − 1

p
v†ðΩÞ; g > 1; ð38Þ

while for the case of an attenuator,

y�ðΩÞ ¼ ffiffiffi
g

p
yðΩÞ þ

ffiffiffiffiffiffiffiffiffiffiffi
1 − g

p
vðΩÞ; g < 1; ð39Þ

where yðy�Þ is the field operator before (after) propagating
through the medium. Here v† and v are used so that the
commutation relations for y are maintained for y�. Note also
that in keeping with the approximation nðω0 þ ΩÞ ≈
nðω0 −ΩÞ in Eq. (23), we approximate here gðω0 þΩÞ≈
gðω0 −ΩÞ, which we will call later the single-sideband
approximation (SSA). The exact results without the SSA
are shown later.
For a general model that works both for gain and loss, we

model the QN by placing inside the WLC a beam splitter
(BS) that has a power reflectivity of RBS and power
transmissivity of TBS, from which the vacuum fields can
leak into the system from the outside. We define

TBSðΩÞ ¼ g; RBSðΩÞ ¼ j1 − TBSðΩÞj; ð40Þ

and we write

y�ðΩÞ ¼
ffiffiffiffiffiffiffiffi
TBS

p
yðΩÞ þ

ffiffiffiffiffiffiffiffi
RBS

p
vðΩÞ: ð41Þ

We have confirmed that the results for the QN curves using
Eq. (41) are consistent with those achieved with Eqs. (38)
and (39). For the case in the CC-SR scheme, as illustrated
in Fig. 2(b), we assume that the distance from the inserted
BS to MSR is negligible, and represent the field operators
just after the beam splitter as eNðΩÞ and fNðΩÞ and the
vacuum fields as pðΩÞ and qðΩÞ. We have the following
relationships:

eNðΩÞ ¼ RAUX ~eNðΩÞ;
~f NðΩÞ ¼ RAUX f NðΩÞ; ð42aÞ

eðΩÞ ¼
ffiffiffiffiffiffiffiffi
TBS

p
eNðΩÞ þ

ffiffiffiffiffiffiffiffi
RBS

p
pðΩÞ;

fNðΩÞ ¼
ffiffiffiffiffiffiffiffi
TBS

p
f ðΩÞ − ffiffiffiffiffiffiffiffi

RBS

p
qðΩÞ: ð42bÞ

The final input-output relations in Eqs. (25), (26c) and
(26d) are then modified as

bNðΩÞ ¼ XNðΩÞaNðΩÞ þ YNðΩÞ ~hðΩÞ
þ PNðΩÞpðΩÞ þQNðΩÞq0ðΩÞ; ð43Þ
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q0ðΩÞ ¼ RAUXqðΩÞ;
WðΩÞ ¼ ½ð

ffiffiffiffiffiffiffiffi
TBS

p
RAUXÞ−1 − rAUX

ffiffiffiffiffiffiffiffi
TBS

p
RAUXUðΩÞ�−1;

ð44aÞ

XNðΩÞ ¼ t2AUX
ffiffiffiffiffiffiffiffi
TBS

p
RAUXUðΩÞWðΩÞ − rAUXI; ð44bÞ

YNðΩÞ ¼ tAUXrAUXTBSRAUXUðΩÞWðΩÞRAUXVðΩÞ
þ tAUX

ffiffiffiffiffiffiffiffi
TBS

p
RAUXVðΩÞ; ð44cÞ

PNðΩÞ ¼ tAUX
ffiffiffiffiffiffiffiffi
RBS

p
RAUXUðΩÞWðΩÞR−1

AUX; ð44dÞ

QNðΩÞ ¼ −tAUXrAUX
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TBSRBS

p
RAUXUðΩÞWðΩÞ

− tAUX
ffiffiffiffiffiffiffiffi
RBS

p
I: ð44eÞ

Here the superscript “N” stands for including the QN from
the NDM. The noise spectral density of the CC-SR
considering the excess noise from the WLC is then

SξhðΩÞ ¼
h2SQLðΩÞ

jY1 sinðξÞ þ Y2 cosðξÞj2

2
64

jXN
11 sinðξÞ þ XN

21 cosðξÞj2 þ jXN
12 sinðξÞ þ XN

22 cosðξÞj2
þjPN

11 sinðξÞ þ PN
21 cosðξÞj2 þ jPN

12 sinðξÞ þ PN
22 cosðξÞj2

þjQN
11 sinðξÞ þQN

21 cosðξÞj2 þ jQN
12 sinðξÞ þQN

22 cosðξÞj2

3
75: ð45Þ

Without the SSA, the numbers
ffiffiffiffiffiffiffiffi
TBS

p
and

ffiffiffiffiffiffiffiffi
RBS

p
in the above equations are replaced by matrices:

tn ¼
1

2

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TBSðω0 þ ΩÞp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TBSðω0 −ΩÞp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TBSðω0 þ ΩÞp − ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TBSðω0 −ΩÞpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TBSðω0 þΩÞp − ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TBSðω0 −ΩÞp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TBSðω0 þΩÞp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TBSðω0 −ΩÞp �
; ð46Þ

rn ¼
1

2

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RBSðω0 þΩÞp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RBSðω0 −ΩÞp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RBSðω0 þ ΩÞp − ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RBSðω0 −ΩÞpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RBSðω0 þΩÞp − ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RBSðω0 −ΩÞp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RBSðω0 þ ΩÞp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RBSðω0 −ΩÞp �
; ð47Þ

and the input-output relations are then

bNðΩÞ ¼ XNðΩÞaNðΩÞ þ YNðΩÞ ~hðΩÞ þ PNðΩÞpðΩÞ þQNðΩÞqðΩÞ; ð48Þ

WðΩÞ ¼ ½ðtnRAUXÞ−1 − rAUXRAUXtnU�−1; ð49aÞ

XNðΩÞ ¼ t2AUXRAUXtnUðΩÞWðΩÞ − rAUXI; ð49bÞ

YNðΩÞ ¼ tAUXrAUXtnRAUXUðΩÞWðΩÞRAUXtnVðΩÞ þ tAUXRAUXtnVðΩÞ; ð49cÞ

PNðΩÞ ¼ tAUXRAUXtnUðΩÞWðΩÞR−1
AUXt

−1
n rn; ð49dÞ

QNðΩÞ ¼ −tAUXrAUXRAUXtnUðΩÞWðΩÞRAUXrn − tAUXRAUXrn: ð49eÞ

IV. NOISE DENSITY CURVES
FOR THE CC-SR CONFIGURATION

Assuming the GW detector is working at I0 ¼ ISQL, we
plot hnðΩÞ=hSQLðγÞ for two quadratures b1 (ξ ¼ π=2) and
b2 (ξ ¼ 0). The noise curves for the SR configuration are
plotted as red solid (dashed) for b1 (b2) in Fig. 4 [both (a)
and (b)], generated by using the approximation ΩL=c ≪ 1
and t1 ≪ 1 in Eqs. (19a)–(19b), and setting rAUX ¼ 0 and
LAUX ¼ 0 in Eqs. (26c)–(26d), in agreement with the
results in Ref. [7]. The corresponding noise curves for
the CC-SR configuration of Fig. 2, but without the NDM,
are shown by green solid (dashed) lines for the b1 (b2)

quadrature, for two different values of RAUXð≡r2AUXÞ: 99%
in Fig. 4(a) and 99.5% in Fig. 4(b). Both curves have a
minimum at around Ωc=ð2πÞ ¼ 127 Hz; this value is
determined by the choice of LAUX. As can be seen, use
of a higher reflectivity MAUX reduces the QN at the
minimum (i.e., increases sensitivity) but narrows the width
of the resonance dip.
Next, we show the noise curves for the CC-SR configu-

ration of Fig. 2, in the presence of the NDM and under the
SSA, but without taking into account the QN from the
NDM. The b1 (b2) quadrature is shown as the black solid
(dashed) lines in Fig. 4, again for two different values of
RAUX. As expected, the addition of the NDM causes the
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WLCeffect, thus broadening the dips significantly, covering
the range from ∼100 Hz to ∼5000 Hz without considering
the excess QN from the NDM, for RAUX ¼ 99%, without
reducing sensitivity. This is consistent with the result for the
classical response of the CC-SR presented in Sec. II B. For
the higher value ofRAUX ¼ 99.5%, we also see a significant
broadening (∼200 Hz to ∼4000 Hz), again without a
reduction in sensitivity. When the excess QN from the
NDM is taken into account, the noise curves get narrower, as
shown in purple. When the SSA is relaxed, the results are
shown in black in Figs. 5(a) and 5(b) for the two values of
RAUX above.We find that thenoise curves forb1 change a lot,
while those for b2 are modified slightly with a narrower
width and higher sensitivity. The noise curve for b2 when
RAUX ¼ 99% is highly broadened with the introduction of
theWLC[plotted as the purple dashed line inFig. 5(a)]. Even
though the curves remain above theSQL, this broadening is a
very important result [21] and may prove useful in the
aLIGO, since the noise floor in the current design is above
the SQL anyway [7]. The fact that the noise floor remains
above the SQL when the QN from the NDM is taken into
account is not a fundamental constraint. As we will show
soon, when the dispersion profile of the NDM is tailored to
take into account the effect of OM resonance, it is possible to
get the sensitivity well below the SQL.

In the SR configuration, the OM resonance dips are
induced by the phase ϑSRC gained from reflection off the
SRC. It is shown in Ref. [7] that the position of the dips in
the noise curves with a high rSR agrees well with the
resonances of the closed system (rSR ¼ 1) with no GW
signal [hðΩÞ ¼ 0]. We follow the method in Ref. [7] to
evaluate the free oscillation modes for the closed system.
Similarly to the quantum-field operators for the two
quadrature fields, we consider a classical field E con-
sisting of two quadrature components E1 and E2, i.e.,
EðΩÞ ¼ ðE1ðΩÞ; E2ðΩÞÞT . E enters Port B and returns as
E0 after propagating through the two arms. At resonance, E0
propagates round-trip in the SRC and returns in phase with
E. As a result we find

½AðΩÞ −R−2
SRC�EðΩÞ ¼ 0; ð50Þ

where AðΩÞ is as defined in Eqs. (18) and (19a), and RSRC
is as defined in the paragraph preceding Eq. (24a).
Therefore, the characteristic equation for this system is

jAðΩÞ −R−2
SRCj ¼ 0. ð51Þ

The solution of this equation yields the eigenvalue φSRC
(denoted by φ0

SRC) in the limit ΩLSRC=c ≪ π, so that

FIG. 5 (color online). Log-log plots of hnðΩÞ=hSQLðγÞ versus Ω=γ for the two quadratures b1 and b2, for the CC-SR configuration
when (a) RAUX ¼ 99% and (b) RAUX ¼ 99.5%, with and without the SSA.

FIG. 4 (color online). Log-log plots of hnðΩÞ=hSQLðγÞ versus Ω=γ for the two quadratures b1 and b2, for the CC-SR configuration
when (a) RAUX ¼ 99% and (b) RAUX ¼ 99.5%, with (without) the NDM are shown in black (green) under the SSA. The noise curves
considering the QN from the NDM are shown in purple. The noise curves for b1;2 in the SR configuration with RSR ¼ 81%, φSRC ¼
π=2 − 0.47 and ΦSRC ¼ 0, are shown as the red curves. The noise curve for LIGO and the SQL line are plotted in blue.
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ΦSRC ≈ 0. As is discussed in Sec. II, only one of the two
sidebands will be on resonance for a specific choice of
φSRC, and whether the plus- or minus-sideband is on
resonance depends on the value of φSRC. Therefore, the
phase shift experienced by a beam inside the arm cavities
upon reflection from the SRC can be expressed as

ϑSRC ¼ Arg

�
t21rSRe

2iφ0
SRC

1þ r1rSRe
2iφ0

SRC

þ r1

�
: ð52Þ

While we derived Eq. (52) for the limit rSR ¼ 1, the
equation is still valid for a large value of rSR, as discussed
in Ref. [7].
In the CC-SR the SRC is tuned to resonance of the

carrier wavelength and effectively disappears for the range
of GW sidebands of interest. Therefore, the frequency-
dependent phase ϑSRC can be effectively achieved by
round-trip propagation in the cavity of length LAUX with
a dispersive medium, i.e., 2ð1þ χ0=2ÞkLAUXðmod 2πÞ ¼
ϑSRC. The dispersion is centered around the sideband in
OM resonance in the same system but without the dis-
persive medium, whose frequency is determined by LAUX.
However, the exact dispersion required by Eq. (52) is hard
to achieve, and we first use the Lorentzian model described
by Eqs. (4) and (5) as an approximation to Eq. (52) for a
certain range of frequencies.
The results for the QN-limited sensitivity using an NDM

are plotted in Fig. 6, where the OM resonance is located at
ωc ¼ ω0 −Ωc [Ωc=ð2πÞ ¼ 236.3 Hz] without the NDM
for a specifically chosen LAUX, and the dispersion is
centered at ωc. When RAUX ¼ 99.9%, the QN curves
(shown as black curves) show a sub-SQL region around
ωc. Here the parameters for the NDM are chosen so that at
the center of the dispersion ωc, the gain is exactly zero, that
is χ00ðωcÞ ¼ 0 and gðωcÞ ¼ 1 [here Γe=ð2πÞ ≈ 400 Hz].
The minimum of the noise is ∼0.18hSQLðγÞ, and the
bandwidth of the sub-SQL region is ∼50 Hz. Compared
with the curve in the SR configuration with the highest

sensitivity, which occurs for the second quadrature b2
(plotted as a dashed red line), the minimum is comparable
while the bandwidth is much larger, resulting in an
improvement in sensitivity-bandwidth product by a factor
of ∼7. We also show the results with the SSA in green as a
comparison. We see that the SSA causes only a slight
modification in the QN curves in this case.
In order to achieve a broader sub-SQL region, we center

the dispersion at ωc ¼ ω0 −Ωc [Ωc=ð2πÞ ¼ 200 Hz] and
tailor it according to Eq. (52). LAUX is also modified so that
the OM resonance without the NDM is moved to the new
ωc. The QN curves with RAUX ¼ 99.9% under the SSA are
shown in green in Fig. 7 [here Γe=ð2πÞ ≈ 16 kHz], which
exhibits a sub-SQL region of ∼100 Hz in width around ωc,
with the minimum beating the SQL by a factor of 5.
Without the SSA, the curves are plotted in black, exhibiting
a sub-SQL region somewhat narrower than the case with
SSA. The QN curves for both quadratures show resonance
dips around Ωc, and the dip for b1 is broader but shallower
than that for b2. If we compare the dip for b1 in this case
with the highest sensitivity dip (corresponding to b2) in the
SR case, we see that the sensitivity-bandwidth product is
enhanced by a factor of ∼14.

V. WLC-SR CONFIGURATION

In the preceding section, we have shown that it is indeed
possible to broaden the QN-limited response without a
reduction in sensitivity. However, the degree of broadening
is significantly smaller than the same found in the classical
response. To overcome this limitation of broadening, we
consider next an alternative scheme, simpler than the
CC-SR, where we insert a dispersive medium in the
SRC in aLIGO [Fig. 8(a)], with the propagation phase
in the SRC approximating the eigenvalues φ0

SRC determined
by Eq. (51). We set LSRC to ∼10 m and assume that the
dispersive medium fills up the whole SR cavity. The QN
can be calculated by taking rAUX ¼ 0 and LAUX ¼ 0, and
RnðφSRC;ΦSRCÞ ¼ RSRC in Eqs. (25), (26a)–(26d), while
the QN including the QN from the dispersive medium can
be calculated using the method in Sec. III C [see Fig. 8(b)].

FIG. 6 (color online). Log-log plots of hnðΩÞ=hSQLðγÞ versus
Ω=γ for the CC-SR scheme with a modified dispersion of the
NDM centered at ωc ¼ ω0 −Ωc [Ωc=ð2πÞ ¼ 236.3 Hz]. The
plots with (green) and without (black) the SSA are shown for
comparison.

FIG. 7 (color online). Log-log plots of hnðΩÞ=hSQLðγÞ versus
Ω=γ for the CC-SR scheme with a modified dispersion of the
NDM centered at ωc ¼ ω0 − Ωc [Ωc=ð2πÞ ¼ 200 Hz].
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A. Phase compensation using
a positive dispersion medium

As a direct comparison to the SR scheme in Ref. [7],
where there is an OM resonance at ωc ¼ ω0 −Ωc
[Ωc=ð2πÞ ¼ 77.5 Hz], we first choose LSRC so that the
OM resonance condition is satisfied at ωc and center the
dispersion there. A careful inspection of the frequency
dependence of the phase φ0

SRC shows that in order to
compensate for it, one must make use of positive
dispersion. Of course, the concept of using a WLC to
broaden the response of a cavity has traditionally been
based on the use of negative dispersion, due to the nature of
the round-trip phase in a conventional cavity. However, as
we see here, for a more complex system, this general notion
does not necessarily hold. For the PDM we need to use

here, we model the dispersion as a narrow transparency
peak on top of a broader absorption dip, opposite to the
NDM described in Eqs. (4) and (5). In the limit of vanishing
Rabi frequencies (Ωk → 0), χ0 and χ00 of the PDM necessary
to achieve the phase φ0

SRC are plotted in Fig. 9, with the
parameters chosen such that at the center of the dispersion
χ00ðωcÞ ¼ 0 and gðωcÞ ¼ 1. The PDM can be realized, for
example, via EIT. It is shown in Ref. [16] that the QN of the
Λ-type EIT system can be correctly described by the single-
channel Caves model. The QN-limited sensitivity with the
QN from the PDM is shown in Fig. 10. When the power
reflectivity of MSR is RSR ¼ 81% (same as the SR case), the
sensitivity curve for b2 under the SSA [plotted as dashed
green lines in Fig. 10(a)] exhibits a sub-SQL region 3 times
broader than that for b2 in the case of an empty SRC

FIG. 8. (a) WLC-SR design. A dispersive medium is inserted in the SRC to achieve a broader sub-SQL dip. (b) Schematic view of the
SR cavity with excess QN modeled by inserting a beam splitter with power reflectivity RBS and power transmissivity TBS. Here p and q
are the vacuum noises that leak into the system.

FIG. 9. Plots of (a) χ0 and (b) −χ00 versus Ω=γ for the PDM used in plotting Fig. 10.
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(plotted as a red dashed line) without decrease in
sensitivity. When RSR ¼ 97% [Fig. 10(b)], the sensitivity
increases. The minimum value for the second quadrature b2
decreases by a factor of 2 with a loss in the bandwidth, and
the curve for the first quadrature b1 is lowered to about the
same level as that for b2 in the SR case. Without the SSA,
the QN curves are shown in black. In this case, however, the
QN is lifted up to ∼0.5hSQLðγÞ for both RSR ¼ 81% and
97%, and there is no improvement in the sensitivity-
bandwidth product.

B. Phase compensation using
a negative dispersion medium

We next consider a case where the dispersion is centered
at a higher frequency. For this case, an NDM has to be used,
whose χ0 and χ00 are plotted in Fig. 11 for Ωc=ð2πÞ ¼
200 Hz [here Γe=ð2πÞ ≈ 16 kHz]. The results for the
QN-limited sensitivity curves are shown in Fig. 12. Here
LSRC is changed so that the OM resonance of the system
without the dispersive medium is at ωc ¼ ω0 −Ωc. We
choose the parameters for the dispersion such that
χ00ðωcÞ ¼ 0 and gðωcÞ ¼ 1. Under the SSA, the noise
curves exhibit a rather broad sub-SQL region of a band-
width around 140 Hz with its minimum ∼5.5 times smaller
than hSQLðγÞ when RSR ¼ 97%. We also show in Fig. 12
that when the SSA is removed, the results remain almost
unchanged with the valley ∼5 Hz narrower in width. To

summarize, the sensitivity-bandwidth product is enhanced
by nearly a factor of 18 compared to the highest sensitivity
result (for b2) in the SR scheme.

C. Lasing condition

When the gain medium is introduced, one potential issue
is that the system might start lasing. Consider the cavity
composed by MSR and the arm cavity as a compound
mirror M12, which entails an effective quality factor
Qc ¼ 3.8 × 1013. Since the OM effects modify the reso-
nance position to ω0 −Ωc[Ωc=ð2πÞ ¼ 200 Hz] in the
system in the case shown above in Sec. V B, we alter
the length LSRC so that the semiclassical resonance of the
cavity is located at ω0 −Ωc. In steady state, the phase and
amplitude of the field inside the cavity satisfy a set of self-
consistent equations [19]:�

1þ 1

2
χ0ðE;ωÞ

�
ω

c
2LSRC þ ϑ12ðωÞ

¼ ωres

c
2LSRC þ ϑ12ðωresÞ; ð53Þ

χ00ðE;ωÞ ¼ −1=Qc: ð54Þ

where ϑ12 is the frequency-dependent phase that the field
gains from reflecting off M12, ω is the lasing frequency, and
ωres ¼ 2πfres is the resonant frequency of the cavity in the

FIG. 10 (color online). Log-log plot of hnðΩÞ=hSQLðγÞ versus Ω=γ in the WLC-SR configuration with a tailored positive dispersion
centered at ωc ¼ ω0 − Ωc [Ωc=ð2πÞ ¼ 77.5 Hz] when (a) RSR ¼ 81% and (b) RSR ¼ 97%.

FIG. 11. Plots of (a) χ0 and (b) −χ00 versus Ω=γ for the NDM used in plotting Fig. 12.
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absence of the medium. For the PDM with χ00ðωcÞ ¼ 0, χ00
is always positive for all frequencies, therefore the system
is always below the lasing threshold. For the NDM, the
boundaries of the lasing range can be solved by setting
E ¼ 0 (Ωk ¼ 0) in Eq. (4) and plugging the resulting value
of χ00 into Eq. (54). For frequencies f−1 < f < f1, f < f−2
or f2 < ω (f�1 ¼ fres � 2.0 Hz, f�2 ¼ fres � 2.0×
109 Hz, as shown in Fig. 13), the gain cannot compensate
for the cavity loss, so that E ¼ 0; otherwise Eq. (54) is
satisfied, from which we can solve for EðfÞ as a function of
frequency f ¼ ω=ð2πÞ. It can be seen that the frequency ω
that satisfies Eq. (53) falls within the range f−1 < f < f1,
where the gain is below lasing threshold and E ¼ 0. Thus,
we find that lasing will not occur in this system.

VI. CONSIDERATION OF AN EXPLICIT SYSTEM
FOR THE NDM AND MORE EXACT

CONSIDERATION OF THE QN

As we have discussed briefly earlier in the paper, the
Caves model makes some assumptions that may not
necessarily hold for some systems. In Ref. [16], we have
carried out a comprehensive and systematic analysis in

order to determine whether the noise in a particular system
can be predicted correctly by using the Caves model.
Specifically, we have used a Master Equation (ME)
approach to determine the noise spectrum for a range of
excitations, involving two or more energy levels, under
conditions that may yield gain or attenuation. For each
case, we have then computed the noise spectrum using the
Caves model. In some cases, we have found these models
to agree with each other. In other cases, we have shown that
the details of the process must be considered to compute the
noise using the ME while the Caves model cannot be used.
This is true, for example, in a composite system where an
inverted two-level transition produces gain, while a non-
inverted two-level system produces absorption, with the
gain exactly canceling the absorption at a particular probe
frequency. While a naive, single-channel Caves model
would imply no noise at this frequency, the ME result
predicts a noise that is substantial at this frequency. We
have also shown that in a Λ-type EIT (electromagnetically
induced transparency) system where, in the steady state, the
atoms are in a so-called dark-state, representing a super-
position of metastable ground states, and no population in
excited states, the single-channel Caves model yields the
correct result. Such a system occurs, for example, in a Λ-
type EIT (electromagnetically induced transparency) sys-
tem. Inspired by EIT, we have shown that it is also possible
to produce such an EIT system where the steady state is
essentially a dark state, in a five-level transition which
produces a broad gain away from the EIT condition. This
configuration, which we call a Gain-EIT (GEIT) system,
can be tailored to produce the negative dispersion necessary
for realizing the WLC effect. Here, we first describe this
GEIT system briefly before considering its application as
the NDM in theWLC-SR configuration. More details about
this system can be found in Ref. [16].
The GEIT system is shown schematically in Fig. 14. It is

a five-level M system, where the transitions j1i − j4i, j2i −
j4i and j3i − j5i are coupled by the pump fieldsΩ1,Ω2 and
Ω4, respectively, while the transition j2i − j5i is coupled by
the probe field Ω3. We assume that δiði ¼ 1; 2Þ is chosen to

FIG. 12 (color online). Log-log plot of hnðΩÞ=hSQLðγÞ versus
Ω=γ in the WLC-SR configuration with a tailored negative
dispersion centered around ω0 − Ωc (Ωc=ð2πÞ ¼ 200 Hz). The
noise curves when RSR ¼ 97%without (with) the SSA are plotted
in black (green).

FIG. 13. Illustration of the lasing ranges.
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balance the differential light shift experienced by levels j1i
(Ω2

1=ð4δ1Þ) and j2i (Ω2
2=ð4δ2Þ þ Ω2

3=ð4δ3Þ), so that the left
leg of the M system composed by j1i − j4i − j2i is
resonant. For the other leg, j2i − j5i − j3i, we define
δ3 ¼ δ30 þ Δ, where Δ ¼ 0 corresponds to the condition
where the differential light shift experienced by levels j3i
(Ω2

4=ð4δ4Þ) and j2i (Ω2
2=ð4δ2Þ þ Ω2

3=ð4δ3Þ) is balanced.
We consider the case when γ=ð2πÞ¼6MHz, Ω1 ¼ γ,

Ω2 ¼ 102γ, Ω3 ¼ 10−6γ, Ω4 ¼ 10−1γ, and δ1 ≈ δ2 ≈ δ3 ≈
δ4 ≈ 103γ. We show in Fig. 15(a) that a transmission profile
with a dip on top of a broad gain peak is produced, and the
negative dispersion is plotted in Fig. 15(b). We have also
verified that the gain remains linear (i.e., independent of the
amplitude of Ω3) as the amplitude of Ω3 approaches a
vanishing value.
To evaluate the QN using the result from the ME model

[16], we need to make use of the equations

y∗ðΩÞ ¼ ffiffiffi
g

p
yðΩÞ þ X1v

†
1ðΩÞ þ X2v2ðΩÞ; ð55Þ

X1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðg − 1Þ G1

G1 −G2

s
; X2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðg − 1Þ G2

G1 −G2

s
;

ð56Þ

instead of Eqs. (40) and (41), where v†1 and v2 are vacuum
fields that account for the additional noise. Here,G1 andG2

are the contributions of the amplification and attenuation,
respectively, to the net gain g ¼ expðG1 −G2Þ, which are
proportional to A and ℬ in Ref. [16]. The values of A and
ℬ are calculated from solving the master equation of the
GEIT system.
Using the results from the ME model and Eqs. (55) and

(56), we can calculate the QN-limited sensitivity. We show
in Fig. 16 that the sensitivity curves using the GEITwith the
parameters same as in Fig. 15 are very similar to the noise
curves we plot in Fig. 12. The curves remain well below
the SQL, and they have an enhancement of sensitivity-
bandwidth product by a factor of 16.55 compared to the
curve in the SR configuration with the highest sensitivity.
As a comparison, we show in Fig. 17 the sensitivity curves
for the first quadrature, when the QN from the NDM is
taken into account using the ME approach and the Caves
model, respectively. In this case, the results predicted by
these models differ by less than 0.2%, and the difference is
not noticeable. Similar agreement is seen for the second
quadrature as well (not shown).
Using a different set of parameters for the GEIT system

with the susceptibilities plotted in Fig. 18, we are able to
achieve an even higher enhancement, 17.66, in the sensitivity-
bandwidth product. The QN-limited sensitivity curves
are shown in Fig. 19. In this case, the sensitivity predicted
by the Caves model differs significantly from the result
determined by the ME approach. At the bottom of the
sensitivity curves, the difference is about 13%. Therefore,
in general, the QN must be calculated by the ME approach
only. Finally, it can be shown that lasing will not occur in this
GEIT system by carrying out an analysis similar to what is
described in Sec. V C. Thus, the predicted enhancement in
sensitivity, as shown in Fig. 19, is not invalidated by any
potential instability due to lasing.
It should be possible to demonstrate the five-level GEIT

system using sublevels in alkali atoms such as Rb.
However, current LIGO operates at the wavelength of

FIG. 14 (color online). Schematic illustration of the five-level
GEIT system.

FIG. 15. Plots of (a) −χ00 and (b) χ0 versus Δ=2π for the GEIT system in Fig. 14. Here, γ=ð2πÞ ¼ 6 MHz,
Γ41 ¼ Γ42 ¼ Γ52 ¼ Γ53 ¼ Γ21 ¼ Γ23 ¼ γ=2, δ1 ≈ δ2 ≈ δ3 ≈ δ4 ≈ 103γ, Ω1 ¼ γ, Ω2 ¼ 102γ, Ω3 ¼ 10−6γ and Ω4 ¼ 10−1γ.
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1064 nm. We have not yet been able to identify a set of
atomic transitions that can be used to realize the GEIT
system at this wavelength. It is certainly possible that the
operating wavelength of the next-generation LIGO would
be chosen to coincide with an alkali atom transition, thus

making it possible to implement rather easily the WLC-SR
configuration using the GEIT system. For the current
wavelength of 1064 nm, one possible scheme for realizing
the GEIT involves making use of a set of coupled fiber
resonators, along with amplification induced, for example,

FIG. 16 (color online). Log-log plot of hnðΩÞ=hSQLðγÞ versus
Ω=γ in the WLC-SR using the GEIT system with the parameters
in Fig. 15 as the NDM.

(a) (b)

FIG. 17. Log-log plot of hnðΩÞ=hSQLðγÞ versus Ω=γ in the WLC-SR using the GEIT system with the parameters in Fig. 15 as the
NDM. Then QN from the NDM is taken into account using (a) the ME approach and (b) the Caves model.

FIG. 18. Plots of (a) −χ00 and (b) χ0 versus Δ=2π for the GEIT system in Fig. 14. Here, γ=ð2πÞ¼6MHz, Γ41¼Γ42¼Γ52¼Γ53¼γ=2,
Γ21 ¼ Γ23 ≈ 2.02 × 10−3γ, δ1 ≈ δ2 ≈ δ3 ≈ δ4 ≈ 103γ, Ω1 ¼ γ, Ω2 ¼ 102γ, Ω3 ¼ 10−6γ and Ω4 ¼ 10−1γ.

FIG. 19 (color online). Log-log plot of hnðΩÞ=hSQLðγÞ versus
Ω=γ in the WLC-SR using the GEIT system with the parameters
in Fig. 18 as the NDM.
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via stimulated Brillouin scattering [22]. Conventional EIT
has already been demonstrated in coupled fiber resonators
[23]. Work is currently in progress to devise the GEIT
scheme using this approach and analyze the QN properties
of such a system.

VII. CONCLUSION

We have derived the QN density curves that show
minimum detectable GWamplitudes for the CC-SR scheme
(Fig. 2) and the WLC-SR scheme (Fig. 8), following the
two-photon formalism [13] We first take the QN from the
NDM into account using the single-channel Caves model to
determine an upper bound of the degree of enhancement in
the sensitivity-bandwidth product. In the CC-SR GW
detector, the conventional SR mirror is replaced by a CC
containing an NDM. We have carried out a detailed QN
analysis for various choices of parameters, taking into
account all possible sources of QN, including the QN due
to the NDM, under the assumption that all excess noise is
suppressed below the QN. In keeping with our previous
proposal, we first considered the case where the negative
dispersion is centered at the semiclassical resonance
frequency at which the maximum sideband amplitude is
generated in the absence of the NDM, without taking into
account the OM effects. In this case, even if the QN from
the NDM is taken into account, the QN-limited sensitivity
curves exhibit a significant broadening. Although the
curves remain above the SQL, this result is of considerable
significance, since the current noise in the aLIGO design
does not allow operating in the sub-SQL region. We then
modify the spectral profile of the dispersion so that it is
centered at a different, optimally chosen, frequency ω0 −
Ωc [Ωc=ð2πÞ ¼ 200 Hz], which is the position of the OM
resonance for the chosen LAUX, and the shape of the
dispersion curve is tailored to compensate for the nonlinear
phase variation induced by the OM effects. Under these
conditions, the noise curves fall significantly below the
SQL with its minimum beating hSQLðγÞ by a factor of 5,
while retaining a broad bandwidth ∼120 Hz. This repre-
sents an upper bound of ∼14 for the factor by which the
sensitivity-bandwidth product is increased, compared with
the highest sensitivity quadrature (b2) in the SR design [7].
We also considered an alternative, simpler WLC-SR
design, which adds an NDM or a PDM in front of the
conventional SR mirror in the SR configuration, depending
on where the dispersion is centered. The nearly Lorentzian
dispersion is tailored to compensate, as closely as possible,
the nonlinear phase variation produced by the OM reso-
nance. At the center of dispersion, which is the OM
resonance frequency for the chosen SRC length LSRC,

shifted from the semiclassical resonance frequency men-
tioned above, the QN due to the dispersive medium is
minimal but increases away from this point. After opti-
mization of the various parameters, we have identified
conditions using an NDM with Ωc=ð2πÞ ¼ 200 Hz, under
which the noise curves beat the SQL by a factor of 5.5. This
represents an upper bound of ∼18 for the factor by which
the sensitivity-bandwidth product is increased, compared
with the highest sensitivity quadrature (b2) in the SR design
[7]. Finally, we consider an explicit system for realizing the
NDM, which is a five-level, M-configuration GEIT system.
For this system, we use a rigorous approach, based on
Master Equations [16] to calculate the QN from the NDM,
so that the resulting prediction about the enhancement in
the sensitivity-bandwidth product is definitive, and not
simply an upper bound. Using the GEIT system as the
NDM in the WLC-SR, we can get an enhancement of the
sensitivity-bandwidth product by a factor of 17.66. Further
investigation will focus on identifying practical schemes for
implementing this concept.
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APPENDIX: ABBREVIATIONS

Abbr. Description Abbr. Description

aLIGO Advanced LIGO OM Optomechanical
AUX Auxiliary PD Photodetector
CC Compound cavity PDM Positive dispersion

medium
EIT Electromagnetically

induced transparency
PR Power recycling
PRC Power recycling

cavity
GEIT Gain-EIT QN Quantum noise
GW Gravitational wave SQL Standard quantum

limit
LIGO Laser Interferometer

Gravitational Wave
Observatory

SR Signal recycling
SRC Signal recycling

cavity
LO Local oscillator SSA Single sideband

approximation
ME Master Equation WLC White light cavity
NDM Negative dispersion

medium
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The Liouville equation governing the evolution of the density matrix for an atomic/molecular system is expressed in
terms of a commutator between the density matrix and the Hamiltonian, along with terms that account for decay and
redistribution. To find solutions of this equation, it is convenient first to reformulate the Liouville equation by defining a
vector corresponding to the elements of the density operator, and determining the corresponding time-evolution matrix.
For a system of N energy levels, the size of the evolution matrix is N2 ×N2. When N is very large, evaluating the
elements of these matrices becomes very cumbersome. We describe a novel algorithm that can produce the evolution
matrix in an automated fashion for an arbitrary value of N. As a non-trivial example, we apply this algorithm to a
15-level atomic system used for producing optically controlled polarization rotation. We also point out how such a code
can be extended for use in an atomic system with arbitrary number of energy levels.
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1. Introduction

For some situations in atomic and molecular physics, it is
necessary to consider a system with many energy levels,
such as excitation involving many hyperfine levels and/or
Zeeman sublevels. The Liouville equation that describes
the evolution of the density matrix is expressed in terms
of a commutator between the density matrix and the
Hamiltonian, as well as additional terms that account for
decay and redistribution [1–4]. To find solutions to this
equation in steady state or as a function of time, it is con-
venient first to reformulate the Liouville equation by
defining a vector corresponding to the elements of the
density operator, and determining the corresponding time
evolution matrix. To find the steady-state solution in a
closed system, it is also necessary to eliminate one of the
diagonal elements of the density matrix from these equa-
tions, because of redundancy. For a system of N atoms,
the size of the evolution matrix is N2 ×N2, and the size of
the reduced matrix is (N2− 1) × (N2− 1). When N is very
large, evaluating the elements of these matrices becomes
very cumbersome. In this paper, we describe an algorithm
that can produce the evolution matrix in an automated
fashion, for an arbitrary value of N. We then apply this
algorithm to a 15-level atomic system used for producing
optically controlled polarization rotation.

The paper is organized as follows. In Section 2, we
introduce the algorithm, using a two-level system as an
example. In Section 3, we verify the algorithm with a
common three-level Raman system, and also show how

to generate a time-independent Hamiltonian for any
system by inspection alone. In Section 4, we show how
to generalize this to a system with arbitrary number of
levels. In Section 5, we use this algorithm to solve a
15-level atomic system used for producing optically
controlled polarization rotation. In the appendices, we
include explicit Matlab codes for two-, three-, and
15-level systems and also a non-intuitive, but faster
computational method for our algorithm.

2. A two-level system

To illustrate the basic idea behind the algorithm, we first
consider the simplest case: a two-level system of atoms
excited by a monochromatic field [3], as illustrated in
Figure 1. Here, �hx1 and �hx2 are the energies of levels
1j i and 2j i, and ω is the frequency of the laser, with a
Rabi frequency of Ω0 [5].

The Hamiltonian, under electric dipole and rotating
wave approximations, is given by

H ¼ �h
x1

X0

2
eiðxt�kz0þ/Þ

X0

2
e�iðxt�kz0þ/Þ x2

0
B@

1
CA; (1)

where k is the wavenumber of the laser, z0 is the position
of the atom, and ϕ is the phase of the field. Without loss of
generality, we set z0 = 0 and ϕ = 0 in what follows. The
corresponding two-level state vector for each atom is
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wj i ¼ C1ðtÞ
C2ðtÞ
� �

; (2)

which obeys the Schrödinger equation

i�h
@ wj i
@t

¼ H wj i: (3)

To simplify the calculation, we convert the equations to
the rotating wave frame by carrying out the following
transformation into an interaction picture:

j ~wi � ~C1ðtÞ
~C2ðtÞ

� �
¼ R wj i; (4a)

where

R ¼ eix1t 0
0 eix2t

� �
: (4b)

The Schrödinger equation now can be written as

i�h
@j ~wi
@t

¼ ~Hj ~wi; (5a)

where

~H ¼ �h
0

X0

2
X0

2
�d

0
B@

1
CA; (5b)

d ¼ x� x2 � x1ð Þ: (5c)

The time-independent Hamiltonian shown in
Equation (5b) can also be derived easily without any
algebraic manipulation. To see how, consider the
diagram shown in Figure 1(b), where we have added the
number of photons as a quantum number in designating
the quantum states. Thus, for example, N ; 1j i represents
a joint quantum system where the number of photons in
the laser field is N, and the atom is in state 1, and so on.
Of course, a laser, being in a coherent state, is a linear

superposition of number states, with a mean photon
number hNi, assumed to be much larger than unity. In
the presence of such a field, the interaction takes place
between near-degenerate states, namely N ; 2j i and
N þ 1; 1j i, for example, with a coupling rate of Ω0/2,
where ΩN / ffiffiffiffi

N
p

. Since the mean value of N is assumed
to be very large, and much larger than its variance, one
can assume the mean value of ΩN, defined as Ω0, to be
proportional to

ffiffiffiffiffiffiffiffihNip
. Under this approximation, we see

that the coupling between any neighboring, near-degener-
ate pair of states is Ω0, and the energies of these states
differ by δ. If we choose the energy of N þ 1; 1j i to be
0, arbitrarily, then the energy of N ; 2j i is –ћδ. The inter-
action is contained within a given manifold, so that a
difference in energy (by ћω) between neighboring mani-
fold is of no consequence in determining the evolution.
These considerations directly lead to the Hamiltonian of
Equation (5b). For a system involving more than two
levels, a similar observation can be employed to write
down the time-independent Hamiltonian by inspection,
as we will show later.

The decay of the excited state amplitude, at the rate
of �=2, can be taken into account by adding a complex
term to the Hamiltonian, as follows:

~H0 ¼ �h
0

X0

2
X0

2
� i�

2
� d

2
64

3
75; (6)

For this modified Hamiltonian, the equation of
evolution for the interaction picture density operator can
be expressed as

@

@t
~� ¼ @

@t
~�ham þ @

@t
~�source þ @

@t
~�trans�decay � Q; (7)

where the second term in the middle accounts for the
influx of atoms into a state due to decay from another
state, and the third term stands for any dephasing unac-
companied by population decay, often called transverse
decay. In the case of a two-level system, we have:

@

@t
~�ham ¼ � i

�h
~H0~�� ~� ~H0�� �

; (8a)

@

@t
~�source ¼ �~�22 0

0 0

� �
; (8b)

@

@t
~�trans�decay ¼ 0 �cd~�12

�cd~�21 0

� �
: (8c)

For simplicity, we ignore the dephasing term in Equation
(8c).

Substituting Equation (6) into Equation (8a), we get:

Figure 1. Schematic diagram showing a two-level system. (a)
Two-level system with eigenvectors 1j i and 2j i; (b) considering
photon numbers, where N ; 1j i and N þ 1; 1j i have the same
energy, and the energy difference between N þ 1; 1j i and
N ; 2j i is �hd.
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In general, each of the matrix elements Qij can depend
on all the ρij. In order to find the steady-state solution, it
is convenient to construct the following vector

A ¼
~�11
~�12
~�21
~�22

2
664

3
775: (11)

Equation (10) can now be expressed as a matrix equation

@

@t
A ¼ MA; (12)

where M is a (4 × 4) matrix, represented formally as:

M ¼
M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44

2
664

3
775: (13)

Of course, the elements of this matrix can be read-off
from Equation (10). However, this task is quite cumber-
some for an N-level system. Thus, it is useful to seek a
general rule for finding this element without having to
write down Equation (10) explicitly. Later on in this
paper, we establish such a rule, and specify the algorithm
for implementing it. Here, we can illustrate this rule with
some explicit examples:

M11 ¼ Q11; if we set ~�11 ¼ 1 and ~�ijðij 6¼11Þ ¼ 0 in Equation ð7Þ;
M12 ¼ Q11; if we set ~�12 ¼ 1 and ~�ijðij 6¼12Þ ¼ 0 in Equation ð7Þ;
M13 ¼ Q11; if we set ~�21 ¼ 1 and ~�ijðij 6¼21Þ ¼ 0 in Equation ð7Þ;
M14 ¼ Q11; if we set ~�22 ¼ 1 and ~�ijðij 6¼22Þ ¼ 0 in Equation ð7Þ;
M21 ¼ Q12; if we set ~�11 ¼ 1 and ~�ijðij 6¼11Þ ¼ 0 in Equation ð7Þ;
M22 ¼ Q12; if we set ~�12 ¼ 1 and ~�ijðij 6¼12Þ ¼ 0 in Equation ð7Þ;
M23 ¼ Q12; if we set ~�21 ¼ 1 and ~�ijðij 6¼21Þ ¼ 0 in Equation ð7Þ;
M24 ¼ Q12; if we set ~�22 ¼ 1 and ~�ijðij 6¼22Þ ¼ 0 in Equation ð7Þ;
and so on . . .

(14)

This is the key element of the algorithm presented in
this paper. Explicitly, in a computer program, such as the
one in Appendix 1, every time a parameter is changed,
the elements of the M matrix are obtained by evaluating
Equation (7), while setting all but one of the elements of
the density matrix to zero. For numerical integration as a

function of time, one can then use a Taylor expansion to
solve Equation (12).

To find the steady-state solution, we set @
@t A ¼ 0, so

that:

M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44

2
664

3
775

~�11
~�12
~�21
~�22

2
664

3
775 ¼ 0: (15)

Expanding this equation, we get:

M11~�11 þM12~�12 þM13~�21 ¼ �M14~�22

M21~�11 þM22~�12 þM23~�21 ¼ �M24~�22

M31~�11 þM32~�12 þM33~�21 ¼ �M34~�22

M41~�11 þM42~�12 þM43~�21 ¼ �M44~�22

8>>><
>>>:

: (16)

For a closed system, there cannot be any net influx or
outflux of atoms from the system. Thus, the rate of
change of one of the diagonal (population) terms of the
density matrix is the negative sum of the rates of change
of the other diagonal (population) terms. Thus, one of
the equations in the above system of equations is
rendered redundant. We also know that for a closed sys-
tem, sum of the diagonal elements of the density matrix
equals unity. In the case of the two-level system, we thus
have ~�11 þ ~�22 ¼ 1. We can thus choose to eliminate the
last equation, for example, and replace ~�22 with
ð1� ~�11Þ in the remaining three equations, to get

M11 M12 M13

M21 M22 M23

M31 M32 M33

2
4

3
5 ~�11

~�12
~�21

2
4

3
5 � M 0

~�11
~�12
~�21

2
4

3
5 ¼

M14

M24

M34

2
4

3
5~�11 � M14

M24

M34

2
4

3
5

(17a)

so that

ðM11 �M14Þ M12 M13

ðM21 �M24Þ M22 M23

ðM31 �M34Þ M32 M33

2
4

3
5 ~�11

~�12
~�21

2
4

3
5 ¼ �

M14

M24

M34

2
4

3
5:
(17b)

Here, we have defined M′ as the reduced matrix resulting
from M after eliminating the last row and column, for
convenience of discussion during the presentation of the
general algorithm later on. To simplify the notation
further, we define:

@

@t
~�ham ¼

1
2 iX0ð~�12 � ~�21Þ 1

2
iðði�� 2dÞ~�12 þ X0ð~�11 � ~�22ÞÞ

� 1

2
iðð�i�� 2dÞ~�21 þ X0ð~�11 � ~�22ÞÞ 1

2
ð�iX0ð~�12 � ~�21Þ � 2�~�22Þ

0
B@

1
CA: ð9Þ

Substituting Equations (8) and (9) into Equation (7), we get

@

@t
~� ¼ @

@t

~�11 ~�12

~�21 ~�22

� �
¼

1
2 iX0ð~�12 � ~�21Þþ�~�22

1
2 iðið�þ2idÞ~�12þX0ð~�11�~�22ÞÞ

� 1
2 iðð�i��2dÞ~�21þX0ð~�11�~�22ÞÞ 1

2 ð�iX0ð~�12�~�21Þ�2�~�22Þ

 !
¼ Q � Q11 Q12

Q21 Q22

� �
ð10Þ
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B �
~�11
~�12
~�21

2
4

3
5; S �

M14

M24

M34

2
4

3
5;W �

ðM11 �M14Þ M12 M13

ðM21 �M24Þ M22 M23

ðM31 �M34Þ M32 M33

2
4

3
5:

(18)
Using these definitions in Equation (17), we get:

WB ¼ �S:

Thus, the steady-state solution is simply given by:

B ¼ �W�1S: (19)

In a computer code, such as the one in Appendix 1,
the elements of W and S can be determined in an auto-
mated fashion by using a simple algorithm based on a
generalization of this example. We get the values of ~�11,
~�12, and ~�21 by using Equation (19). Using the condition
~�11 þ ~�22 ¼ 1, we can then find the value of ~�22.

For the two-level system, the elements of M, W, and
S can be worked out by hand, without employing the
general rules, with relative ease. However, for arbitrarily
large systems, it can become exceedingly cumbersome.
In what follows, we describe a compact algorithm for
determining the elements of M, W, and S for a system
with N energy levels.

To start with, determine the elements of the complex
effective Hamiltonian of Equation (6), as well as the ele-
ments of ~�source for the N-level system. These matrices
can be used to calculate the elements of Q, as defined in
Equations (7) and (10). The elements of M can then be
found by using the following algorithm. Let Mnp denote
the element corresponding to the n-th row and p-th
column of the M matrix. Similarly, let Qαβ denote the ele-
ment corresponding to the α-th row and β-th column of
the Q matrix, and ~�er denote the elements corresponding
to the ε-th row and α-th column of the ~� matrix. Then
one can use the following prescription to obtain Mnp:

Mnp ¼ Qab if we set ~�er ¼ 1 and ~�ijðij 6¼erÞ ¼ 0 in Equation ð7Þ:

Thus, the crux of the algorithm is to obtain a way of
finding α, β, α, and ε efficiently, for a given set of values
of {n,p}. These indices are obtained as follows:

b ¼ nzrem½ n=N �; a ¼ 1þ ðn� bÞ=N ;

a ¼ nzrem½ p=N �; e ¼ 1þ ðp� rÞ=N ;
(20)

where nzrem is a user-defined function prescribed as fol-
lows: nzrem[A/B] = remainder[A/B] if the remainder is
non-zero; otherwise nzrem[A/B] = B. As an example,
consider the case of the last line in Equation (14). Here,
n = 2, p = 4, and N = 2. Thus, applying Equation (20),
we get: β = 2, α = 1, α = 2, and ε = 2, in agreement
with the last line of Equation (14). We should note that
there are other ways to determine these coefficients as
well, using the greatest integer function, for example.

Once (α,β) and (ε,α) have been obtained, set ~�er to
be 1 while setting the other elements to 0, evaluate the
Q matrix using Equation (7), and then pick out Qαβ and

assign it to Mnp. Then repeat this procedure of evaluating
the Q matrix every time with different element of the ~�
matrix set to 1 sequentially, until all elements of the M
matrix have been calculated.

The steps for finding S and W, as defined in Equation
(18) for the case of a two-level system, are rather simple.
The last column of the M matrix barring the very last
element is the S matrix. In order to determine the elements
of W, find first the M′ matrix, which is obtained from M
by eliminating the last row and the last column, as illus-
trated in Equation (17a) for a two-level system. Define Wi

and M′i as the i-th column of the W and the M′ matrix,
respectively. Then, update a selected set of Wi, using an
index k running from 1 to (N − 1), as follows:

Wðk�1ÞNþk ¼ M 0
ðk�1ÞNþk � S: (21)

To illustrate this rule, consider, for example, the case
where N = 3. In this case, W1 = M1 − S (for k = 1) and
W5 = M5 − S (for k = 2), and the other six columns
remain the same. With S and W thus determined,
Equation (20) is used to find the steady-state solution
vector: B. A particular element of the density matrix, ~�jk
(excluding ~�NN ), corresponds to the (( j − 1)N + k)-th
element of the B vector. The population in the N-th
level, ~�NN is simply obtained from the knowledge of the
steady- state populations in all other levels and the
constraint

PN
i¼1 ~�ii = 1. Explicitly, we can write:

~�NN ¼ 1�
XðN�1Þ

j¼1

Bðð j� 1ÞN þ jÞ; (22)

where we have used the notation that B(k) represents the
k-th element of the B vector.

A Matlab code for an N-level system, applied to the
case of two levels, is shown in Appendix 1. The code is

Figure 2. Population of excited state for a two-level system
calculated using this algorithm. See text for details. (The colour
version of this figure is included in the online version of the
journal.)
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valid for a general system; only N (number of levels in
the system), and the effective, complex Hamiltonian
(Equation (6)) and the source terms (Equation (8)) need
to be changed. The rest of the program does not have to
be changed. Of course, the plotting commands would
have to be defined by the user based on the information
being sought. As an example, the population of the
excited state as a function of the detuning, δ, produced
by this code, is plotted in Figure 2.

3. A three-level system

The two-level problem discussed above is somewhat
trivial, and may mask the generality of the algorithm.
Therefore, we include here the specific steps for a three-
level Λ system [6–11], shown in Figure 3, in order to
elucidate how the algorithm is completely scalable to an
arbitrary number of energy levels involved. In this case,
the Hamiltonian under electric dipole and rotating wave
approximations is given by

H ¼ �h

x1 0
Xa

2
eixat

0 x2
Xb

2
eixbt

Xa

2
eixat �b

2
eixbt x3

0
BBBBB@

1
CCCCCA; (23)

where �hx1, �hx2, and �hx3 are the energies of the three
levels, and xa and xb are the frequencies of the laser fields.

After applying the interaction picture transformation
using the following matrix

R ¼
eiht 0 0
0 eibt 0
0 0 ei�t

2
4

3
5; (24)

Where h ¼ x1 � D
2 ; b ¼ x2þ D

2 ;D ¼ da � db; d ¼
ðda þ dbÞ=2; da ¼ xa � ðx3 � x1Þ; db ¼ xb � ðx3 � x2Þ,
the Hamiltonian can be expressed as

~H ¼ �h

2

D 0 Xa

0 �D Xb

Xa Xb �2d

0
@

1
A: (25)

The transformed state vector for each atom can be
written as

j ~wi ¼ R wj i ¼
~C1ðtÞ
~C2ðtÞ
~C3ðtÞ

2
4

3
5: (26)

The time-independent Hamiltonian ~H of Equation (25)
can be written down by inspection, following the discus-
sion presented earlier for the two-level system. First, we
observe that the energy difference between 1j i and 3j i
ð~H11 � ~H33) is h� da, and the energy difference between
2j i and 3j i (~H22 � ~H33) is h� db. Next, we make a judi-
cious but arbitrary choice that ~H11 ¼ h�

2D. We then get
that ~H33 ¼ �h�d which in turn implies that ~H22 ¼ h�

2D.
The off-diagonal terms are, of course, obvious, with
non-zero elements for transitions excited by fields. This
approach is generic, and can be used to find the time
independent Hamiltonian by inspection for an arbitrary
number of levels. We should note that a complication
exists when closed-loop excitations are present. In that
case, it is wiser to work out the Hamiltonian explicitly
using the transformation matrix approach outlined here.
We now add the decay term to get the complex
Hamiltonian

~H0 ¼ �h

2

D 0 Xa

0 �D Xb

Xa Xb �i��2d

0
@

1
A: (27)

We assume that the population of the excited state
decays at the same rate (�=2) from 3j i to 1j i and from
3j i to 2j i. Now we construct the M matrix for the three-
level system which satisfies the following equation under
the steady-state condition:

M11 M12 M13 M14 M15 M16 M17 M18 M19

M21 M22 M23 M24 M25 M26 M27 M28 M29

M31 M32 M33 M34 M35 M36 M37 M38 M39

M41 M42 M43 M44 M45 M46 M47 M48 M49

M51 M52 M53 M54 M55 M56 M57 M58 M59

M61 M62 M63 M64 M65 M66 M67 M68 M69

M71 M72 M73 M74 M75 M76 M77 M78 M79

M81 M82 M83 M84 M85 M86 M87 M88 M89

M91 M92 M93 M94 M95 M96 M97 M98 M99

2
6666666666664

3
7777777777775

~�11
~�12
~�13
~�21
~�22
~�23
~�31
~�32
~�33

2
6666666666664

3
7777777777775
¼ 0:

(28)

The elements of the M matrix can be found explicitly by
following the same steps as shown in Equations (7)
through (13) for the two-level system. Alternatively,
these can be found by using the algorithmic approach
outlined in Equation (20), and implemented by a

Figure 3. Schematic illustration of a three-level system. See
text for details.
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computer code. The M-matrix can be obtained in O(N2)
steps as opposed O(N 4) steps that would be needed
using the method prescribed thus far, but it is non-intui-
tive and masks the understanding of the algorithm. We
have outlined the faster method in the appendix.

Substituting ~�11þ~�22þ~�33¼ 1 into Equation (28), we
get

M11 M12 M13 M14 M15 M16 M17 M18

M21 M22 M23 M24 M25 M26 M27 M28

M31 M32 M33 M34 M35 M36 M37 M38

M41 M42 M43 M44 M45 M46 M47 M48

M51 M52 M53 M54 M55 M56 M57 M58

M61 M62 M63 M64 M65 M66 M67 M68

M71 M72 M73 M74 M75 M76 M77 M78

M81 M82 M83 M84 M85 M86 M87 M88

2
66666666664

3
77777777775

~�11
~�12
~�13
~�21
~�22
~�23
~�31
~�32

2
66666666664

3
77777777775
¼

M19

M29

M39

M49

M59

M69

M79

M89

2
66666666664

3
77777777775
~�11 þ

M19

M29

M39

M49

M59

M69

M79

M89

2
66666666664

3
77777777775
~�22 �

M19

M29

M39

M49

M59

M69

M79

M89

2
66666666664

3
77777777775

ð29aÞ

or

ðM11 �M19Þ M12 M13 M14 ðM15 �M19Þ M16 M17 M18

ðM21 �M29Þ M22 M23 M24 ðM25 �M29Þ M26 M27 M28

ðM31 �M39Þ M32 M33 M34 ðM35 �M39Þ M36 M37 M38

ðM41 �M49Þ M42 M43 M44 ðM45 �M49Þ M46 M47 M48

ðM51 �M59Þ M52 M53 M54 ðM55 �M59Þ M56 M57 M58

ðM61 �M69Þ M62 M63 M64 ðM65 �M69Þ M66 M67 M68

ðM71 �M79Þ M72 M73 M74 ðM75 �M79Þ M76 M77 M78

ðM81 �M89Þ M82 M83 M84 ðM85 �M89Þ M86 M87 M88

2
66666666664

3
77777777775

~�11
~�12
~�13
~�21
~�22
~�23
~�31
~�32

2
66666666664

3
77777777775
¼ �

M19

M29

M39

M49

M59

M69

M79

M89

2
66666666664

3
77777777775
: ð29bÞ

Substituting them into Equation (29b), we get

WB ¼ �S or B ¼ �W�1S: (30)

The Matlab program shown in Appendix 2 imple-
ments our algorithm for the three-level system. Note that
this program is essentially the same as the program for
the two-level case with the following modifications: we
have (a) defined additional parameters relevant to this
system, (b) entered proper elements in the Hamiltonian,
and (c) added appropriate source terms for the popula-
tions. As an example, we have shown in Figure 4 a plot
of the population of the excited state, produced using
this code, displaying the well-known coherent population
trapping dip.

4. Applying the code to a system with an arbitrary
number of energy levels

There are many examples in atomic and molecular physics
where it is necessary to include a large number of energy
levels. One example is an atomic clock employing coher-
ent population trapping [12]. The basic process employs

only three Zeeman sublevels. However, the other Zeeman
sublevels have to be taken into account in order to
describe the behavior of the clock accurately. Using alkali
atoms for other applications such as atomic interferometry,
magnetometry, and Zeno-effect based switching also
requires taking into account a large number of Zeeman
sublevels [13–16]. Another example is the cooling of mol-
ecules using lasers. In this case, many rotational and vibra-
tional levels have to be considered [17]. The code
presented here can be applied readily to these problems,
with the following modifications: (a) define additional
parameters to characterize the problem; (b) develop the
time independent Hamiltonian (possibly by inspection
using the technique described earlier, if no closed-loop
excitation is present); (c) add proper decay terms to the
Hamiltonian; (d) add appropriate source terms for the

To simplify the above expression, we define the following objects as before

B ¼

~�11
~�12
~�13
~�21
~�22
~�23
~�31
~�32

2
66666666664

3
77777777775

S ¼

M19

M29

M39

M49

M59

M69

M79

M89

2
66666666664

3
77777777775
W ¼

ðM11 �M19Þ M12 M13 M14 ðM15 �M19Þ M16 M17 M18

ðM21 �M29Þ M22 M23 M24 ðM25 �M29Þ M26 M27 M28

ðM31 �M39Þ M32 M33 M34 ðM35 �M39Þ M36 M37 M38

ðM41 �M49Þ M42 M43 M44 ðM45 �M49Þ M46 M47 M48

ðM51 �M59Þ M52 M53 M54 ðM55 �M59Þ M56 M57 M58

ðM61 �M69Þ M62 M63 M64 ðM65 �M69Þ M66 M67 M68

ðM71 �M79Þ M72 M73 M74 ðM75 �M79Þ M76 M77 M78

ðM81 �M89Þ M82 M83 M84 ðM85 �M89Þ M86 M87 M88

2
66666666664

3
77777777775
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populations & transverse decay terms; and (e) add plotting
instructions for components of interest from the solution
vector. Of course, if numerical techniques are to be
employed for finding time-dependent solutions, the code
can be truncated after the M matrix is determined, fol-
lowed by application of Equation (12) along with a proper
choice of initial conditions.

5. Applying the code to a specific system with 15
energy levels: an optically controlled waveplate

As an explicit example of a system involving a non-trivial
number of energy levels and optical transitions, we

consider here a process where a ladder transition in 87Rb
is used to affect the polarization of a probe beam (upper
leg) by varying parameters for the control beam (lower
leg). The excitation process is illustrated schematically in
Figure 5, for one particular configuration where the con-
trol beam is right circularly polarized, and the probe is lin-
early polarized. Because of the asymmetry introduced by
the control, it is expected that the left circular component
of the probe would experience a much larger phase shift,
which in turn would induce an effective rotation of the
probe polarization. Thus, the system can be viewed as an
optically controlled waveplate for the probe. Here, we use
the generalized algorithm to compute the response of this
system. Of course, the response of the system under vari-
ous experimental conditions would be quite different. The
interactions of the pump (~795 nm) and the probe (~1323
nm) are modeled as follows. The pump is either left or
right circularly polarized, and is tuned between the 5S1/2,
F = 1 to 5P1/2, F′ = 1 and the 5S1/2, F = 1 to 5P1/2, F′ = 2
transitions, with a detuning of δp, as illustrated in Figure 5.
The probe, linearly polarized, is tuned to the 5P1/2, F′ = 1
to 6S1/2, F′′ = 1 transition, with a detuning of δs. Due to
Doppler broadening, it is important to consider the inter-
action of the 5P1/2, F′ = 2 level with both the pump and
probe optical fields. For example, δp = 814.5 MHz corre-
sponds to the situation where the pump is resonant with
the 5S1/2, F = 1 to 5P1/2, F′ = 2 transition and δs = −814.5
MHz corresponds to the situation where the probe is reso-
nant with the 5P1/2, F′ = 2 to 6S1/2, F′′ = 1 transition. In
our model, we ignore the coherent coupling between
5S1/2, F = 2 and the 5P1/2 manifold, because of the large
frequency difference between 5S1/2, F = 1 and 5S1/2,

Figure 5. Fifteen-level system for polarization rotation in 87Rb. nj i: Eigenstate of the system (n = 1,2,…15); m: Zeeman sublevels
(m = −2, −1, 0, 1, 2). The decay rates of 6S1/2 and 5P1/2 levels are Γa and Γb, respectively. Γg: ground state dephasing rate. Rabi
frequencies on the various legs are proportional to dipole strength matrix elements. (The colour version of this figure is included in
the online version of the journal.)

Figure 4. Population of the excited state for a three-level
system calculated using this algorithm. See text for details.
(The colour version of this figure is included in the online
version of the journal.)
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F = 2 (~6.8 GHz for 87Rb). However, we take into
account the decay of atoms from the 5P1/2 manifold to the
5S1/2, F = 2 state. Furthermore, we account for collisional
relaxation (at a rate Γg) between 5S1/2, F = 1 and 5S1/2,
F = 2 manifolds, in order to model the behavior of atoms
in a vapor cell. Finally, we also take into account the
decay of atoms from 6S1/2, F′′ = 1 to the 5S1/2 manifold
via the 5P3/2 manifold in an approximate manner.

The Rabi frequency of each transition is proportional
to the corresponding dipole moment matrix elements. In
Figure 5, all the Rabi frequencies are expressed as a
multiple of the Rabi frequency corresponding to the
weakest transition [18]. For example, the dipole matrix
elements of σ+ transitions for the 5S1/2–5P1/2 excitation
are tabulated in Table 1. Thus, if we set the coupling
between 1j i and 5j i to be ~H1;5 ¼ � �pþ

2 , then the other
coupling terms for the lower leg are as follows:

~H1;9 ¼ �Xpþ
2

; ~H2;6 ¼ �Xpþ
2

; ~H2;10 ¼ �
ffiffiffi
3

p
Xpþ
2

;

~H3;11 ¼ �
ffiffiffi
6

p
Xpþ
2

:

The decay rates between any two Zeeman sub-levels
are assumed to be proportional to the squares of the
dipole moment matrix elements such that the sum of all
the decay rates equals the net decay rate from that level.
We assume all the Zeeman sub-levels in the 5P1/2 and
6S1/2 manifold decay at the same rate, Γa and Γb, respec-
tively. To illustrate how the decay terms are determined,
consider, for example, state 5j i, which denotes the Zee-
man sublevel 5P1/2, F′ = 1, mF = 0. The dipole matrix
elements for all allowed transitions from this state to the
various sublevels within the 5S1/2 manifold are shown in
Figure 6. With the decay rate from 5j i to the 5S1/2 mani-
fold being Γa, the decay rate from 5j i to 1j i (or 2j i) is
Γa /12. The decay from 5j i to 15j i (5S1/2, F = 2) is cal-
culated by adding the squares of the matrix elements for
all transitions between 5j i and the Zeeman levels of
15j i, and this turns out to be 5Γa/6.

We have also taken into account the sourcing of
atoms into the ground states from the 6S1/2 state via the
5P3/2 state. These additional source terms are modeled
using an ‘effective decay rate’ (Γbi) directly from the
Zeeman sub-levels in the 6S1/2, F′′ = 1 level to the 5S1/2
manifold. It is then assumed that all the Zeeman

sub-levels at the 6S1/2, F′′ = 1 level decays equally to
the Zeeman sub-levels of F = 1 and F = 2 levels at this
rate. In Figure 7, the branching ratios between the vari-
ous hyperfine levels and the effective decay rates from
the 6S1/2, F′′ = 1 level to the 5S1/2 manifold are shown.
For our initial computations, we used a rough estimate
for Γbi. A more detailed calculation, taking into account
the various branching ratios into and from all the hyper-
fine levels of the 5P3/2 state can be used to determine
Γbi. However, we found that the results did not change
significantly when Γbi was changed slightly and hence
using an approximate value is justified.

Figure 6. Dipole matrix elements for all allowed transitions
from the 5P1/2, F′ = 1, mF = 0 sublevel to the various sublevels
in the 5S1/2 manifold. (The colour version of this figure is
included in the online version of the journal.)

Figure 7. Branching ratios between the hyperfine levels and
the effective decay rates from the F′′ = 1 level to the 5S1/2
manifold. See text for details. (The colour version of this figure
is included in the online version of the journal.)

Table 1. 87Rb D1 (5S1/2 – 5P1/2) dipole matrix elements for
rþtransition (F = 1, mF ! F 0, m0

F ¼ mF þ 1).

mF ¼ �1 mF ¼ 0 mF ¼ 1

F 0 ¼ 2 �
ffiffiffiffiffi
1

12

r
�

ffiffiffi
1

4

r
�

ffiffiffi
1

2

r

F 0 ¼ 1 �
ffiffiffiffiffi
1

12

r
�

ffiffiffiffiffi
1

12

r
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The goal of simulating the process illustrated in
Figure 5 is to determine how the state of a linearly polar-
ized probe beam (at 1323 nm) is affected by its passage
through a vapor cell of length L and density n, in the
presence of a circularly polarized pump beam (at 795
nm). Thus, before presenting the details of the atom–
laser interaction, we specify the terminology relevant for
characterizing the probe beam, using the Jones vector
formulation. We consider the direction of propagation as
the z-axis, and the input probe to be linearly polarized in
the x direction. Thus, the input probe can be described
as:

J
*

probe;input ¼ 1
0

� �
¼ 1

2
1
i

� �
þ 1

2
1
�i

� �
: (31)

The second part of Equation (31) indicates that the
linear polarization has been decomposed into a right cir-
cular polarization and a left circular polarization. The
effect of propagation through the cell can now be mod-
eled by expressing the output Jones vector as follows:

J
*

probe;output ¼ 1

2
1
i

� �
e�aþþjUþ þ 1

2
1
�i

� �
e�a�þjU� ; (32)

where aþ (a�) and Uþ (U�) are the attenuation and
phase shift experienced by the right (left) circular
component, respectively.

In order to make the system behave as an ideal half
waveplate, for example, the phase difference between the
right and left polarization components (j;þ � ;�j) should
be equal to π, and the attenuation for each component
should equal zero (aþ ¼ a� ¼ 0). In that case, the output
expression can be simplified as:

J
*

probe;output ¼ 1

2

1

i

� �
e j;þ þ 1

2

1

�i

� �
e j;� ¼ 1

2
e j;�

� 1

i

� �
e jp þ 1

�i

� �� �
¼ e jð;��p

2Þ 0

1

� �
;

(33)

which is polarized linearly in the y-direction. In practice,
the attenuation coefficients are non-vanishing. However,
if they are equal to each other (i.e. aþ ¼ a�), then they
simply reduce the amplitude of the signal, without affect-
ing the sense of polarization. Of course, the phase differ-
ence (Uþ ¼ U�) can have a wide range of values,
corresponding to different output polarization states. In
what follows, we solve the density matrix equation of
motion for the 15-level system shown in Figure 5, in
order to determine the four quantities of interest: Uþ,
U�, aþ, a�.

The time-independent Hamiltonian after moving to a
rotating basis and the RWA can be written down
using the method we described in Sections 2 and 3.
Given the large number of levels, we use below a

compact notation, rather than a matrix, to express the
Hamiltonian. Specifically, ~H is given by (setting �h = 1):

~H1;1 ¼ �i
�g

2
; ~H1;5 ¼ �XP

2
; ~H1;9 ¼ �XP

2
;

~H2;2 ¼ �i
�g

2
; ~H2;6 ¼ �XP

2
; ~H2;10 ¼ �

ffiffiffi
3

p
XP

2
;

~H3;3 ¼ �i
�g

2
; ~H3;11 ¼ �

ffiffiffi
6

p
XP

2
;

~H4;4 ¼ �dP � i
�a

2
; ~H4;13 ¼ �Xs

2
;

~H5;1 ¼ ~H�
1;5;

~H5;5 ¼ �dP � i
�a

2
; ~H5;12 ¼ Xs

2
; ~H5;14 ¼ �Xs

2
;

~H6;2 ¼ ~H�
2;6;

~H6;6 ¼ �dP � i
�a

2
; ~H6;13 ¼ Xs

2
;

~H7;7 ¼ D� dP � i
�a

2
; ~H7;12 ¼

ffiffiffi
6

p
Xs

2
;

~H8;8 ¼ D� dP � i
�a

2
; ~H8;13 ¼

ffiffiffi
3

p
Xs

2
;

~H9;1 ¼ ~H�
1;9;

~H9;9 ¼ D� dP � i
�a

2
; ~H9;12 ¼ Xs

2
; ~H9;14 ¼ Xs

2
;

~H10;2 ¼ ~H�
2;10;

~H10;10 ¼ D� dP � i
�a

2
; ~H10;13 ¼

ffiffiffi
3

p
Xs

2
;

~H11;3 ¼ ~H�
3;11;

~H11;11 ¼ D� dP � i
�a

2
; ~H11;14 ¼

ffiffiffi
6

p
Xs

2
;

~H12;5 ¼ ~H5;12
�
; ~H12;7 ¼ ~H�

7;12;
~H12;9 ¼ ~H�

9;12;

~H12;12 ¼ �dS � dP � i
�b

2
;

~H13;4 ¼ ~H�
4;13;

~H13;6 ¼ ~H�
6;13;

~H13;8 ¼ ~H�
8;13;

~H13;10 ¼ ~H�
10;13;

~H13;13 ¼ �dS � dP � i
�b

2
;

~H14;5 ¼ ~H�
5;14;

~H14;9 ¼ ~H�
9;14;

~H14;11 ¼ ~H�
11;14;

~H14;14 ¼ �dS � dP � i
�b

2
;

~H15;15 ¼ �i
�g

2
:

All the other terms of ~H are equal to zero. We then add
the population source terms to the Hamiltonian. We
assume the decay rates from F′′ = 1 to 5P1/2 (�bd) are
equal to the effective decay rate from F′′ = 1 to 5S1/2
(�bi). Thus, �bd ¼ a�b;�bi ¼ ð1� aÞ�b where a ¼ 0:5,
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d�11
dt

¼ ð�44 þ �55 þ �99Þ
�a

12
þ �77

�a

2
þ �88

�a

4

þ ð�12;12 þ �13;13 þ �14;14Þ
�bi

18
þ �15;15

�g

3
;

d�22
dt

¼ ð�44 þ �66Þ
�a

12
þ �88

�a

4
þ �99

�a

3
þ �10;10

�a

4

þ ð�12;12 þ �13;13 þ �14;14Þ
�bi

18
þ �15;15

�g

3
;

d�33
dt

¼ ð�55 þ �66 þ �99Þ
�a

12
þ �10;10

�a

4
þ �11;11

�a

2

þ ð�12;12 þ �13;13 þ �14;14Þ
�bi

18
þ �15;15

�g

3
;

d�44
dt

¼ �12;12
�bd

12
þ �13;13

�bd

12
;

d�55
dt

¼ �12;12
�bd

12
þ �14;14

�bd

12
;

d�66
dt

¼ �13;13
�bd

12
þ �14;14

�bd

12
;

d�77
dt

¼ �12;12
�bd

2
;

d�88
dt

¼ �12;12
�bd

4
þ �13;13

�bd

4
;

d�99
dt

¼ �12;12
�bd

12
þ �13;13

�bd

3
þ �14;14

�bd

12
;

d�10;10
dt

¼ �13;13
�bd

4
þ �14;14

�bd

4
;

d�11;11
dt

¼ �14;14
�bd

2
;

d�15;15
dt

¼ ð�1;1 þ �2;2 þ �3;3Þ�gg
þ ð�44 þ �55 þ �66Þ

5�a

6

þ ð�77 þ �88 þ �99 þ �10;10 þ �11;11Þ
�a

2

þ ð�12;12 þ �13;13 þ �14;14Þ
5�bi

6
:

The attenuation and the additional phase shift introduced
by the Rb medium (as compared to free space
propagation) of the signal beam can be expressed as:

phase:

/þ ¼ kL
bþ
2
Reða13;4�13;4 þ a14;5�14;5 þ a12;7�12;7

þ a13;8�13;8 þ a14;9�14;9Þ;

Figure 8. Simulation result of an optically controlled waveplate using 15 levels in 87Rb. See text for details. (The colour version of
this figure is included in the online version of the journal.)
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/� ¼ kL
b�
2
Reða12;5�12;5 þ a13;6�13;6 þ a12;9�12;9

þ a13;10�13;10 þ a14;11�14;11Þ:
attenuation:

aþ ¼ e�kLbþImða13;4�13;4þa14;5�14;5þa12;7�12;7þa13;8�13;8þa14;9�14;9Þ=2;

a� ¼ e�kLb�Imða12;5�12;5þa13;6�13;6þa12;9�12;9þa13;10�13;10þa14;11�14;11Þ=2:

and

b� ¼ b2min
3natom�k

3

4p2Xmin
;

where k is the wavevector of the signal beam, which is
at 1323 nm, L is the length of the cell, which is set to
be 15 cm, natom is the density of Rb atoms, which is set
to be 1016=m3;�min is the Rabi frequency for the weak-
est probe transition (for example, the 14j i– 9j i transition
in our model) and the various aij’s are the ratios of the
Rabi frequency (�ij) of the ij i � jj i transition to �min.
For example, a12;7 ¼ �12;7=�14;9 ¼

ffiffiffi
6

p
. b2min is the frac-

tion of the atoms (<1) that decay along the transition
corresponding to �min, among all allowed decay chan-
nels from the decaying level. In our model, the ampli-
tudes for all possible transitions from 14j i are in the
ratio 1:1:1:

ffiffiffi
3

p
:
ffiffiffi
6

p
and hence the fraction of atoms that

decay along the different channels are in the ratio
1:1:1:3:6. Thus, b2min ¼ 1=ð1þ 1þ 1þ 3þ 6Þ ¼ 1=12.

Setting the pump frequency at a certain value
(dp ¼ D; which corresponds to the situation when the
pump is resonant with the F = 1 to F′ = 2 transition)
and scanning the probe detuning (ds), we can plot the
various quantities of interest (Uþ, U�,aþ, a�) as a func-
tion of ds, as shown in Figure 8. The relevant parameters
used for this particular simulation are as follows. The
decay rates Γa, Γb and Γg are 2π × 5.75 s−1, 2π × 3.45
s−1, and 2π × 0.1 s−1, respectively. We perform our cal-
culations by setting Γa to unity and rescaling all parame-
ters in units of Γa. The separation Δ, between F′ = 1 and
F′ = 2 is 2π × 814.5 s−1 (¼ 141:4�aÞ and the probe de-
tuning (δs) ranges from −200�a to 200�a. The Rabi fre-
quencies have been chosen to be Xp ¼ 5�a, and
Xs ¼ 0:1�a. Figures 8(a) and 8(b) show the additional
phase shifts produced by the Rb medium for the right
and left circular polarization parts of the signal beam and
Figure 8(c) shows the difference between them. Figures
8(d)–8(f) show the corresponding figures for attenuation.
For example, at δs = 200, we have a differential attenua-
tion of ~0 and a differential phase shift of about 30°.
Since the main purpose of this paper is to illustrate the
application of the algorithm for obtaining the solution to
the density matrix equations for a large quantum system,
we refrain from exploring the parameter space in detail.
Actual experimental results and conditions necessary to
produce a differential phase shift of π with virtually no

differential attenuation (and thus allowing us to use the
optically controlled waveplate for all-optical switching)
are presented in a separate paper [19].

5. Conclusion

We have presented a novel algorithm for efficiently find-
ing the solution to the density matrix equations for an
atomic system with arbitrary number of energy levels. For
this purpose, the Liouville equation that describes the time
evolution of the density matrix is formulated as a matrix-
vector equation. We presented an algorithm that allows us
to find the elements of the evolution matrix with ease for
systems with arbitrarily large value of N. As examples,
we then used the algorithm to find steady-state solutions
for atomic systems consisting of two- and three- levels.
We also described a comprehensive model (consisting of
15 levels) for an optically controlled waveplate using
the 5S1/2–5P1/2–6S1/2 cascade system. Finally, we used
the algorithm to obtain the steady state solution for the
15-level system. The algorithm and the Matlab codes
presented here should prove very useful for the atomic
and molecular physics community.
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Appendix 3: Algorithm optimization
The crux of the algorithm is to obtain the M matrix in an auto-
mated fashion. The most obvious, but rather elaborate (O (N4)
operations) way to perform this task has been illustrated previ-
ously. However, several simplifications can be made to the
algorithm so that the entire process can be accomplished using
O (N2) operations and also avoid some other redundant opera-
tions, thereby increasing the speed by a factor of ~N2. To do
this, we first observe that instead of evaluating the M matrix
row-wise as was shown before, it is more beneficial to evaluate
it column wise. Each column in the M matrix is simply
obtained by successively setting each of the density matrix ele-
ments to 1, while setting all others to 0. Thus, the entire first
column can be obtained be setting ρ11=1 and all other ρij = 0,
second column with ρ12 = 0 and all other ρij = 0 and so on. In
general, by setting ρεσ = 1 and all other density matrix ele-
ments to 0, we obtain the ((ε − 1)N + σ)th column of the M
matrix where each of ε and σ vary from 1 to N.

Furthermore, it is to be noted that the computation Hρ–ρH+

involve multiplication of extremely sparse matrices, since only
one of the elements of the ρ matrix is 1 each time. It is evident
that each column of the M matrix will simply be made up of cer-
tain columns of the Hamiltonian. Thus, the task is reduced to (a)
figuring out the pattern of columns that are picked out from the
Hamiltonian and (b) identify the locations in the M-matrix,
where they would be filled. To illustrate this clearly, it is conve-
nient to treat the calculation of the M-matrix as arising from two
separate computations: Hρ and ρH+. Let us consider a specific

case when ρεσ = 1. The ρH+ computations would pick the σth
column of the Hamiltonian (with its elements conjugated) to be
placed between rows (ε − 1)N + 1 and εN of the ((ε − 1)N + σ)th
column of the M matrix. The Hρ computations, on other hand,
would pick the elements of the εth column of the Hamiltonian
(with the elements picking up an extra negative sign) and popu-
late the following rows of the ((ε − 1)N + σ)th column of the M
matrix: σth row, (σ + N)th row, (σ + 2N)th row and so on until
the (σ + N(N − 1))th row. When, this process is repeated for each
element of the density matrix, the M-matrix, barring the sourse
terms would have been computed.

Finally, the addition of the source terms can also be simpli-
fied by choosing to modify the M-matrix only when one of the
diagonal elements of the density matrix is set to 1, i.e ρεε = 1,
where ε = 1 to N. Furthermore, instead of adding the source
terms in-line, as was done previously, we can simply pre-define
a ‘source matrix’ and simply pick off the elements of this
matrix that would then be added to the appropriate entries in
the M-matrix. For example, one way of defining such a ‘source
matrix’ would be to have the coefficients of the ρεε in all the
source equations (from d�11=dt to d�NN=dt) along the εth col-
umn of the source matrix. Now, all that needs to be done is to
simply add the εth column of the source matrix to the ((ε − 1)
N + ε)th column of the previously computed M matrix when-
ever ρεε = 1. As an illustration of these optimization steps, we
reproduce below a modified version of the code for a three-
level system, which should be contrasted with the un-optimized
code for the same system presented in Appendix 2.
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