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ABSTRACT

Social Circles Detection from Ego Network and Profile Information

Report Title
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Community Detection, where we will not only consider structural network information
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1 Introduction
This report presents a study making our first approach to the analysis of
Social Communities. The experiments conducted provide us with necessary
knowledge to produce research within the problem of Social Copying Com-
munity Detection, where we will not only consider structural network in-
formation but also the contents of social interactions, with the aim to detect
copying communities.

In this context, we participated in a competition hosted by Kaggle [4],
in which the Social Circles of several ego networks had to be detected based
on structural network information and profile features of the users in the
net. We tried different machine learning and network analysis techniques to
predict the best Circles distribution.

Social Circles have become a useful way of organizing contacts in personal
networks. They are therefore currently implemented in the major social net-
working systems, such as Facebook lists or Google+ circles. Apart from that,
they define communities within the users contacts. At this moment, users
must define manually their Social Circles. However, research is being conduc-
ted on automatic detection of these communities. The latest studies upon
this task consider different types of information, combining ego networks
structure with information of user profiles [6, 7].

In this report the concrete undertaken task is described. In the next
sections we describe the techniques we employed and we discuss the obtained
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results. We also provide some brief comments on the following steps of the
Social Copying Community Detection project, on the basis of the insights
obtained participating in the Social Circles task.

2 Task description
An egonet or ego network consists of the subgraph of the contacts of a par-
ticular user (the ego) within the graph of a Social Network. Thus, it includes
all the contacts of an ego and the contact relationship between every pair of
them. In our study these graphs are undirected. We can further on define
Social Circles themselves as subgraphs of the egonet. Egonets may represent
overlapping communities (node sharing) or the inclusion of some communit-
ies into others (all the nodes of a circle belonging to another). These special
characteristics make classical clustering methods inadequate for the task.

The corpus is composed of 110 egonets retrieved from Facebook, with
their Social Circles manually labelled by the egos. They are split into two
sets, named Training and Test sets, which contain 60 and 50 nets, respect-
ively. All the egonets contain 27,520 users altogether and, for each of these
users, information of up to 57 profile features is attached. The ground truth
is provided only for Training egonets.

The evaluation measure used at the Kaggle competition, for every egonet,
is an edit distance between the ground truth and the prediction with 4 basic
operations, every one of them at cost 1:

• Adding a user to an existing circle.

• Creating a circle with one user.

• Removing a user from a circle.

• Deleting a circle with one user.

The evaluation measure of the whole set of predictions is calculated as
the sum of the edit distances obtained for all nets.

The competition system allowed for two Test submissions every day, with
immediate results over one third of Test nets (public Test). At the com-
petition deadline, on 29th October 2014, the results on the whole Test set
(private Test) were released.
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3 Methodology

3.1 Prediction techniques

All the techniques that we used for prediction are unsupervised. Therefore,
the Training set was only employed to tune the methods.

3.1.1 Multi-Assignment Clustering

Multi-Assignment Clustering (MAC) [11] is a clustering method for vectorial
data allowing for the assignment of the different objects into more than one
cluster. It provides a probabilistic representation of the decomposition of
the data matrix x into a matrix containing the clusters prototypes z and a
matrix representing the degree to which a particular data vector belongs to
the different clusters u:

x = z⊗ u, where xij =
∨
k

[zik ∧ ukj]

In addition, the method models the difference between the original data
and the reconstruction made from z and u as noise.

The number of circles must be specified, as well as a parameter containing
the minimum and maximum number of circles to which a given user can
belong. The method is designed to operate with boolean data, although we
made some tests with scaled data as well.

3.1.2 Restricted Boltzmann Machines

Restricted Boltzmann Machines (RBM) [10, 1, 3, 2] are stochastic neural
networks composed of a visible layer and a hidden layer.

Our experiments were conducted connecting 2 RBMs, being the dimen-
sion of the data vectors, d, the number or neurons of the visible layer of the
first and the number of circles to predict, c, the number of neurons of the
hidden layer of the second. The dimension of the hidden layer of the first
RBM is calculated as h =

√
d ∗ c, and it is the same as the dimension of the

visible layer of the second. The activation function was defined as sigmoid
for the first RBM and as either linear or sigmoid for the second RBM.

This system was trained with our data and after that, the data vectors
were passed through the 2 RBMs system. In the case of linear activation at
the second RBM, a threshold must be defined and the outputs surpassing
that threshold are interpreted as memberships of the correspondent circle.
In the case of sigmoid activation, only exact 1s are interpreted as circle
memberships.
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3.1.3 k-Clique Communities

This technique does not make use of the profile features information, consid-
ering only the contact relationships between users. A k-clique is a complete
subgraph of size k. A k-clique community is defined as a union of all k-cliques
that can be reached from each other through a series of adjacent k-cliques
[9].

The percolation algorithm used to infer k-clique communities is expo-
nential, which makes this technique unfeasible when treating egonets with a
large number of users. A possible solution is to define a time limit for the
detection of k-cliques. Otherwise, this particular egonets may be modelled
by another method or left with a Singleton Circle submission.

We tested the performance of several values of k. The values around
k = 7 produced the best results and the Social Circles obtained with them
were the ones ranking highest in the competition.

3.2 Data Manipulation

The tested techniques need a matrix as input and so diverse matricial repres-
entations of both contact relationship and profile features information were
designed. In all representations, the matrix rows represent the users in an
egonet.

For the contact relationship information the columns represent users as
well, and a value distinct from 0 indicates a relationship between the row
user and the column user. We defined three relationship ranks:

• 1st rank: Friends.

• 2nd rank: Friends of friends.

• 3rd rank: Friends of friends of friends.

Some representations contain information of several ranks. In that case,
they may remain in different columns or be aggregated into only one. In
addition, the information may be binary or scaled depending on the friend-
ship rank. For example, one representation contains information of the three
levels of friendship, giving a value of 1 to the 1st rank relationship, 0.5 to the
2nd rank relationship and 0.25 to the 3rd rank relationship. Later, the three
values are aggregated into one column resulting the maximum of them.

Concerning the user profile features, out of the 57 appearing in the corpus,
in the end we used only 3. The reasons are that some of them are very
seldom informed whereas others are redundant, like the hometown ID and
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the hometown name, and others are not considered to be relevant for the task,
such as the first name. The features we used are: hometown ID, schools IDs
and employers IDs.

As had been done with structural information, several matricial repres-
entations of the features have been created. Columns may represent feature
values or users. In the first case, the representation shows whether the set of
values of the row user for a particular feature includes the column value. In
the second case, it shows whether the row user and the column user share a
value of a particular feature. This can be further aggregated into only one
column by scaling the values depending on the number of shared features.
For instance, 1 if they share the 3 features, 2

3
if they share 2 features, and 1

3

if they only share 1 feature.

3.3 The Singleton Circle Benchmark

Due to the evaluation measure, the penalty of misclassifying users into circles
is greater than that resulting from no classification. For this reason, the
submission of no circle should give a greater performance than benchmarks
like Connected Components and All Friends in One Circle. As the evaluation
system requires at least a non-empty circle, we defined a benchmark using an
only circle with one random member. This was further refined by choosing
the member with the highest Page Rank value [8, 5].

Some techniques may not have a good performance predicting Social
Circles for certain egonets, while improving the results for the rest. The
worst outputs may then be substituted with the Singleton Circle in order to
obtain better results.

4 Results
The best results produced by the described methods on the different datasets
are shown in the following table. Smaller values of the evaluation measure
mean a more reduced number of basic operations needed to transform the
prediction into the ground truth. Therefore, the smaller the value of the
evaluation measure, the better the results.

In particular, the results obtained by k-Clique Communities allowed us
to reach the 11th position of the Public Leaderboard and the 61st of the
Private Leaderboard, over 203 total participants. In the following table we
show our classification in the Private Leaderboard, in comparison with the 3
highest and the 3 lowest results:
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Method Eval. measure
Train. Set Public Test Private Test

Singleton Circle 17101 3004 8625
MAC 17011 4461 10026
RBM 15829 3000 8556

k-Clique Comm. 15350 2633 7999

Position Team Eval. measure
1 tom denton 6637
2 Adrien 6665
3 Misha Siverski (PZAD, MSU, Russia) 6710
· · ·
61 PRHLT4ARO 7999
· · ·
201 Justin123 12921
202 yang 13305
203 wjwolf 25341

Although our approach did not rank among the top positions, the differ-
ence between our result and the ones produced by the best ranked teams is
considerably smaller, in comparison, than the difference between our result
and the ones produced by the lowest ranked teams.

5 Discussion
In this section we summarize the main insights we gained participating in
Kaggle’s task on Social Circles Detection.

(i) The data representations employed are sparse. This may be problem-
atic when considering RBMs. This inconvenient was positively solved
implementing a sparsity treatment with the RBM algorithm.

(ii) The ground truth was labelled by the egos themselves. We suspect
there may be cases of incomplete or inaccurate labelling. In addition,
most profile features are highly sparsely informed, which makes their
use in our techniques difficult. These seem to be the reasons why
network analysis or graph theory techniques have performed better
than machine learning algorithms.
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(iii) Of all the techniques, MAC has obtained the worst performance, beat-
ing the Singleton Circle Benchmark only for the Training Set although
by a lower margin. Apart from the reasons described in (ii), it might
not be an adequate method for this task. RBMs have performed bet-
ter, beating the Singleton Circle in every case, although the best results
were the ones produced by k-Clique Communities, on every dataset.

6 Further work

6.1 Social Copying Community Detection

Due to our participation in the Kaggle competition, we have become ac-
quainted with the problem of Community Detection in graphs. The know-
ledge acquired in the course of the competition is highly valuable and will
be a helpful aid in our research in the topic of Social Copying Community
Detection. Nevertheless, unlike Social Circles Detection, based mostly on
structural network information, Social Copying Community Detection will
rely on the content of user publications as a source of information, as well.

Our study will be performed on Twitter, with the following methodology:

(i) We download the dataset (streaming tweets).

(ii) We identify clusters within the data graph whose nodes have a high
content similarity. A crowdsourcing will provide us with a gold stand-
ard for the validation of this segmentation.

(iii) We apply the previously described algorithms to detect copying within
these communities.

We believe that the results provided by RBMs should have ranked higher
on the Social Circles Detection leaderboard in an alternative scenario with
correctly labelled circles and comprehensive profile features, as mentioned
in the previous section. We will, therefore, investigate RBMs further for
Social Copying Community Detection and we feel confident they will be
an appropriate algorithm to extract good results from structural as well as
content information.

6.2 Crowdsourcing

We are currently downloading our dataset, composed of a stream of tweets
focused on particular locations. We are especially interested in detecting the
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major influencers and streaming their followers’ tweets, as we believe this
should increase the appearance of copies. Once the data is collected, the
annotators will provide a similarity measure between certain pairs of tweets.
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