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‘ Summar ‘

The discourse and task information in task oriented dialogs and their use
in a speech understanding system are. discussed in this paper. The results;of
analyzing some task oriented dialogs are given. A preliminary model of‘theh

structure of these dialogs and heuristics for building and using it in a speech '

understanding system are presented

Introduction

It is‘pften stated that sentences.cannot be understood inkisolation, and
that‘many of the ambiguities that occur would disappear if the sentence ﬁere
considered in some context (and that those ambiguities that remain are
| ambiguities for._people' as well). People are' not, " usually. intentionally‘
, ambiguoust -Hhen a‘sentence‘can be interpreted in several ways, there are cues
- either'linguistic‘(things recently talked about) or situational {things both‘ﬁ
speaker and listener can "see‘) <= which enable the listener to choose the
l correct interpretation. This leads us to consider including a discourse ‘
. history and some model of discourse structure in a language system thek
discourse history would give us access to past linguistic events 1in the order_i
in which they occurred ,the discourse; structure would give us a way- toﬂ
interpret ‘the information ‘in that history. But first, we must know what'
‘information is available from discourse and how it can be used. The context iu f
which we have been studying these problems is that of task oriented dialogs.tk
_:By a task oriented dialog we: mean one in which two (or more) people communicateuu

i for ‘the sole purpose of completing some task.

Recently,f linguists have been devoting a fair amount of . effort to |

1 contains an extensive reference list. Huch of the

) discourse analysis. Grimes
work .has concentrated on looking at text. There has also been work on spoken

monologues (such as folktalesz) and some work on dialogs. Most of this‘work

{‘has focussed on describing various characteristics of discourse. Some °f¢th§.s »



" questions asked are: How does the speaker decide what information to include?
:.How does the expression of new and old information differ? How are. differenti

'“kinds of information - setting. actors, nd events - conveyed? Hhatl

:-,jtechniques are. used to make the text cohesive? These questions and their,'

answers are relevant to task oriented dialog also. In addition, task orientedr”*'

dialog has several characteristics which derive from the close interaction,_lE
rbetweenﬁ the ‘speech and the situational context. - References are often to’
ohjects.in the_situation. Even when the people conversing'are not in the‘same:
"physicalﬁlocation.lto communicate effectively they must share a modelfof ;hé'

_current state of .ther'world‘ in thek«task environment. - -The dialog 1“°1ﬁd95~i
frequent instances of checking the communication channal'to make sure it 15‘{
operating®. There is frequent updating. of the common model of the state of thou
é‘world | | | | | ' 7
| ' Previous work on dialog has centered on describing characteristics of‘
dialog and the parts played by the different speaker/listeners involved.ulue

are interested not only in characterizing task oriented dialogs, but also in,
finding those features that are amenable to formalization and eventually 1
incorporation in a computer program to understand speech, In this paper,'ne
glreport some initial observations we have made and some preliminary design‘\'

ideas.

| System Framewerk

A computer system which would serve as an expert consultant to a humanﬁ-
—apprentice doing maintainance of small electromechanical devices in _a.h'
workstation environment is being_ built at SRIY. The workstation domain t
" includes a workmtable. artoolbox.'various tools (such as wrenches, hammers, -
screwdrivers. and wheelpullers). parts (nuts. bolts, screws), and small devicos’f

that need repair. The computer system is expected to be able to give the(;

apprentice advice about how to assemble and disassemble the equipment and howaioﬂ"“

to- diagnose and repair faults. - To do this,_the system will have to be able to

B




f:describe ‘the’ parts and tools in the workstation. explain how to use the tools,:
and answer any (task oriented) questions the apprentice may heve It will also
“have to be able to understand progress reports from the. apprentice so that it?
can update itsrworldkmodel. The,level of detail of advice will depend on theﬂ“
| sophistication of -the apprentice: more inexperienced apprentices will need more
detailed advice: o | B
: Natural laneuage will ‘be an importaht‘ communication channel in this.
: system; The current SR1 speech understanding system5 will be the basis of thet
naturaltlanguage component. This system has been using the repair of leaky_
- faucets as the task domain for its initial work. The goal has been to allow‘a‘
human expert to ask euestions”and give directions to a (simulated) robot about‘
:‘the faucet world. The plenning component of this system is far simpler than
E what.will‘he required when.the computer is the advice giver. The syntax and
| semantics of,the current syStem will alSo havesto be modified to deal with thct
frmore complicated'WOrkStation domain:. We have run some experiments to get data'
on the kind of'languege‘the speech component in such a system would have to

handle.

Simulation Experiments

We have been taping dialogs hetweenktwo people working to complete repair
ltasks in the workstation environment. The partitular device we have used for
our experiments is a smalllair compressor. One person plays the role of an_
xexpertladviser;‘the other acts'as{an apprentice.

Our initielnexperiments were done with the expert and the apprentice'in‘
“the same'room In some of the experiments the expert and the apprentice could_
seea.each other in other experiments they could not. A major characteristic of
these dialogs was ‘a coOperative completion of idees- one of the dialogl
:participants would start a sentence, and the other would complete 1it. That is,h

‘as soon%as the listener thought he hnew what the speaker was trying_to_sax;-he‘




':ﬁouia iﬁﬂinaté this\by'combleting'the'thdught; Looking over these dihiodsiwéﬁ'
'diScOVeréd that sentence fragments were at least as common'-as'_coﬁplété'f'
| sentences. Communication is seen as a subpart of the whole task -- namely,

'cboperatihg to gaet the task done,

For a speach system to be able to understand speech like this, it w@uld;.

,i:hava to have an extremely strong semantic component. Before trying to buiid_Jﬁ:ﬁ

;5uch a system, we ﬁpcidéd ”to run a. serie;' of experiments to see_ hbw 
communication would'be affected if the expert and ‘the apprentice were‘not.
allowed to interrupt each other.r _
A‘Sgcond observqtion from our first set of experiments was that the amount:
of visiﬁn aVailablé_hés a lérge effebt on_the language used. Hhén the two
participants can. see each other, there 1s a much larger amount of deictic'
{i.e., pointing) reference. Since our\system will only have limited vision
'caphbilities. we also designed the second set of experiments so that visual
informatibn was restricted. Thus,_this second éet of experiments serves as a“;
"closer simulation of the.system for which we are buiiding a speeéh compoﬁengs

The ﬂesign¢6f:the experiment is shown in Figure 1. The apprentice,:ﬁﬁe
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;;earphone links, The expert and the monitor were linked through ‘computer
connections to a PDP—inw. 'The monitor7typed what the apprentice said to ‘th‘e'.?-
.expert‘and read what the‘expert typed to the apprentice. In'addition.'thef
monitor was responsible for seeing that‘the apprentice did not speak while the}
axpert was tYping. Since only one person could type at a time (a feature oftthek

:linking program), the eipert,could not interrupt the apprentice( The.whole;
dialog wasltaped and a typescript file was kept. When the expert'wanted to‘seeo
something he had to request'a picture;'only still shots were alloned. A canera

operator was'used so the apprentice would not be disturbed'when:the expert

ewasked for a picture of something. This also allowed the apprentice to point atr

) vparts and tools when he wanted to identify them for the expert.

General Observations

It wouldobe reasonable to expect that the speech input from someone takino
directions wouldlbe'very limited, consisting mostly of: 'yes', "no", and "I °
N don't understand.” Our experience indicates this is not the case. 'Theil
.h‘apprentice-often‘takeS'the initiative in a task. He may need to. explain a};

.problem. or ask a question about an instruction he has just been given he may‘i¥
want to propose the next step. or report on what he ‘has been doing. Answers torﬁ
questions are often far more complicated than a simple- yes or no. The amount
and kind of speech vary ‘with the level of expertise of  the apprentice. The
dialog with a naive apprentice is filled with definitions‘ of terms
.(establishing a common vocabulary), and questions about how certain operationslf
should be done Hith an experienced apprentice there is less talk in general'u
,‘the dialog consists mostly of reports of what has ‘been done or explanations of

what the apprentice intends. to do next.‘

nd ‘a m nitor who serVed ‘as & Tink ‘between them w were ell 4n" separate5'”J

3rooms, The apprentice and the monitor were connected by microphone and';tfi“-




.;;‘fiaﬁiném;.m&ﬁiﬁﬁ;ugthe;;th;#eﬁperf“;;ﬁnﬁgéf;ppreﬁzlceﬁhad'ghe éffé;t of
slowing downvtha dialbg, However the responsé‘time did not seem to bs much
grééte} “than what ‘we can. expect in fhe next few years frdm a speech
§undef5tanding syétem.* The main effect of fhis slowdown seemed to be tha; the

. apprenticé would go ahead and try things while waiting for a feSponsg. Aside

from‘tha‘slowdown caused by messages being typed, the partiéipahts did not seem"
at all hampéred by this ﬁeanskof communication. In fact Whét appearsvto havé
'héppened is ~that"the listener would act on his ‘understandihg_ (béfore .an~.‘
© - utterance was:compieted) rather than fin{shing ﬁhe utterance (i.a., the‘Speach

act) and then acting.

Discourse and Task Information

The discourse contex; (history of therdialog)‘and-the situational context _
7 (;taté of"fhe tdsk  and ‘wprkstation environment } 'proVide two kinds of
information to the speech understanding system. First, they limit the domain
under consideration in interpreting an utterance. In a system with a predicti#e
parserG this limitation is ugeful both in :reSOIVing references once - an
" utterance is parsed 9nd ‘in limiting the lexicon which is considered in
attempting to parse an utterance. For example, if the apprentice has been
_ uéing two wrenches recently, -it is these and not the others in the workstation
he is referriné to when he asks, "Do you know where Ilput*the wrencheé?“

The second use of task and discourse information is to check the results
of other parts of the system for consistency with the current state of'the

discourse and. to furnish information for - resolving inconsisténcies. For

example, "No" is not a sufficient answer to, "Do 1 clamp the wheelpuller to the

rim of the wheel?" This question indicates the apprentice does not know how to
use the. wheelpuller and wants instructions.
Although task -and discourse information are separable, there are important

ways in which they interact. For example, a model of the current task




situation is crucial to understanding the following piece of dielog'

: E Remove the pulley. ‘

. A:Do I have to remove the screws or just loosen them?
Tneregere two setscrews which hold the pulley on its shaft. It is these screws
to which the'epprentice'is referring in his question. But these screws have not
fbé@h mentioned'previous1y in the diolon. The reference is exophoric (ite.; it -

is a reference to something in the situation, :not the text). Thus, task

- specific information 1is needed to- provide the situational centext in which

 discourse procedures can resolve reference.

Current Semantics and Pragmatics

In the current SRI speech understanding system, the world model provides
the basis for a task model. It consists.of assertions about properties of

objects that exist in- the domain and relations between them, and a set of

& procedures for operating on these objects. This model will have to be

"augmented by a detailed model, of the devices and parts in the workstation The
procedures for operating on the objects in the domain will have to contain more )
rinformation about how they interact. Interaction with a sophisticated planning_f

component will be necessary. These edditions will enable reasoneble'

predictions about future utterances to be made and help resolve problems like S

that in the preceding example.

The current system has a limited discourse‘component. This includes a set

of semantic routines for handling anaphoric reference. The antecedent for & 1.“}*:-

third person pronoun is deternined by searching the previous utterance. = (Note,

at preSent only- pronouns parsed in case slots in the 'main cleusef-of an

utterance are handled by the system.) Semantic features of the pronoun and its :n"

'.antecedent must match. Since the pronoun~ﬁes been parsed in the context of a



Dafticdfaﬁ';ébﬁfsnéﬁﬁé'fraﬁé.fthe antecedent must meet the semantic feature
tests for the pronoun's case slqt. One goal of analysis of the dialog

texperiments ‘was - to detefmine whather these routinés__could resolve fhe

references that occurred in the dialogs. It appears, as we will show lafer. :  ."

~ that with some modification they can.

: Dialog Structuré

" The structure of a task oriented dialog closely parallels the stricture of
the task being accomplished, qu example, where an assembly task involves &
succession of steps, fhe diélog may consist of a sequence of subdialogs of the.
form: ' -

GET NEXT PART -> PUT IN PLACE -> FASTEN.

Each of these subparts may be many sentences long and may itself contain
subparts; for axamﬁle: FASTEN might 1nc1udé

DETERMINE HOW FASTENED ->
GET TOOLS (& PARTS).~> TIGHTEN.

A reasdnable analogy is that looking at the structured history of the dialog is
'like looking at an outline of the task as performed by the particular -
abprentiée. Some parts of tﬂ§ task aré-explored in more detail than others.
~ The corregpopding part of the "outline"™ has more detailed levels. ‘Two thing§'
at the same level in the "outline® do not necessarily have to follow each other
in‘that order. In fact, this is one of the places where the discdurse h;Stof&
différs frdm a plan for carry;ng out.the task; The.discourse history_keéps
track of the order in which utterances weré'spoken. It is hot concerned Hith o
wheﬁhéf this order is a necesséry'one. - |

The most interesting property of - this hierarchical  structure is ?ﬁhat |
references operate mostly within a subpart. 8o, for example, ihside of thq

actual subdialog for GET TOOL there may be references (e.g}, mitT, th‘em?)'to



different tools " However, once the tool has been_located. references-operate >
between elements of the subdialog for FASTEN. What happens is that once .a -
subtask is completed and hence that part of the dialog {i.e., that subdialog)u

exited., the subdialog 1s effectively removedffrom the focus of attention.;

However; it appears to'be“labelled in some nanner;se'that it can'be retrievedl

'and looked at later if necessary. When it does become necessary to refer to'§:”'~”

something that occurred in that subdialog. 1t will be retrieved (via its lahel)htﬁ
and placed back in focus. The.label is usually a short statement of what the
subtask achieved. For exemple, consider the following plece of dialog: |
A:...1'm having trouble getting the wheel off. | .
E:Use the wheelpuller. Do you know how to use it?

A:No.
E:Do you know what it looks like?

~A:1 have the jaws around the hub. How should I take it off now? . 7
E: Tighten the screw in the center of the puller . . . that should’
~slide the wheel off the shaft. ‘ L
A: OK. It's off.

A: A little metal semicircle fell off. when I took the wheel off.

The statement "OK.It's off."” closes the subdialog corresponding to the'subtask
l"REN(‘J\J'.:‘. WHEEL". Note that even though the last utterance 'in this dialog

‘fragment comes immediately after the 'REMOVE WHEEL" subdialog has been closed,p-

the subdialog must be retrieved through its label. The apprentice does this by ':”:ff

saying "when I took the wheel off.". ’
| - Subdialogs are not always explicitly closed linguistically ‘as in the';”
preceding example. In those dialogs from the first set of experiments in which'f'

vision was used, most of the - subdialogs were closed through dVisual '

comnunicatioti rather “than linguistically {i.e. both people'coUId see that a~%'-f

' subtask was completed) There are also instances when the linguistic closure
'is made clear by a reference to something that occurred at a higher level iniV

the discourse. For_example, consider the folloning,dialog:



A:0ne bolt is stuck.’ I'm trying to use both the pliers ‘and the wrench toxg
‘get 1t unstuck, but I haven't had much luck.
E: Don't use pliers. Show me what you are. doing.
A: I'm pointing at the bolts. .
E: Show me the 1!2" combination wrench. please.
A:OK
- E: Good, now show me the 1/2" box wrench.
A: 1 already got it loosened,

"It" in the last utterance refers to "bolt". Looking at the structured history
in Figere 2, we see that "bolt"™ is two levels up in the dialog structure. This

pronoun . reference 1hp11cit1y closes the <clarify tool> and <unstick>

subdialogs.

CONTEXT: (REMOVE THE FOUR PUMP MOUNTING BOLTS)
{PROBLEM)

*A:  Cne bolt is stuck

(UNSTICK)
A:  I'm trying to use both the pliers and the wrench to get
unstuck, but | haven't had much luck.

*E: Don‘t use pliers.
{CLARIFY PROBLEM)
E: Show me what you are doing.

A: I'm pointing at the bolts.

{CLARIFY TOOL IDENTIFICATION}

E: Show me the 1/2” combination wrench, please.
A O.K.

“E:

Now show me the 1/2" box wrench.

A: | already got {{t)) loosened.

*denotes utterances looked at in trying to find an antecedent for .
KFigure 2

qu. the. dialog structure to be useful to a computer program for

understanding natural language, it must be possible to detect ‘these implicit
closures easlily. - Otherwise 1t would be ‘possible to derive the structure only .

after the dialog was understood -- not a very useful aid to understandingl ,A T;-"”
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“’caféfdf”iﬁEpZEfiaﬁ”df“hSﬁ pronoun references are used reveels‘the;folloﬁinﬁ

very interesting property. If the antecedent to the pronoun reference does mot

“occur earlier in the sentenoe. or in the preceding sentence,:then it occurs in‘jt
_the last utterance of some higher level in the structure. (We note in pessing &
that forWard pronoun references do not occur in any of the dialogs we have
collected.) That means we never have to look at,more.than one utterance at any
1eyé1 'to resolve the reference; In the preceding example, looking .beok
linearly, uboltn is seven otterences' back in the dialog history; in tne,kﬁ
structured dialog‘history "bolt” occurs in the last utterenee.two levels un."‘
The anaphoric routines only have to be modified to look up the discoorse_:'
structure‘until a suitable antecedent is found. In our example, the objects
lnentioned- in the other two :candidate ‘last utterances {marked by * in the_-
figure), namely pliers and wrench, are not "loosenable” and thus dolnot satisfy .
the case frame requirements for the antecedent to 'it'. |
tThere~ are other problems in maintaining the ‘diseoursep structure.
Interaction with. the plannino component of the system will be crucial in
determining subtasks and possible problems at a given stage in the task, and in

labelling the subdialogs. At present. we envision the planning component of the

system producing plans in the form of an acyclic graph that encoqes a partial
ordering of thelsteps of the plan. Operations that must oecor in a certain .
ordor are distinguished from those which can be:accomplished in any order. For
example a partial plan to.remove the pump is shown in Figore.S. The arrows
show the partial ordering. An operation at the head of an errow-cennot be.done
until the operation at the tail of that arrow is done. This representation
helps both in predicting likely future utterances {(i.e., limiting the context)
and in construeting‘ the oiscourse structure. Assume the last utterance

expressed the goal represented by some point in the graph. Thé next utterance
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" BEGIN (REMOVE PUMP)

REMOVE BELT REMOVE
HOUSING COVER AFTERCOOLER

REMOVE BELT

REMOVE PUMP PULLEY

|
' '

REMOVE PUMP REMOVE PUMP
B8RACE MOUNTING BOLTS
Figure 3

can be one of thfee?types: (1)it can give or ask for more information aboqt
that goél; (2) it cén express completion of that goal; or (3) it can express
the goal represgnted'by some - other point in thé'graph. "In the example of
Figure 3, if the apprentice has just been told to remove the pump pulley,

likely next utterances are:

{1)How do I do it? or, Do I have to pull the screws all the way out?
(2)0K, 1t‘s off.
- {3)Why can't I take the’ aftercooler off first?
It 1s clear ﬁow this~aid5’the'discour59 structure. An utterance of type (1}
' adds,a new entry to the structure at a lower lévél. An utterance of typé (2}
or (3) causes a new entry at the same level. | o
Work also has to be done on mapping lihguistic statements into génerali‘

'operafions and relations. This is necassary, for example, tb understand thaf-

r“got i1t loosened" solves the problem *bolt 1s stuck®.

ConcIusions

. SinceWCOmmun1Cation in this highly interactive sense is a ma jor function -

ol language, taSk oriented dialog seems:to be a promising area for studying the. }

syntactic and semantic'devices‘peopla'use to cbmmunicatg effectively. Loqkipg_‘:




‘at task'origntedmdialdg5 réveais several chhfacféfistiég fhﬁt”céﬁ'he'ﬁSadffo"

ald a ngturél language undefstanding syStem.‘ Wa have 6oncentrated on exploring

ohe, namely, the stfuctura of the dialog and its relation;tb the task.;This o
.Structqra 'is useful in resolving reference and in 1limiting the context
conSidered at:ahy point in the dialog. We have outlined possible heuristics to =
be inﬁorporated in‘an understandihg‘system to take advantage of this structure.
i1t is élear'that further analysis df the dialogs would be beneficial both in ..
revealing other discourse characteristics and in further determining the syntax

and semaﬁtics used in such dial&gs.
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