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EXECUTIVE SUMMARY 

This is the final report for the cooperative agreement between the Virginia Tech – Wake Forest 
University, Center for Injury Biomechanics and the U.S. Army entitled “Biomechanics of Head, Neck, 
and Chest Injury Prevention for Soldiers.”  This final report includes activities performed between 
October 27, 2015 and May 27, 2016.  Task 1.2 details the development of a new biofidelic eye, with 
area sensing capabilities, for the Facial and Ocular CountermeasUre Safety (FOCUS) headform that can 
assess injury risk in both blunt and blast loading scenarios.  Task 1.3 details the experimental blast 
overpressure testing performed on porcine eyes and the computational modeling efforts performed to 
assess eye injury risk due to blast overpressure loading. Task 1.3.1 details the research performed to 
improve the understanding of the biomechanics of the head and brain. Task 2.3 details the computational 
modeling efforts conducted to evaluate the response of the cervical spine and the effects of cervical 
arthrodesis and arthroplasty during simulated automobile collisions and rotary-wing aircraft impacts. 
This section also details the progress made on the development of a testing apparatus to evaluate 
cervical spine implants in survivable loading scenarios. Task 4.3 provides details on the National 
Research Symposium on Military Biomechanics that is hosted by the Virginia Tech – Wake Forest 
University, Center for Injury Biomechanics annually in accordance with this cooperative agreement. 
Finally, the Dissemination of Knowledge section provides a list of all of the papers that have been 
published as a result of the research that was performed under this cooperative agreement, as well as the 
publication plan for additional publications. Overall, the research conducted under this cooperative 
agreement has generated a considerable amount of novel data that will add to the literature. To date, this 
research has yielded nine (n=9) refereed publications and six (n=6) conference publications. Three (n=3) 
additional manuscripts have been submitted to peer reviewed journals and are currently under review. 
Finally, five (n=5) more manuscripts will be submitted to peer reviewed journals within the next six 
months. 
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TASK 1.2: FOCUS BLAST EYE                                                                                      . 
 

EXPERIMENTAL TESTING  
 
Area-Sensitive FOCUS Eye for Prediction of Injury Risk during Blunt and Blast 
Loading 
 
Background  
 
The current Facial and Ocular CountermeasUre Safety (FOCUS) eye and orbit assembly is limited in data 
collection to only the reaction force measured by the load cell behind the eye. The field of injury biomechanics 
currently implements eye injury risk curves based on normalized energy (i.e., the kinetic energy of a projectile 
divided by the projectile area) to predict eye injury risk (Kennedy et al., 2011). However, the size and normalized 
energy of a projectile are rarely known in many scenarios. The development of a synthetic eye with the ability to 
quantify the area of loading could be used to assess injury risk resulting from either projectile or blast loading 
events when loading characteristics are not known a priori.  
 
Methods 
 
The current FOCUS eye was modified to create an area-sensitive eye (Figure 1).  This was done by bisecting the 
eye at 40% of the anterior-posterior depth of the eye.  An array of nine miniature pressure sensors (Model 060, 
100 psi, Precision Measurement Company, Ann Arbor, MI) was placed along the larger half of the cut surface. A 
thin layer of silicon adhesive was then used to secure the smaller half of the cut surface to the larger half.     
 

FOCUS Eye  Bisected Eye  Pressure Sensor Array  Silicon Adhesive 

       

 
Figure 1: Area-sensitive FOCUS eye development. 

 
The area-sensitive eye was tested in blunt and blast loading conditions in an isolated eye test setup. The area-
sensitive eye was placed in a similar test setup as the one used for the isolated porcine eye experimental blast 
loading tests, which is described in detail in the next section. This consisted of a rigid concave cup that minimized 
boundary conditions around the eye. The eye was secured in place within this rigid concave cup using a small 
amount of silicon adhesive. The FOCUS eye load cell was attached to the back side of the rigid concave cup for 
both blunt and blast tests. 
 
Blunt impact tests were conducted with a drop tower system using three different impactor tip diameters: 6.4 mm, 
12.7 mm, and 17.5 mm (Figure 2, left). Tests were conducted in triplicate at two drop heights (12 in. and 24 in.) to 
simulate multiple impacting energies. The mass of the impactor (175 g) was consistent for all tests. Blunt tests 
were designed for a direct corneal impact for this test series.  
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Blast tests were conducted in triplicate at 10 psi, 20 psi, and 30 psi (static overpressure), which are survivable 
pressure levels, using the VT Advanced Blast Simulator (ABS) (Figure 3). The helium gas-driven ABS consists 
of equally shaped “driver” and “driven” sections separated by a frangible aluminum membrane, which was scored 
with an “X” pattern. The driver section is pressurized with helium gas until the membrane passively ruptures and 
sends a burst of gas down the driven section. As the gas compresses upon itself, a shock-front forms and the 
shock wave propagates through the tube. The small VT ABS is specifically designed for testing small specimens, 
and is able to produce peak overpressures up to approximately 30 psi (static overpressure) with a positive duration 
around 2.5 ms. Pressure was measured at a number of locations around the eye for these tests. Static overpressure 
in the fluid flow was measured using a “pencil” sensor mounted 2 inches from the temporal side of the eye 
(Model 137A24, PCB Piezotronics, Depew, NY, USA). The sensing element of the pencil sensor was aligned 
with the front of the cornea. Total overpressure was measured for the isolated eye condition using a sensor 
mounted above the eye (Model 113B21, PCB Piezotronics, Depew, NY, USA). Static overpressure was also 
measured along the wall using three high frequency response pressure sensors (Model 102B15, PCB Piezotronics, 
Depew, NY) mounted flush to the inside wall of the tube. These sensors are located 12 in apart from each other, 
with the middle sensor located at the test region. Shock wave velocity can be quantified using the time of arrival 
of the shock wave at these sensors. 
 

Blunt Loading  Blast Loading 

 
6.4 mm Dia. 
Impactor 

 
12.7 mm Dia. 
Impactor 

 
17.5 mm Dia. 
Impactor 

 

 
Figure 2: Blunt and blast loading experimental test setups for the area-sensitive eye. 

   
 

 

3 Wall Mounted 
Static Pressure Sensors

3 Wall Mounted 
Static Pressure Sensors

 
 

 
Figure 3: Schematic and photograph of gas-driven ABS. 
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Data Acquisition and Processing  
 
All data were collected at 38 kHz for blunt tests and at 301.887 kHz for blast tests (TDAS PRO, Diversified 
Technical Systems, Inc., Seal Beach, CA). The standard TDAS PRO anti-aliasing filter was bypassed for the blast 
tests because the frequency content of the blast overpressure exceeded the 4,300 Hz cutoff frequency. However, 
the TDAS PRO sensor input modules (SIMs) bandwidth of 0-25 kHz acts as a low-pass filter with a frequency 
cutoff of 25 kHz. All pressure and load data were zeroed prior to the event. A custom MATLAB® script 
(version7.11.0.584 (R2010b), The MathWorks, Inc., Natick, MA) was used to quantify pulse parameters (peak 
pressure, positive duration, and positive impulse) for each sensor for all tests. High speed video of each test was 
captured at 1000 fps for blunt tests and 10 kfps for blast tests (v9.1, Vision Research, Wayne, NJ). 
 
The array of pressure sensors was analyzed as a system; the simultaneous response of all nine pressure sensors 
was assessed for both peak pressure and positive duration in order to create characteristic response profiles for 
each loading condition. Normalized peak pressure was quantified by dividing the peak pressure from each channel 
by the maximum peak pressure value of all nine pressure sensors in the eye. Thresholds for positive duration and 
normalized peak pressure were quantified at values that were chosen to distinguish between blunt loading and 
blast loading.  
 
Results 
 
Figure 4 shows the response of the area-sensitive eye in both the blunt and blast test setups.  Note the difference 
in peak pressure and duration for blunt and blast loading pulses.  Figure 5 and Figure 6 show representative 
pressure traces for the nine sensor array during blunt and blast loading, respectively.  These figures show 
characteristically different responses for blunt and blast loading.  The notable differences in peak pressure and 
duration of the pulse indicate that these parameters can be used to distinguish between blunt and blast loading. 
Normalized peak pressure and positive duration for all tests are shown in Figure 7 and Figure 8, respectively. 
Thresholds for normalized peak pressure and positive duration are given in Table 1 and Table 2, respectively. 
Channel 7 of the nine-sensor array was excluded from the analyses presented herein, because it consistently 
responded differently from the three other sensors in the outer “ring”. It is possible that this sensor was damaged 
during preparation of the area-sensitive eye. 
 
 

Blunt and Blast Loading of the Area-Sensitive FOCUS Eye 

 

 
Figure 4: Area-sensitive FOCUS eye testing using the isolated eye test setup.  Blunt tests were performed by directly 

impacting the cornea with three impactor sizes (Dia.= 6.4, 12.7, and 17.5mm) dropped at one of two heights to simulate a 
variety of energies.  (Left) Blast tests were performed using an ABS and were conducted at 10 psi, 20 psi, and 30 psi.  
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Figure 5: Characteristic responses of area-sensitive FOCUS eye sensors due to blunt loading. 
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Figure 6: Characteristic responses of area-sensitive FOCUS eye sensors due to blast loading. 
Note: Bottom graphs are zoomed in views of the blast event. 
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Figure 7: Normalized peak pressure for the area-sensitive FOCUS eye sensors. 

 
Table 1:  Normalized peak overpressure thresholds for area-sensitive FOCUS eye. 

 
Blunt v. Blast Loading 

Blunt Loading “Bullseye” loading with highest magnitude at center sensor. 
Blast Loading All sensors approximately same magnitude at same time. 

Blunt Loading 
Small Projectile Not all middle sensors above 60% maximum.  All outer sensors below 60% maximum. 

Medium Projectile 
Large Projectile 

All middle sensors above 60% maximum.  All outer sensors below 60% maximum. 

Blast Loading 
10 psi 
20 psi 
30 psi 

Cannot distinguish between chosen pressure levels. 
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Figure 8: Positive duration for the area-sensitive FOCUS eye sensors. 
 

Table 2:  Normalized peak overpressure thresholds for area-sensitive FOCUS eye. 
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Summary  
 
Overall, the area-sensitive eye designed and assessed in this study serves as a proof of concept that a biofidelic, 
area-sensitive, eye for an advanced anthropomorphic test device can distinguish between blunt and blast loading 
as well as between various impactor sizes for blunt impacts.  This is an improvement beyond the abilities of the 
current FOCUS eye, which relies solely on load measured during loading to predict injury risk.  Based on blunt 
testing with direct impacts to the cornea and blast testing with a forward-facing orientation to the shock wave, the 
current area-sensitive eye can distinguish between blunt and blast loading based on the characteristic response of 
the nine-sensor array.  Normalized peak overpressure of the nine sensor array can be used to further distinguish 
between impactor sizes less than and greater than 12.70 mm in diameter.  It is possible that additional sensors may 
provide sensitivity to further distinguish between additional projectile sizes.  Furthermore, testing the area-
sensitive eye within the FOCUS headform will provide a more realistic response of the eye to various loading. 
 

TASK 1.3: BLAST EYE MODELING/ BLAST EYE INJURY CRITERIA                .               

 
EXPERIMENTAL TESTING USING AN ADVANCED BLAST SIMULATOR 
 
Effect of Boundary Conditions on the Response of Unprotected Porcine Eyes during 
Blast Overpressure Exposure 
 
Background  
 
While it is suggested that blast overpressure can cause eye injuries, there is no data in the literature that confirms 
primary blast overpressure as an eye injury mechanism. Previous testing was performed on isolated human eyes to 
facilitate the direct quantification of the eye response to blast overpressure. These tests used fireworks to simulate 
low-level blasts with peak static overpressures up to 6.0 psi, peak total overpressures up to 8.3 psi, and positive 
durations of approximately 0.25 ms. It was concluded that at these energy levels, no observable eye injuries were 
caused by overpressure exposure. However, the blast energy levels were very low in this study and there were no 
reflective surfaces around the eye. Due to the paucity of studies in the literature that specifically examine the 
response of the eye to primary blast overpressure exposure, it is paramount to examine higher level blast 
overpressures and to assess the effect of both orbital and facial geometries surrounding the eye. Therefore, the 
objectives of this study are twofold: 1) quantify eye response and injuries caused by survivable primary blast 
overpressures, and 2) examine the effect of increasing biofidelity of the boundary conditions surrounding the eye 
during blast overpressure exposure. To fulfill these objectives, a series of experiments were developed to 
systematically evaluate the effects of orbital boundary conditions on the response and injury tolerance of the eye 
at increasing blast overpressure energy levels. Overall, data from these experiments will shed light on the 
likelihood of primary blast overpressure to cause eye injuries and will provide data that is critical to the validation 
of both physical and computational models of the eye specifically designed for blast loading scenarios. 
 
Methods 
 
Advanced Blast Simulator (ABS)  
All blast overpressure tests were conducted using the small VT Advanced Blast Simulator (ABS) and aluminum 
membranes (Figure 9). The helium gas-driven ABS (aka shock tube) was used to create a blast overpressure 
waves that simulates free-field conditions.  Briefly, the helium gas-driven ABS consists of equally shaped 
“driver” and “driven” sections separated by a frangible aluminum membrane. The driver section is pressurized 
with helium gas until the membrane passively ruptures and sends a burst of gas down the driven section. As the 
gas compresses upon itself, a shock-front forms and the shock wave propagates through the tube. The small VT 
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ABS is specifically designed for testing small specimens, and is able to produce peak overpressures up to 
approximately 30 psi (static overpressure) with a positive duration around 2.5 ms. The ABS eliminates the need 
for using high energy explosives and does not result in projected material, thereby allowing for the study of the 
isolated effect of overpressure on the eye. Static overpressure was measured along the wall using three high 
frequency response pressure sensors (Model 102B15, PCB Piezotronics, Depew, NY) mounted flush to the inside 
wall of the tube. These sensors are located 12 in apart from each other, with the middle sensor located at the test 
region. Shock wave velocity can be quantified using the time of arrival of the shock wave at these sensors. 
 

 

3 Wall Mounted 
Static Pressure Sensors

3 Wall Mounted 
Static Pressure Sensors

 

 
Figure 9: Schematic and photograph of gas-driven ABS. 

Over 150 tests were conducted using three aluminum alloy membranes (3003, 2024, 7075) in order to determine 
the parameters required to obtain the desired peak static overpressures of 10 psi, 20 psi, and 30 psi at the test 
section.  Membrane thickness, scoring depth, and helium tank regulator pressure were systematically modified to 
achieve the desired peak pressures at the test section.  Two aluminum alloys were chosen for the membranes 
based on the resulting peak overpressure and pressure trace shape.  A 25 mil thick aluminum 3003 plate with a 7 
mil depth “X” pattern reliably produced a peak overpressure of 10 psi in the test section (Figure 10-Left).  A 20 
mil thick aluminum 2024 plate with an 8 mil depth “X” pattern reliably produced a peak overpressure of 20 psi in 
the test section (Figure 10-Middle).  A 32 mil thick aluminum 2024 plate with a 14.5 mil depth “X” pattern 
reliably produced a peak overpressure of 30 psi in the test section (Figure 10-Right).   
 

   
10 psi: Al 3003-25 mil, 7 mil depth “X” pattern, 

300 psi pressure regulator 
20 psi: Al 2024-20 mil, 8 mil depth “X” pattern, 

400 psi pressure regulator  
30 psi: Al 2024-32 mil, 14.5 mil depth “X” 

pattern, 500 psi pressure regulator 
 

Figure 10:  Representative pressure traces for 10 psi, 20 psi, and 30 psi peak static overpressures measured along the wall at 
the test region during empty tube tests.  Membrane characteristics are noted below each plot. 
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Porcine Eye Procurement and Preparation 
 
A total of 88 porcine eyes were used in this study (Table 3). Fresh porcine eyes were shipped overnight on wet 
ice, stored in a refrigerator, and tested within three days of slaughter (Animal Technologies, Tyler, TX, USA). 
Control eyes were used to assess postmortem effects and damage from tissue procurement. Sham eyes were used 
to quantify potential injuries from pre-test preparation techniques, including the insertion of a pressure sensor and 
pressurization tube into the eye through the optic nerve and setting the eye in a rigid concave cup or in gelatin. All 
eyes were prepared with the following technique. Skin and musculature was removed to expose only the globe 
and optic nerve. Cornea clarity was qualitatively assessed (clear, not clear), and visibility of the “Y” suture on the 
lens was noted. Fluorescein dye was applied to the cornea and a blue light was used to help visualize corneal 
abrasions. Any existing corneal abrasions were noted. Control eyes were dissected at this point to assess and 
quantify baseline damage to the eye caused by postmortem degradation and procurement from the abattoir. The 
remaining eyes were further prepared by applying a dot pattern on the surface of the sclera using permanent black 
ink. A miniature pressure sensor (Model 060S, 100 psi, Precision Measurement Company, Ann Arbor, MI) and a 
small tube were inserted through the optic nerve into the vitreous fluid and secured in place using a cable tie. A 
bag of Lactated Ringer’s solution was connected to the small tube and suspended 8 in. above the eye to provide 
normal physiologic pressure to the eye during the duration of testing (0.29 psi or 14.95 mmHg). Intraocular 
pressure was measured before and after each test using a veterinary tonometer (Tono-Pen AVIA Vet® Veterinary 
Tonometer, Reichert Technologies, Depew, NY, USA). Due to minor variations, measurements were taken using 
the tonometer until three sequential measurements recorded the same IOP at a 95% confidence. 
 
Unprotected Eye Test Conditions 
 
Eyes were placed in one of three boundary conditions (“Isolated Eye”, “Synthetic Orbit”, “3D Orbit”) and 
exposed to a single blast event at 10 psi, 20 psi, or 30 psi static overpressure (Figure 11). The synthetic orbit and 
the 3D Orbit represented the left orbit geometry. These pressure levels were chosen to examine the effects of 
increasingly severe, yet survivable blast events (Stuhmiller et al., 1991). The three boundary conditions 
surrounding the eye were tested to assess the effects of increasing biofidelity of the orbit and facial geometries.  
Each test condition is designed to provide critical information for the subsequent condition, thereby systematically 
fulfilling the objectives and answering questions posed by this research. Tests were conducted on isolated eyes to 
understand how the pressure wave propagates through the eye tissue with no surrounding structures. Tests were 
also conducted on eyes were potted in two orbits of varying complexity and biofidelity to simulate the in situ 
boundary conditions around the eye, i.e., a synthetic orbit with a simplified geometry and a 3D printed orbit 
modeled after a realistic human facial geometry. 
 

 
 

Figure 11: Unprotected eye experimental test setups: (left) isolated eye, (middle) synthetic orbit, and (right) 3D orbit. 
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Table 3: Unprotected Eye Test Matrix. 

 
 
 
The isolated eye test condition was designed to isolate the eye from the orbital bones, muscle, and fat. The 
isolated eye test experimental setup consisted of a rigid concave cup with a hole in the back through which the 
optic nerve, IOP sensor, and pressurization tube could pass (Figure 12). The rigid concave cup was designed to 
provide support for the eye during the test, and provided minimal reflective surfaces around the eye. 
Approximately one third of the posterior portion of the eye contacted the concave cup. Eyes were prepped with 
the experimental apparatus oriented vertically, such that the cornea faced the ceiling, so that only gravity affected 
the eye and no additional tension was placed on the optic nerve or the back of the eye. An alligator clip attached 
to the cable tie held the eye in place. When the experimental apparatus was rotated such that it was oriented 
horizontally for testing, the eye loosely rested on a small ledge to prevent drooping. A miniature pressure sensor 
was inserted into the eye through the optic nerve to quantify intraocular pressure (IOP). A sensor was placed in 
the flow field above the eye at a location that matches the reflected pressure sensor (face-on pressure sensor) in 
the synthetic orbit and close to the location of the top middle sensor in the 3D orbit. Static overpressures were 
measured at three locations on the wall of the ABS (Model 102B15-100psi, PCB Piezotronics, Depew, NY) (12 
inches ahead of the test region, at the test region, and 12 inches behind the test region).  Static overpressure was 
also measured in the flow field using a pencil sensor (Model 137A24-250psi, PCB Piezotronics, Depew, NY) 
approximately two inches away from the orbit.   
 
 

Face-On 
Pressure 
Sensor 

Static
Pressure
Sensor 

IOP
Sensor 

Isolated 
Eye 

Face-On 
Pressure 
Sensor 

Static
Pressure
Sensor 

IOP
Sensor 

Isolated 
Eye 

        
 

Figure 12:  Isolated eye experimental setup. 
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The synthetic orbit experimental setup consisted of a clear orbit, plane of symmetry, and first-order 
approximations of the forehead and chin (Figure 13). The plane of symmetry (PoS) was added along the nasal 
side of the synthetic orbit to prevent unrealistic pressure relief around the nose. Each eye was potted in a synthetic 
orbit with 10% Knox gelatin to simulate the fat/musculature around the eye. This was done by first suspending the 
eye was within the orbit using fishing line, with approximately one third of the anterior portion of the eye 
exposed. A 10% Knox® gelatin solution was then poured around the eye within the orbit. The orbit was 
refrigerated for at least minutes to allow the gelatin to set. A miniature pressure sensor that inserted into the eye 
through the optic nerve was used to quantify intraocular pressure (IOP). Reflected pressure (i.e., face-on pressure) 
was measured at the forehead of the synthetic orbit using a pressure sensor orthogonal to the pressure wave 
(Model 113B21-200psi, PCB Piezotronics, Depew, NY).  Static overpressures were measured at three locations 
on the wall of the ABS (Model 102B15-100psi, PCB Piezotronics, Depew, NY) (12 inches ahead of the test 
region, at the test region, and 12 inches behind the test region).  Static overpressure was also measured in the flow 
field using a pencil sensor (Model 137A24-250psi, PCB Piezotronics, Depew, NY) approximately two inches 
away from the orbit.  Four pressure sensors (Model 060S, 100 psi, Precision Measurement Company, Ann Arbor, 
MI) were also mounted to the walls inside the orbit (Figure 14).  There was a small hole in the back of the orbit to 
allow the IOP sensor, orbit sensors, and pressurization tube to pass through. 
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Figure 13:  Synthetic orbit experimental setup. 

  
Front View Side View 

 

 
Figure 14:  Miniature pressure sensors mounted to the synthetic orbital walls. 
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The 3D orbit was created from the 50th percentile male Global Human Body Models Consortium (GHBMC) 
Finite Element Model (FEM) skull and skin CAD geometry (Figure 15). Therefore, this model simulates 
physiologic facial anatomy around the eye, including the nose and skin thickness, of a 50th percentile male.  To 
generate the printed orbit, a rectangle of the surface geometry of the skull and skin was centered about the left 
orbit to create a block with an accurate outer skin and inner orbit surface.  The small area surrounding the eye was 
designed to be modeled separately using a clear material with properties similar to skin.  The rest of the 3D orbit 
was manufactured via a high quality stereolithography (SLS, 0.005" layer thickness, +/- 0.015" tolerances).  The 
fixture was made of a clear polymer similar to polycarbonate and then hand finished with a two part clear coat for 
optical clarity. The model contains seven mounting ports for PCB pressure sensors, which were designed to be 
normal to and flush with the outer surface.  Three sensor ports were placed superior and inferior to the orbit with 
an additional port located on the bridge of the nose.  In addition to the 3D printed orbit fixture, open and closed 
eyelid flesh geometries were created. The production of silicone flesh surrogate plugs was found to be difficult 
and expensive. Therefore, two negative eye skin molds were designed and manufactured to cast the eyelid skin 
from gelatin. The negative molds were designed to be mounted to the fixture using three of the sensor ports and 
several screws, thereby enclosing the eye and orbit.  Each custom negative eye skin orbit mold contains an 
exhaust port and a filling cylinder. This allows for Knox gelatin to be injected in the orbit to fill the remaining 
space around the eye. Once the gelatin cures, the mold can be removed and the sprue cut off.  

(a) Final CAD drawings (left) and printed (right) 3D orbit without eyelid molds 

(b) Final CAD drawings of open eyelid (left) and closed eyelid (right) 

(c) Final CAD drawing (left) and printed (right) negative eyelid molds 

(e) Final CAD drawing (left) and printed (right) 3D orbit with open eyelid negative mold installed  

Figure 15:  Design and fabrication of 3D printed orbit. 
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A technique was developed to consistently pot an eye in the 3D printed orbit.  As the 3D printed orbit is an exact 
replica of the human facial anatomy around the eye, including the nose and skin thickness, it requires a mold over 
the eye to generate either an open or closed eyelid (Figure 15-Top Left).  In order to pot the eye in the orbit, 
fishing line was suspended around the eye to hold it in place.  Then the negative eyelid skin mold for an open 
eyelid was secured to the orbit using three screws placed through the pressure sensor ports (Figure 15-Bottom 
Left).  A 10% solution of Knox gelatin was then poured around the eye, using a filling cylinder in the mold, and 
allowed to gel in a refrigerator.  The 10% gelatin solution is used to simulate the skin, fat, and musculature around 
the eye (Figure 15- Middle and Right). Once the gelatin cured, the mold and the fishing line were removed. 
Finally, the sprue, i.e. the small cylinder of excess material attached to the poured surface along the input tunnel, 
was cut off.  
 

 

 
 

 
 

 

 
 

 

 
 

Figure 15:  (Left, top) Open eyelid mold.  (Left, bottom) Open eyelid mold bolted to 3D orbit.  (Middle, Right) 3D printed 
orbit with 10% gelatin solution to simulate skin, fat, and musculature 

 
The final orbit and mounting bracket was modified by installing superior and inferior extensions to the clear orbit 
fixture to improve blast wave propagation (Figure 16). The extensions were created using the same facial 
geometry as the orbit fixture and modeled to fit over the aluminum mounting bracket and vertical mounting 
plates, which have a leading edge. The two blocks were created as solid models using our in house Z-Corp 350 
rapid prototyping machine (Figure 17).  To prepare them for testing, they were hand finished and sealed with a 
cyanoacrylate adhesive. They were then test fit with the existing system in preparation for testing (Figure 18). 
 

    
 

Figure 16: CAD model of 3D orbit, orbit mounting bracket, vertical mounting plates, and extensions. 
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Figure 17: Superior and inferior 3D fixture extension blocks after printing, hand finishing, and sealing. Superior and 
inferior surfaces (left), internal surfaces (center), anterior surfaces (right). 

 

   
 

Figure 18: Extension blocks on full fixture set up. This includes the clear orbit fixture, plane of symmetry, orbit 
mounting bracket, vertical mounting plates, extension blocks, pressure sensors, porcine eye, and silicon orbit flesh 

surrogate. 
 
The final design of the 3D orbit experimental setup consisted of a clear orbit, plane of symmetry, and extensions 
representing the forehead and chin (Figure 19). The plane of symmetry (PoS) was added along the nasal side of 
the 3D orbit to prevent unrealistic pressure relief around the nose. Reflected pressure (i.e., face-on pressure) was 
measured by seven pressure sensors (Model 113B21-200psi, PCB Piezotronics, Depew, NY) located on the 
surface of the skin of the 3D orbit geometry using pressure sensors, which are normal to and flush with the outer 
surface.  These were labeled ‘nasal’, ‘top medial’, ‘top middle’, ‘top temporal’, ‘bottom medial’, ‘bottom middle’, 
and ‘bottom temporal’. All sensing elements were flush with the external geometry of the 3D orbit. The nasal 
sensor was located adjacent to the eye. The top and bottom sensors are located on the forehead and chin, 
respectively. Static overpressures were measured at three locations on the wall of the ABS (Model 102B15-
100psi, PCB Piezotronics, Depew, NY) (12 inches ahead of the test region, at the test region, and 12 inches 
behind the test region).  Static overpressure was also measured in the flow field using a pencil sensor (Model 
137A24-250psi, PCB Piezotronics, Depew, NY) approximately two inches away from the orbit. Four pressure 
sensors (Model 060S, 100 psi, Precision Measurement Company, Ann Arbor, MI) were also mounted to the walls 
inside the orbit (Figure 20).  There was a small hole in the back of the orbit to allow the IOP sensor, orbit sensors, 
and pressurization tube to pass through. 
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Figure 19:  3D printed orbit experimental setup. 
 

  
Front View Side View 

 
Figure 20:  Miniature pressure sensors mounted to the 3D orbital walls. 

 
Data Acquisition and Processing  
 
All data were collected at 301.887 kHz (TDAS PRO, Diversified Technical Systems, Inc., Seal Beach, CA). The 
standard TDAS PRO anti-aliasing filter was bypassed because the frequency content of the blast overpressure 
wave exceeded the 4,300 Hz cutoff frequency. However, the TDAS PRO sensor input modules (SIMs) bandwidth 
of 0-25 kHz acts as a low-pass filter with a frequency cutoff of 25 kHz. All pressure data were zeroed prior to the 
event. High speed video of each test was captured at 20 kfps (v9.1, Vision Research, Wayne, NJ). Movement of a 
string hung from the top of the tube located near the eye was used to quantify the time of arrival of the shock 
wave using high speed video analysis.  
 
A custom MATLAB® (version 7.11.0.584 (R2010b), The MathWorks, Inc., Natick, MA) script was used to 
quantify the shock wave characteristics of each pressure sensor location (time of arrival, peak overpressure, 
positive duration, and positive impulse). Pressure measured inside the driver was used to quantify the time at 
which the membrane burst, which was considered t=0. Time of arrival (ToA) for each sensor location was based 
on the time of membrane rupture. Peak overpressure was defined as the maximum pressure value recorded during 
the test. Positive duration was defined as the time interval between initiation of positive overpressure and the time 
at which overpressure returned to zero. Impulse was defined as the area under the positive portion of the pressure- 
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time history. A one-way ANOVA was conducted on the average peak IOP, positive duration, and positive 
impulse for each boundary condition with tukey-kramer multiple comparison test to determine significance 
between groups with a p < 0.05. 
 
Peak intraocular pressure was correlated to peak static overpressure measured at the wall and within the flow 
field. Peak intraocular pressure was also correlated to peak total (isolated eye test condition only) or peak 
reflected overpressure (synthetic and 3D orbit conditions only). Further, peak static pressure measured at the wall 
was correlated to peak overpressure measured in the fluid flow.  
 
Injury Assessment  
 
Injuries were assessed in two ways. First, gross dissection of each eye following the test was used to quantify 
physical damage to the tissues and structures of the eye. Second, injury risk for physiologic injuries was 
calculated using the peak intraocular pressure measured for each test. Specific methods for each of these 
techniques are described below in further detail. 
 
All eyes were dissected using the following technique (Figure 16). The cornea and sclera were examined for 
damage. Fluorescein dye was reapplied to the cornea and a blue light was used to help visualize any new corneal 
abrasions incurred during preparation and testing. The cornea was cut off to expose the iris and anterior portion of 
the lens. The iris was cut away to expose the anterior sides of the ciliary body, zonules, and lens. Damage to these 
structures was noted. Using a surgical microscope, damage to the zonules was further assessed by gently pushing 
on the lens with a Q-tip and tugging on iris flap contralateral to the zonules being examined. The eye was then 
bisected to expose the retina and the posterior sides of the ciliary body and lens. A dissection microscope was 
used to magnify and examine these structures in detail, as many were not visible to the naked eye. Photographs 
were taken of each step of the dissection. Any damage that may have been caused by dissection techniques was 
noted.  
 

 
 

Figure 16:  Photographs from gross dissection of porcine eyes. 
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It should be noted that the retina is especially sensitive to postmortem effects, most notably, detachment due to 
the lack of blood flow and constant physiologic intraocular pressure.  As such, the retina was examined in the 
current study, but no retinal injuries were conclusively identified as being a result of exposure to blast 
overpressure to due to presence of retinal injuries in both control and sham eyes (Figure 17).  Other structures 
such as the cornea, iris, zonules, ciliary body, and lens that are less prone to postmortem effects were assessed for 
potential blast-induced injury. 
 

 

Figure 17:  Retinal folds in control eyes. 

Injury risk curves for projectile impacts exist for the prediction of hyphema, lens damage, retinal damage, and 
globe rupture using normalized energy (Kennedy et al., 2011). Normalized energy is defined as the kinetic energy 
of an impacting object divided by the projected area of the object. Neither kinetic energy nor projected area could 
be calculated for blast scenarios because blast loading is inherently different from projectile loading. Therefore, 
NE was quantified using three published correlations between IOP and NE that were developed based on 
projectile impacts to the eye (Duma et al., 2012). Normalized energy was quantified for each of the three 
correlations based on the projectile diameters: 6.35 mm, 9.25 mm, and 11.15 mm. As the current test series was 
designed to study the effect of blast on an unprotected eye, the 11.15 mm diameter projectile correlation was used 
for the final injury risk prediction. This was chosen because the area of an open eye affected by a blast, i.e., the 
area of the eye not covered by the eyelid, is most similar to the projected area of the 11.16 mm diameter rod. 
However, the two remaining correlations were also used to predict injury risk for comparison and to provide a 
more conservative injury risk prediction.  
 
Results  
 
Overall, peak overpressures increased as the test pressure level increased for all three boundary conditions. 
Average ± 1 standard deviation pressure-time histories for static (in flow), and total or reflected overpressure are 
shown for each boundary condition in Figure 18. A secondary peak at ~0.25 ms in the static overpressure trace 
was exacerbated with the addition of the PoS for the synthetic and 3D orbits. Average ± 1 standard deviation 
pressure-time histories for IOP are shown for each boundary condition in Figure 19. Correlations between peak 
overpressure (static, total, and reflected) and peak IOP are also shown for each test condition in Figure 19. Figure 
20 shows the average peak shock wave parameters (peak IOP, positive duration, and positive impulse) for all 
three boundary conditions. Peak IOP was significantly higher for the synthetic orbit than for the isolated eye at the 
20 psi level. Positive duration and positive impulse were not significantly different for any of the boundary 
conditions. Correlations between static overpressure measured at the wall and static overpressure measured in the 
fluid flow are shown in Figure 21.  



 
 

27 
 

 
 

Figure 18:  Average static (in-flow), total, and reflected overpressure time histories for unprotected porcine eye tests.  
Note: Solid lines indicate the average and dotted lines indicate ± 1 standard deviation (i.e., response corridor).  
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Figure 19:  Average intraoccular overpressure time histories for unprotected porcine eye tests (left) and correlations between 
intraoccular pressure and static and total overpressure (right).  

Note: Solid lines indicate the average and dotted lines indicate ± 1 standard deviation (i.e., response corridor). 
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Figure 20:  Average peak shock wave parameters for the three ocular boundary conditions.   
Note: * indicates a significant difference. 
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Figure 21: Correlations between static overpressure in-flow and static overpressure at the wall.  

The general trends in facial pressure response were that the ToA was delayed and peak overpressure decreased as 
the pressure sensor location moved medially-laterally across the face (Figure 22). This was due to the expected 
reduction in pressure as the wave propagated to locations further away from the bursting membrane as well wave 
propagation around the curved surface of the face. As the pressure sensor location moved medially-laterally 
across the face, the sensing elements became less normal to the direction of shock wave propagation. As such, 
these sensors measured decreasing amounts of dynamic pressure, thereby decreasing the overall peak pressure at 
these locations. These trends are consistent with the physics of blast wave propagation as well as the type of 
pressure measured by sensors. 

 

 
 

Figure 22:  3D orbit facial sensor time histories at the 30 psi test level.  
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Exemplar images for the synthetic orbit tests with point tracking are shown in Figure 23. Deflection of the cornea 
was less than 3 mm for all tests. Movement of the gelatin surrounding the eye in the 3D orbits made analysis of 
the high speed videos for the 3D orbit tests difficult. Notably, there was rippling on the surface gelatin which 
made it impossible to accurately locate the ink-printed dots on the sclera (Figure 24).  
 

 
 

Figure 23: Typical photographs from high-speed video anaylsis for the synthetic orbit. Red lines obtained by tracking points.  

 
 

Figure 24: Still images from high-speed video of the 30 psi 3D orbit test. 
 
The dissections revealed zonula, lens, ciliary body, and retinal injuries in the sham and test eyes. A number of the 
injuries observed at the lens and ciliary body upon dissection were caused during dissection or by the tube used to 
pressurize the eye, which sometimes penetrated the posterior half of the lens and/or ciliary body. Due to the 
number of sham eyes with reported injuries, significant differences between the proportion of injured sham eyes 
and the proportion of injured test eyes could not be identified. Due to rapid postmortem degradation, retinal 
damage was present in all eyes and was therefore not correlated to exposure to blast overpressure. Figure 17 
shows three photographs of the retinal folds and partial retinal detachments observed in control eyes. Overall, no 
major injuries could be attributed to primary blast overpressure exposure. 
 
Predicted injury risk was <5% for all eye injuries in all test conditions at all overpressure levels tested, calculated 
using peak IOP and the 11.16mm correlation between IOP and NE. Table 4 shows the average ± standard 
deviation for injury risk calculated for hyphema, lens damage, retinal damage, and globe rupture using the largest 
correlation. Figure 25 shows the injury risk for hyphema for the three boundary conditions. Significant differences 
are noted with an asterisk. Table 5 and Table 6 show the average ± standard deviation for injury risk predicted for 
hyphema, lens damage, retinal damage, and globe rupture using the correlations developed with medium (9.25 
mm) and small (6.35 mm) impactors for comparison, respectively. Only when using the 6.35mm correlation does 
injury risk increase above 5% (hyphema only), which is the most conservative prediction. Injury risk for lens 
damage, retinal damage, and globe rupture are virtually non-existent at these overpressure levels for even the most 
conservative prediction.  
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Table 4: Predicted injury risk calculated using 11.15mm diameter aluminum rod correlation (avg ±stdev). 

 
 

 
 

Figure 25: Average injury risk for hyphema for the three ocular boundary conditions. 
Notes: Injury risk calculated using 11.15mm diameter aluminum rod correlation, * indicates a significant difference. 

. 
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Table 5: Predicted injury risk calculated using 9.25mm diameter aluminum rod correlation (avg ±stdev). 

 
 

Table 6: Predicted injury risk calculated using 6.35mm diameter aluminum rod correlation (avg ±stdev). 

 
 
Summary  
 
This study is the first of its kind to assess the response and injuries of a porcine eye model exposed to survivable 
primary blast overpressure levels with increasing biofidelity of the boundary conditions surrounding the eye. 
Three boundary conditions (“Isolated Eye”, “Synthetic Orbit”, “3D Orbit”) were tested at 10 psi, 20 psi, and 30 
psi (static overpressure) to examine the effects of both increasing test overpressure level and experimental test 
setup biofidelity on the response of the eye. Care was taken to ensure the experimental test setups maintained a 
realistic fluid flow. All test setups occluded <20% of the cross-sectional area of the tube. A plane of symmetry 
(PoS) was added along the nasal side of the synthetic and 3D orbits to prevent unrealistic pressure relief around 
the nose. Pressure relief around the eye was greatest for the isolated eye due to the lack of large reflective 
structures surrounding the eye in this condition. The synthetic orbit produced the highest pressures at each test 
level due to the reflective surfaces perpendicular to shock wave propagation. Despite this, all tests resulted in low 
predicted injury risk. Furthermore, no injuries could be attributed solely to primary blast overpressure. Therefore, 
it was concluded that at these test pressure levels, eye injury risk is extremely low. Ultimately, these results 
indicate that boundary condition fidelity is critical to evaluating, modeling, and predicting eye injuries caused by 
primary blast overpressure exposure. These results expand the field by providing realistic test conditions that can 
be repeated or modeled for future studies and by adding the prediction of eye injury risk using intraocular 
pressure. 
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Effect of Spectacles and Goggles on the Response of Protected Porcine Eyes during 
Exposure to Blast Overpressure 
 
Background  
 
Reduced fatality rates in military conflicts have been linked to the use of advanced personal protective equipment 
(PPE), which is often designed to minimize the effects of ballistics and shrapnel (Fisher, 2015). Despite the 
availability of protective eyewear, eye injuries occurred in 17% of cases where protective eyewear was used and 
jumped to 26% when protective eyewear was not used (Thomas et al., 2009). The incidence of eye injuries that 
occur even when protective eyewear is used motivates the need to more fully understand primary blast 
overpressure as an eye injury mechanism for protected eyes. While initial experimental and computational models 
suggest eye protection can reduce peak overpressure exposure to the eye, it is imperative to understand the actual 
ocular response during blast overpressure exposure (Bailor et al., 2015). However, there is a paucity of 
experimental data in the literature that can be used to validate computational models. Furthermore, the question 
remains whether spectacles and/or goggles reduce eye injury risk from primary blast. Therefore, the purpose of 
this study is to quantify the eye response and injuries when wearing eye PPE, specifically spectacles and goggles, 
during primary blast overpressure exposure and evaluate the effectiveness of these PPE by comparing the results 
to those obtained for the unprotected eye.  
 
Methods 
 
Advanced Blast Simulator (ABS)  
 
All blast overpressure tests were conducted using the small VT ABS and aluminum membranes, as described in 
the previous section (Figure 9). Briefly, the helium gas-driven ABS consists of equally shaped “driver” and 
“driven” sections separated by a frangible aluminum membrane. The driver section is pressurized with helium gas 
until the membrane passively ruptures and sends a burst of gas down the driven section. As the gas compresses 
upon itself, a shock-front forms and the shock wave propagates through the tube. The small VT ABS is 
specifically designed for testing small specimens, and is able to produce peak overpressures up to approximately 
30 psi (static overpressure) with a positive duration around 2.5 ms using aluminum membranes. 
 
Porcine Eye Procurement and Preparation 
 
A total of 33 porcine eyes were acquired for this study. Fresh porcine eyes were shipped overnight on wet ice, 
stored in a refrigerator, and tested within three days of slaughter (Animal Technologies, Tyler, TX, USA). Three 
eyes were tested at the 10 psi and 20 psi static overpressure levels and five eyes were tested at the 30 psi static 
overpressure level for each piece of eyewear. An additional eleven eyes were used as controls (n=8) and shams 
(n=3). Control eyes were used to assess postmortem effects and damage from tissue procurement. Sham eyes 
were used to quantify potential injuries from pre-test preparation techniques, including the insertion of a pressure 
sensor and pressurization into the eye and setting the eye in a rigid concave cup or in gelatin. All eyes were 
prepared with the following technique. Skin and musculature was removed to expose only the globe and optic 
nerve. Eyes were identified as left (OS) or right (OD). Cornea clarity was qualitatively assessed (clear, not clear), 
and visibility of the “Y” suture on the lens was noted. Fluorescein dye was applied to the cornea and a blue light 
was used to help visualize corneal abrasions. Any existing corneal abrasions were noted. Control eyes were 
dissected at this point to assess and quantify baseline damage to the eye caused by postmortem degradation and 
procurement from the abattoir. The remaining eyes were further prepared by applying a dot pattern on the surface 
of the sclera using permanent black ink. A miniature pressure sensor (Model 060S, 100 psi, Precision 
Measurement Company, Ann Arbor, MI) and a small tube were inserted through the optic nerve into the vitreous 
fluid and secured in place using a cable tie. Normal physiologic intraocular pressure (IOP) was provided 
throughout the duration of the test using a gravity-fed system. Specifically, a bag of Lactated Ringer’s solution 
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was connected to the small tube and suspended 8 in. above the eye. Intraocular pressure was measured before and 
after each test using a veterinary tonometer (Tono-Pen AVIA Vet® Veterinary Tonometer, Reichert 
Technologies, Depew, NY, USA). Due to minor variations, measurements were taken using the tonometer until 
three sequential measurements recorded the same IOP at a 95% confidence. 
 
Protected Eye Test Conditions: Ocular PPE 
 
One pair of spectacles and one pair of goggles were selected from the Authorized Protective Eyewear List 
(APEL) provided by the Program Executive Office (PEO Soldier) (Authorized Protective Eyewear List (APEL), 
2015). The Eye Safety Systems, Inc. (ESS2) Crossbow and Profile NVG were chosen because of their popularity 
as reported through multiple contacts with PEO Soldier (Figure 26). 
 
 

 
 

Figure 26: Spectacles and goggles used for protected porcine eye blast tests. 
 
 
The 3D orbit, described in detail in the previous section (i.e., unprotected porcine eye blast tests), was used for all 
protected porcine eye blast tests. Pressure measurement locations are the same as those described in the previous 
section (i.e., unprotected porcine eye blast tests). The spectacles and goggles were placed on the 3D printed orbit 
that was previously used for the unprotected porcine eye tests (Figure 27). A single pair of each the spectacles and 
goggles was used for all tests. The eyewear was cut in half in order to fit over the 3D orbit and against the plane 
of symmetry (PoS). As the lens for both the spectacles and goggles was separate from the rim and nosepiece, 
super glue was used to secure these pieces together. The spectacles and goggles were both rigidly held in place at 
the bridge of the nose using a screw to attach the lens to a small aluminum block, which was rigidly mounted to 
the PoS. The earpiece of the spectacles was held in place at the temple using a plastic cable fastener. The position 
of the cable fastener simulated the position above the ear where the spectacles would rest, without the addition of 
a head strap. The goggles were held in place at the temple by securing the strap to the back of the experimental 
test setup. Tension on the strap was strong enough for the goggle to remain in contact with the face, but not strong 
enough to compress the goggles. This preparation technique was developed after a number of users were 
instructed to adjust the goggles for comfort, as would be done in theatre. Additionally, the goggles were placed on 
the FOCUS headform to compare fit and contact between the goggle and the headforms. While both the ESS 
Crossbow and ESS Profile NVG are Universal Prescription Lens Carrier (UPLC) compatible, allowing soldiers 
who require prescription lenses to use this eyewear, all tests were conducted without the prescription lens 
attachment. The spectacles did not contact any of the seven facial pressure sensors. The goggles contacted five of 
the facial pressure sensors. The nasal and bottom nasal sensors remain exposed with the goggles in place.  
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Figure 27: Spectacles and goggles attached to the 3D orbit. 

 
Data Acquisition and Processing 
 
All data were collected at 301.887 kHz (TDAS PRO, Diversified Technical Systems, Inc., Seal Beach, CA). The 
standard TDAS PRO anti-aliasing filter was bypassed because the frequency content of the blast overpressure 
wave exceeded the 4,300 Hz cutoff frequency. However, the TDAS PRO sensor input modules (SIMs) bandwidth 
of 0-25 kHz acts as a low-pass filter with a frequency cutoff of 25 kHz. All pressure data were zeroed prior to the 
event. High speed video of each test was captured at 20 kfps (v9.1, Vision Research, Wayne, NJ).  
 
A custom MATLAB® (version 7.11.0.584 (R2010b), The MathWorks, Inc., Natick, MA) script was used to 
quantify the shock wave characteristics at each pressure sensor location (time of arrival, peak overpressure, 
positive duration, and positive impulse). Using MATLAB®, a one-way ANOVA was conducted on the average 
peak IOP, reflected overpressure, static overpressure (in the flow), and static overpressure (along the wall) for the 
spectacles, goggles, and unprotected 3D orbit tests with tukey-kramer multiple comparison test to determine 
significance between groups with a p < 0.05.  
 
Injury Assessment  
 
Injuries were assessed in two ways. First, gross dissection of each eye following the test was used to quantify 
physical damage to the tissues and structures of the eye. Second, injury risk for physiologic injuries was 
calculated using the peak intraocular pressure measured for each test. The gross dissection methods and injury 
risk calculations are described in detail in the previous section (i.e., unprotected porcine eye blast tests). 
 
Results  
 
Pressure-time histories for all tests with the spectacles and goggles are shown in Figure 28, Figure 29, and Figure 
30. The unprotected eye IOP time histories from the previous section are included for comparison. Peak IOP 
increased with increasing test level. Compared to the unprotected eye, the recorded IOP pulses for both the 
spectacles and goggles had a delayed time to peak overpressure. This was observed to a greater extent for the 
goggles than for the spectacles. Peak IOP decreased with the addition of the spectacles at the 20 psi and 30 psi test 
levels. Peak IOP decreased with the addition of the goggles at all three test levels.  
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Figure 28: Intraocular overpressure time histories for porcine eye tests- unprotected and spectacles. 
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Figure 29: Intraocular overpressure time histories for porcine eye tests- unprotected and goggles. 
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Figure 30: Intraocular overpressure time histories for porcine eye tests- spectacles and goggles. 
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Peak overpressure measured at all locations increased with increasing test pressure level for both the spectacles 
and goggles (Figure 31). The goggles resulted in a greater reduction in peak IOP than the spectacles at all three 
test levels. Both the spectacles and goggles showed a decrease in peak IOP at the 20 psi and 30 psi levels. 
However, the reduction in peak IOP at the 20 psi and 30 psi levels was not significantly different from the 
unprotected eye. The spectacles recorded a significant increase in peak IOP compared to the unprotected eye and 
the goggles at the 10 psi level. The goggles recorded a significant decrease in peak IOP compared to the 
unprotected eye and spectacles at the 10 psi level.  
 
 

 
 

Figure 31: Average peak IOP for unprotected and protected eyes. 
Note: * indicates a significant difference. 
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Similar to peak overpressure, positive impulse showed significant differences at the 10 psi level for all four 
pressure measurement locations (Figure 32). Positive impulse was higher for the spectacles than the unprotected 
eye at each pressure measurement location, and was significantly higher than the goggles at the IOP, reflected 
overpressure, and static overpressure (along the wall) locations. Generally, positive duration did not vary 
significantly at each sensor location. Positive duration for the spectacles was significantly lower than the 
unprotected eye at the 20 psi level for IOP, and significantly higher than the goggles at the 10 psi for reflected 
overpressure.  
 
 

 
 

Figure 32: Average positive impulse for unprotected and protected eyes. 
Note: * indicates a significant difference. 
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Still images of high speed video during the first 800 μs of the blast event show a rippling effect on the gelatin 
surrounding the eye and minor deflection of the lens for both the spectacles and goggles (Figure 33 and Figure 
34). The rippling effect was previously observed with the unprotected eyes, and was more noticeable with the 
spectacles as compared to the goggles. Deflection of the lens could not be accurately quantified from this single 
side-on view video image due to the fact that deflections occurred in multiple axes. The nosepiece of the goggle 
that initially contacted the nose moved off the nose during the event, causing slapping against the nose and 
gelatin. 
 
 

 
 

Figure 33: Still images from high-speed video of 30 psi blast test with spectacles. 
 
 
 

 
 

Figure 34: Still images from high-speed video of 30 psi blast test with goggles. 
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A number of the injuries observed at the lens and ciliary body upon dissection were incurred during dissection. 
Other than two cases of lens damage, only ciliary body injuries were reported as potentially being independent of 
preparation techniques. However, using chi-square tests, it was determined that there was no significant difference 
between the proportion of ciliary body injury observed between sham eyes and any of the unprotected eyes, eyes 
with spectacles, or eyes with goggles. Therefore, it was concluded that the reported injuries were not due to 
exposure to primary blast overpressure.  
 
Predicted injury risk increased with increasing test pressure level (Table 7). Injury risk was <2% for all eye 
injuries for both spectacles and goggles. Predicted injury risk calculated for the spectacles and goggles was lower 
than the unprotected eye. 

 
 

Table 7: Predicted injury risk for porcine eye tests with spectacles and goggles calculated using 11.15mm diameter 
aluminum rod correlation (avg ±stdev). 

 
 
 

Summary  
 
This study quantified peak intraocular pressure for porcine eyes protected by spectacles and goggles to assess the 
ability of military protective eyewear to minimize eye injury risk from primary blast overpressure. The addition of 
the spectacles increased IOP at the 10 psi level, but decreased IOP at the 20 psi and 30 psi test levels. However, 
these changes were only significantly different for the 10 psi level. The addition of the goggles decreased IOP at 
all test levels. The reduction of peak IOP measured in this study correlates to a lower risk of eye injuries from 
primary blast overpressure for scenarios where eye protection is used. This further supports the need to increase 
military personnel compliance in regard to the proper use of protective eyewear during combat. Interestingly, the 
spectacles and goggles produced similar reduction in peak IOP at the 30 psi condition. It is possible that the 30 psi 
test level represents the threshold between spectacles and goggles where lens shape and/or contact with the face 
does not affect the resulting propagation of pressure toward the eye. Future work with higher pressure levels will 
elucidate further trends in the ability of spectacle and goggles to protect the eye from primary blast overpressure. 
Further, the combined effects of protective eyewear and helmets will increase the fidelity of the results for 
comparison to combat scenarios. 
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EYE BLAST FINITE ELEMENT MODELING 
 
Parametric Eye Blast Study  
 
A paper entitled “Injury Risk Prediction from Computational Simulations of Ocular Blast Loading” detailing blast 
eye modeling work that was performed in earlier phases of this project is in review with Biomechanics and 
Modeling in Mechanobiology and is provided below. This study used a predictive Lagrangian-Eulerian finite 
element eye model to analyze 2.27 kg and 0.45 kg trinitrotoluene (TNT) equivalent blasts detonated from 
different locations. Free air and ground level blasts were simulated directly in front of the eye and at lateral offset 
locations with box, average, less protective, and more protective orbital anthropometries, resulting in 96 
simulations. Injury risk curves were developed for hyphema, lens dislocation, retinal damage, and globe rupture 
from experimental and computational data to compute risk from corneoscleral stress and intra-ocular pressure 
computational outputs. Corneoscleral stress, intra-ocular pressure, and risk of injuries increased with larger blast 
size and with the blast located nearer to the eye. Orbital geometry affected the observed stresses, pressures, and 
associated ocular injury risks for the blast conditions simulated. Results of this parametric computational study of 
ocular blast loading are valuable to the design of eye protection equipment and the mitigation of blast-related eye 
injuries. 
 
TITLE: Injury Risk Prediction from Computational Simulations of Ocular Blast Loading 
AUTHORS: Weaver AA, Stitzel SM, Stitzel JD 
JOURNAL: Biomechanics and Modeling in Mechanobiology 
STATUS: Under Review 
 
Abstract 
 
A predictive Lagrangian-Eulerian finite element eye model was used to analyze 2.27 kg and 0.45 kg 
trinitrotoluene (TNT) equivalent blasts detonated from 24 different locations. Free air and ground level blasts 
were simulated directly in front of the eye and at lateral offset locations with box, average, less protective, and 
more protective orbital anthropometries, resulting in 96 simulations. Injury risk curves were developed for 
hyphema, lens dislocation, retinal damage, and globe rupture from experimental and computational data to 
compute risk from corneoscleral stress and intra-ocular pressure computational outputs. Corneoscleral stress, 
intra-ocular pressure, and injury risks increased when the blast size was larger and located nearer to the eye. Risks 
ranged from 20-100% for hyphema, 1-100% for lens dislocation, 2-100% for retinal damage, and 0-98% for globe 
rupture depending on the blast condition. Orbital geometry affected the stresses, pressures, and associated ocular 
injury risks for the blast conditions simulated. Orbital geometries that more fully surrounded the eye such as the 
more protective orbit tended to produce higher corneoscleral stresses, and compression of the eye against the 
surrounding rigid orbit contributed to high stresses as the blast wave propagated. However, the more protective 
orbit tended to produce lower intra-ocular pressures in comparison to the other three orbital geometries which 
may indicate that the more protective orbit inhibits propagation of the blast wave and reduces ocular loading. 
Results of this parametric computational study of ocular blast loading are valuable to the design of eye protection 
equipment and the mitigation of blast-related eye injuries. 
 
Introduction 
 
Military combat has recently seen an increase in the use of improvised explosive devices (IEDs), with explosive 
events accounting for over 75% of combat-related fatalities in Operation Iraqi Freedom and Operation Enduring 
Freedom (Belmont et al. 2010). IEDs are responsible for up to 51% of ocular injuries in recent military studies 
(Mader et al. 2006), and ocular injury from blast loading is associated with severe ocular morbidity and visual 
impairment (Weichel et al. 2008). Blast injuries are classified into four categories: primary, secondary, tertiary, 
and quaternary. Primary ocular injuries caused directly by blast overpressure are the focus of this study.  
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Experiments with human and animal eyes have determined injury tolerance for agents of blunt trauma, predicting 
ocular injury risk from the kinetic energy, velocity, mass, or normalized energy of the projectile (Berger 1978; 
Duma and Crandall 2000; Duma et al. 2005a; Kennedy and Duma 2011; Kennedy et al. 2007; Kennedy et al. 
2006; Scott et al. 2000). Instrumented surrogates such as the Facial and Ocular Countermeasure Safety (FOCUS) 
headform have also been used to predict ocular injury risk from projectile loading (Bisplinghoff and Duma 2009; 
Kennedy et al. 2007). Blast overpressure experiments with animal eyes have demonstrated globe rupture, retinal 
damage, hyphema, corneal edema, and optic nerve degeneration when the eye is exposed to higher pressure levels 
(Bricker-Anthony et al. 2014a; Bricker-Anthony et al. 2014b; Choi et al. 2015; Hines-Beard et al. 2012; 
Sherwood et al. 2014; Zou et al. 2013). However, other experiments with fireworks have concluded that isolated 
primary blast overpressure does not cause severe eye injury (Alphonse et al. 2012).  
 
Finite element (FE) models of the eye have been used to simulate a variety of impacts and analyze injury potential 
(Bhardwaj et al. 2014; Esposito et al. 2015; Karimi et al. 2016; Kennedy et al. 2008; Kisielewicz et al. 1998; Liu 
et al. 2015; Power et al. 2002; Stitzel et al. 2002; Stitzel et al. 2005; Uchio et al. 2004; Uchio et al. 1999; Uchio et 
al. 2001; Weaver et al. 2011a; Weaver et al. 2011b). The Virginia Tech – Wake Forest University (VT-WFU) eye 
model is a FE model validated to predict globe rupture for dynamic blunt eye impacts (Stitzel et al. 2002; Weaver 
et al. 2011a). The model has been validated with 79 matched experimental tests and computational simulations of 
ocular impacts with eight different projectiles at varying velocities. Additional studies with the VT-WFU eye 
model have investigated the effect on eye injury as age, orbital anthropometry, projectile type, and loading 
characteristics are varied (Kennedy et al. 2008; Stitzel et al. 2005; Weaver et al. 2011a; Weaver et al. 2011b; 
Weaver et al. 2010). 
 
The objective of the study was to use the VT-WFU eye model to simulate different blast scenarios by varying 
blast location and size, as well as orbital anthropometry. A secondary goal was to develop injury risk curves and 
to predict risk for hyphema, lens dislocation, retinal damage, and globe rupture from the blast simulations.  
 
Methods 
 
Computational Modeling of Ocular Blast Loading 
Ocular blast loading was simulated in LS-Dyna (Livermore Software Technology Corporation, Livermore, CA) 
using the VT-WFU eye model which was updated previously from a quarter cylinder geometry to represent the 
entire eye (Weaver et al. 2011b). This model is based on two spherical geometries forming chambers anterior and 
posterior to the lens, and includes Lagrangian and Eulerian meshes to accurately represent the mechanics of both 
solid and fluid interactions. The model was developed with Hypermesh (Hyperworks v.9.0, Altair, Troy, MI) in 
conjunction with LS-Prepost (Livermore Software Technology Corporation, Livermore, CA). Material properties 
(Uchio et al. 1999), definitions, and cross sectional dimensions have been reported previously (Stitzel et al. 2002; 
Weaver et al. 2011b). The Lagrangian mesh includes a corneoscleral shell with variable thickness (consisting of 
the cornea, sclera, and limbus), as well as the ciliary body, zonules, and lens. The Lagrangian mesh is embedded 
in an Eulerian fluid mesh to model large deformations of the fluid-filled anterior and posterior chambers of the 
eye. The Eulerian mesh encompasses the volume of the corneoscleral shell as well as a region surrounding the eye 
to account for possible equatorial expansion and posterior translation during loading. 
 
Ocular blast loading was simulated with four different orbital geometries used in previous FE studies: a box orbit 
(Weaver et al. 2011a) and average, less protective, and more protective orbits (Weaver et al. 2011b) (Figure 35). 
A rigid box orbit was modeled with deformable gelatin material that surrounded the eye, approximating 
experimental test setups which used a polycarbonate and polypropylene eye mount to represent the orbit and 
surrounding soft tissue (Stitzel et al. 2002; Weaver et al. 2011a). Average, less protective, and more protective 
orbits were modeled based on orbital height and width, brow protrusion angle, and lateral eye protrusion 
measurements previously collected from Caucasian subjects (Weaver et al. 2010). The average orbit had an 
average orbital aperture (orbital width and height: 36.26 and 31.61 mm), brow protrusion (27.05 degrees), and eye 
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protrusion (12.06 mm). The less protective orbit had a larger orbital aperture (orbital width and height: 40.04 and 
36.40 mm), less brow protrusion (19.75 degrees) and more eye protrusion (18.23 mm). The more protective orbit 
had a smaller orbital aperture (orbital width and height: 32.48 and 26.82 mm), more brow protrusion (34.35 
degrees), and less eye protrusion (5.89 mm). These three orbits were modeled as rigid parts in the blast 
simulations.  
 
Twenty-four different blast scenarios (Table 8) were simulated for each of the four orbit geometries, resulting in a 
total of 96 simulations. Each of the 24 blast scenarios is described by four parameters: blast size (trinitrotoluene, 
or TNT equivalence), standoff distance (distance from the eye), lateral distance (right or left of the eye) and height 
(vertical distance). Two blast sizes were modeled to represent 0.45 kg (1 lb) and 2.27 kg (5 lb) TNT equivalent 
blasts. These are relatively small blasts that are similar in explosive capacity to what would be expected from a 
small IED. A firebomb, molotov cocktail, or postal explosive device may be on the order of 0.45 kg, while a 
typical pipe bomb is on the order of 2.27 kg (Sullivan 2002). Each of these blast sizes was simulated in 12 
different locations (Figure 35). Standoff distance was varied between two locations at 1.52 m (5 ft) and 3.05 m 
(10 ft) anterior to the cornea. Lateral distance was varied between three locations: directly in front of the eye with 
no lateral offset at 0.00 m, or offset by 1.83 m (6 ft) to the left or right of the eye. The height of the blast was 
modeled as either a “free air” blast located at eye level (defined as 0.00 m) or a “ground” blast located 1.68 m (5.5 
ft) inferior to the eye at ground-level.   

 
Table 8: Test matrix of blast scenarios simulated for each orbit geometry. 

ID# 
Blast Size: TNT 

Equivalence 
(kg) 

X-offset: 
standoff 

distance (m) 

Y-offset: 
lateral 

distance (m) 

Z-offset: 
vertical 

distance (m) 
Location Description 

1 2.27  1.52 0.00 0.00 Eye Level, No Offset 
2 2.27  1.52 1.83 0.00 Eye Level, Right Offset 
3 2.27  1.52 -1.83 0.00 Eye Level, Left Offset 
4 2.27  1.52 0.00 -1.68 Ground Level, No Offset 
5 2.27  1.52 1.83 -1.68 Ground Level, Right Offset 
6 2.27  1.52 -1.83 -1.68 Ground Level, Left Offset 
7 2.27  3.05 0.00 0.00 Eye Level, No Offset 
8 2.27  3.05 1.83 0.00 Eye Level, Right Offset 
9 2.27  3.05 -1.83 0.00 Eye Level, Left Offset 

10 2.27  3.05 0.00 -1.68 Ground Level, No Offset 
11 2.27  3.05 1.83 -1.68 Ground Level, Right Offset 
12 2.27  3.05 -1.83 -1.68 Ground Level, Left Offset 
13 0.45  1.52 0.00 0.00 Eye Level, No Offset 
14 0.45  1.52 1.83 0.00 Eye Level, Right Offset 
15 0.45  1.52 -1.83 0.00 Eye Level, Left Offset 
16 0.45  1.52 0.00 -1.68 Ground Level, No Offset 
17 0.45  1.52 1.83 -1.68 Ground Level, Right Offset 
18 0.45  1.52 -1.83 -1.68 Ground Level, Left Offset 
19 0.45  3.05 0.00 0.00 Eye Level, No Offset 
20 0.45  3.05 1.83 0.00 Eye Level, Right Offset 
21 0.45  3.05 -1.83 0.00 Eye Level, Left Offset 
22 0.45  3.05 0.00 -1.68 Ground Level, No Offset 
23 0.45  3.05 1.83 -1.68 Ground Level, Right Offset 
24 0.45  3.05 -1.83 -1.68 Ground Level, Left Offset 
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Figure 35: The 12 blast locations simulated are designated with asterisks in relation to the eye (circle located at the origin). 

 

 
 

Figure 36: Peak intra-ocular pressure versus normalized blast parameter, Z, for the 96 blast scenarios, plotted with predicted 
peak incident and reflected pressures. 
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Figure 37: Maximum principal stress (MPa) in the corneoscleral shell of the eye model during a 0.45 kg TNT equivalent 
1.52 m standoff blast with no offset (Blast ID# 13) with the a) box orbit, b) average orbit, c) less protective orbit, d) more 

protective orbit. The maximum principal stress reached 10.22 MPa for the box orbit (a), 10.80 MPa for the average orbit (b), 
9.45 MPa for the less protective orbit (c), and 11.55 MPa for the more protective orbit (d). 
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The blast wave loading was based on an implementation of the CONWEP (CONventional WEApons) software 
into LS-Dyna (Livermore Software Technology Corporation, Livermore, CA) as outlined by Schwer (Schwer 
March 2009). In this model, the pressure wave characteristics for a specific charge mass and range combination 
are calculated utilizing the cube-root scaled distance, Z (a function of TNT equivalent charge mass and charge 
location), and a set of parameterized power fit equations representing the pressure wave characteristics of the blast 
wave as a function of the scaled distance.  
 
The cube-root scaling law says that explosive charges of similar geometry will produce self-similar blast waves at 
identical scaled distances. Using Equation 1, the scaled distance, Z, is computed using the distance of the eye 
from the blast, R, and the charge mass, W. This scaled distance was used to parameterize an extensive collection 
of experimental data into forms used by CONWEP, and implemented in LS-Dyna using the *Load_Blast 
keyword. The *Load_Blast implementation requires inputs of the explosive equivalent TNT mass, the location of 
the center of the charge, the blast type (free air or ground) and the segments to which the calculated pressure 
history should be applied. Peak incident pressures (Pmax), impulses (Imax), and time of arrival (TOA) can be 
calculated using a power fit series as a function of Z for any charge weight and range combination (Kingery April 
1984). 
 

3

1

w

RZ     (Eqn. 1) 

 
This calculated blast wave was used to define the surface loading and was applied to the corneoscleral shell 
elements that are unprotected by the orbit. It is important to note two simplifications made in the blast modeling. 
The blast wave was modeled with the simplifying assumption that surfaces normal to the blast see a reflected 
pressure, while surfaces with an angle of incidence greater than 90 degrees see the incident pressure. For the blast 
scenarios considered in free air, the reflected pressure seen by the surface normal to the blast is on the order of 2-
8.5 times the calculated maximum incident overpressure (Stuhmiller 1991). Additionally, reflections of the blast 
pressure off the surface geometry are not calculated, meaning any effects of the facial contours of the orbit on the 
blast wave itself were not considered.  
 
Ocular Injury Risk Prediction 
Injury risk curves were developed for eye injuries including hyphema (HY), lens dislocation (LD), retinal damage 
(RD), and globe rupture (GR). The curves compute ocular injury risk from 1) maximum principal stress in the 
corneoscleral shell (filtered with SAE 3000 Hz) and 2) peak intra-ocular pressure averaged from four elements in 
the center of the vitreous of the eye model (filtered with SAE 10000 Hz). The risk curves were developed from 
published curves in the literature and the results of matched experimental and computational tests (Kennedy and 
Duma 2011; Weaver et al. 2011a).  
 
Globe Rupture Risk Prediction  
Stress and pressure-based GR risk curves were developed using data from a 79 projectile matched experimental 
and computational study (Weaver et al. 2011a). A survival analysis for arbitrarily censored data was performed in 
Minitab (v 15.1.30.0, Minitab Inc, State College, PA) to generate the GR risk curves (Figure 38). The survival 
analysis was evaluated using a Weibull distribution with maximum likelihood estimation. The equation for injury 
risk based on survival analysis is provided in Equation 2, where x is the measure used to calculate risk (either 
stress or pressure), and a and b are values provided in Table 9. 
 

100*1,%





















b

a

x

eInjuryRisk    (Eqn. 2) 
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Figure 38: Risk curves for hyphema, lens dislocation, retinal damage, and globe rupture calculated from maximum principal 
stress in the corneoscleral shell elements (top) or intra-ocular pressure in the center of the vitreous (bottom). The calculated 
risks from the blast simulations are plotted on the curves, and are stratified by 2.27 kg versus 0.45 kg TNT equivalent blast 

size. 

 

Table 9: Parameter values for risk curves for different ocular injuries calculated using different measures. Values highlighted 
in gray were obtained from Kennedy et al (3). 

Eye Injury Measure, x a  b Source 
Globe Rupture (GR) Stress (MPa) 20.41040 (MPa) 5.44749 
Globe Rupture (GR) Pressure (MPa) 1.63013 (MPa) 2.58763 

Developed in this 
study 

Hyphema (HY) Normalized Energy (kJ/m2) 14.23320 (kJ/m2) 1.94012 
Lens Dislocation (LD) Normalized Energy (kJ/m2) 19.01200 (kJ/m2) 4.03800 
Retinal Damage (RD) Normalized Energy (kJ/m2) 19.82630 (kJ/m2) 3.73625 
Globe Rupture (GR) Normalized Energy (kJ/m2) 38.52490 (kJ/m2) 5.73194 

Kennedy and Duma 
2011 
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Hyphema, Lens Dislocation, and Retinal Damage Risk Prediction  
For each simulation, the stress- or pressured-based GR injury risk was correlated to risk for HY, LD, and RD 
using risk curves based on normalized energy (Kennedy and Duma 2011). Kennedy and Duma developed the 
normalized energy-based risk curves defined by Equation 2 and parameters in Table 9 using survival analysis 
with a Weibull distribution and maximum likelihood estimation. In the current study, Equation 3 was solved to 
calculate normalized energy from the GR risk calculated in the blast simulation, Injury Risk, %GR. Note that 
Equation 3 is the equivalent of solving Equation 2 for x using the GR parameter values reported by Kennedy et al. 
(a=38.52490 kJ/m2, b=5.73194). 
 

   73194.5

1
73194.5 1,%52490.38_  GRInjuryRiskInEnergyNormalized  (Eqn. 3) 

 
Once normalized energy was determined for a given blast simulation, it was input into Equation 2 as x, along with 
the parameter values for HY, LD, and RD (from Table 9), to calculate risk of HY, LD, and RD injury. The 
resulting HY, LD, RD, and GR injury risk curves are reported in Figure 38. 
 
Results  
 
The peak intra-ocular pressure data was validated by examining the predicted peak incident pressure calculated 
from the parameterized power fit series used by CONWEP and the reflected pressure coefficient. Figure 36 shows 
the peak intra-ocular pressure data fit with a power trend line for all 96 blast scenarios (R2=0.88). The 
parameterized power series equation used in CONWEP for peak incident pressure is also plotted. The pressure 
seen by a surface normal to the blast in free air is on the order of 2-5 times the calculated peak incident 
overpressure (Stuhmiller 1991), and using a calculated reflection coefficient (a function of Z, which varies from 
2-8.5 for the blast scenarios considered here), the predicted reflected pressure seen by the eye reasonably matches 
the intra-ocular pressure. The corneoscleral maximum principal stress data also fit a power series equation well 
(R2=0.61). 
 
For a given blast scenario, the magnitude, timing, and distribution of maximum principal stress in the 
corneoscleral shell varied between the four orbital geometries simulated (Figure 37). In this example of a 0.45 kg 
TNT equivalent 1.52 m standoff blast (Blast ID# 13), corneoscleral stress was lowest with the less protective orbit 
(9.45 MPa) compared to the box (10.22 MPa), average (10.80 MPa), and more protective (11.55 MPa) orbits. 
Blast-induced compression of the eye against the more confined geometry of the average and more protective 
orbits is likely the cause of the higher corneoscleral stresses.   
 
The peak corneoscleral maximum principal stress and intra-ocular pressure is provided in the Table 10 for each of 
the 96 blast scenarios, along with the calculated risk for HY, LD, RD, and GR using the developed stress-based or 
pressure-based risk curves. The stress-based and pressure-based risk for HY, LD, RD, and GR is plotted on the 
risk curves in Figure 38 for each of the 96 blast scenarios, stratifying for blast size. Peak corneoscleral stress 
ranged from 6.27 MPa (Blast ID# 9, less protective orbit) to 26.03 MPa (Blast ID# 1, less protective orbit). Peak 
intra-ocular pressure ranged from 0.03 MPa (Blast ID# 23-24, box orbit and Blast ID# 24, less protective orbit) to 
1.93 MPa (Blast ID# 1, box orbit). Overall, higher stresses and pressures were observed with the larger blast size 
(2.27 kg TNT equivalent) and in blast scenarios where the distance between the blast and the eye was reduced.  
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Table 10: Peak corneoscleral maximum principal stress and intra-ocular pressure measured in the 96 blast scenarios. The risk 
of hyphema, lens dislocation, retinal damage, and globe rupture is reported based on the stress-based or pressure-based risk 

curves. See Table 1 for blast conditions specified for each ID#. 

 
Hyphema  
Risk (%) 

Lens Dislocation 
Risk (%) 

Retinal Damage 
Risk (%) 

Globe Rupture 
Risk (%) 

Orbit  ID# 
Stress 
(MPa) 

Pressure 
(MPa) Stress Pressure Stress Pressure Stress Pressure Stress Pressure 

1 19.32 1.93 99.80 99.97 100.00 100.00 99.99 100.00 52.36 78.51
2 12.44 0.56 93.73 93.33 92.50 91.54 87.28 86.10 6.52 6.10
3 12.31 0.43 93.39 88.07 91.69 77.54 86.29 71.04 6.17 3.04
4 11.84 1.12 92.02 99.30 88.26 99.98 82.28 99.83 5.02 31.52
5 14.85 0.73 97.85 96.74 99.40 98.21 97.91 95.50 16.21 11.84
6 12.85 0.97 94.72 98.74 94.68 99.88 90.11 99.30 7.73 22.86
7 10.01 0.70 84.36 96.24 67.53 97.48 61.45 94.24 2.04 10.50
8 9.73 0.31 82.81 79.65 63.53 55.86 57.76 50.82 1.75 1.30
9 11.33 0.23 90.29 71.52 83.62 39.31 77.23 36.21 3.97 0.65

10 11.47 0.57 90.79 93.61 84.99 92.20 78.69 86.91 4.24 6.38
11 10.60 0.24 87.28 71.79 75.37 39.78 68.91 36.63 2.78 0.66
12 9.53 0.30 81.64 79.52 60.60 55.55 55.10 50.55 1.57 1.29
13 10.22 0.45 85.46 89.12 70.42 80.42 64.16 73.93 2.28 3.43
14 7.85 0.17 69.43 61.63 35.76 24.73 33.11 23.42 0.55 0.29
15 9.11 0.13 78.98 53.26 54.32 16.12 49.45 15.73 1.23 0.15
16 13.26 0.20 95.57 65.86 96.34 30.30 92.48 28.32 9.10 0.41
17 8.70 0.12 76.13 49.69 48.14 13.26 43.97 13.12 0.96 0.11
18 9.18 0.14 79.47 55.69 55.44 18.33 50.45 17.72 1.28 0.18
19 7.31 0.10 64.63 46.19 28.58 10.84 26.82 10.89 0.37 0.08
20 6.57 0.07 57.41 35.83 20.03 5.56 19.24 5.88 0.21 0.03
21 6.42 0.06 55.87 30.26 18.50 3.64 17.87 3.98 0.18 0.02
22 7.09 0.07 62.56 36.18 25.87 5.70 24.43 6.01 0.31 0.03
23 7.03 0.03 61.98 20.77 25.16 1.48 23.80 1.73 0.30 0.00

B
ox

 

24 8.45 0.03 74.27 19.81 44.41 1.33 40.69 1.57 0.82 0.00
1 15.76 1.78 98.62 99.94 99.84 100.00 99.16 100.00 21.69 71.51
2 11.27 0.66 90.06 95.52 83.02 96.26 76.60 92.35 3.86 9.02
3 11.18 0.53 89.72 92.45 82.08 89.37 75.62 83.54 3.70 5.34
4 15.02 1.38 98.02 99.75 99.52 100.00 98.22 99.99 17.15 48.04
5 11.32 0.52 90.25 91.96 83.52 88.08 77.13 82.08 3.95 4.97
6 12.74 0.55 94.47 93.04 94.15 90.83 89.40 85.26 7.39 5.83
7 8.20 0.39 72.32 86.15 40.73 72.28 37.46 65.93 0.69 2.46
8 7.78 0.19 68.83 64.85 34.79 28.89 32.26 27.09 0.52 0.38
9 9.26 0.32 79.93 80.96 56.52 58.95 51.41 53.60 1.34 1.47

10 8.54 0.36 74.95 84.03 45.75 66.65 41.86 60.63 0.86 1.97
11 9.62 0.42 82.17 87.68 61.93 76.48 56.30 69.99 1.65 2.91
12 8.65 0.30 75.77 78.66 47.39 53.59 43.31 48.80 0.93 1.19
13 10.80 0.55 88.17 93.04 77.81 90.83 71.30 85.26 3.07 5.83
14 6.63 0.23 58.02 71.12 20.66 38.59 19.81 35.59 0.22 0.63
15 8.89 0.18 77.48 63.64 51.00 27.26 46.50 25.65 1.07 0.34
16 7.95 0.31 70.28 79.61 37.16 55.77 34.34 50.74 0.59 1.30
17 8.93 0.15 77.76 57.43 51.61 20.05 47.04 19.26 1.10 0.21
18 9.38 0.23 80.72 71.12 58.38 38.59 53.08 35.59 1.44 0.63
19 8.83 0.08 77.06 38.89 50.10 6.87 45.70 7.14 1.04 0.04
20 7.67 0.07 67.88 35.12 33.29 5.29 30.95 5.61 0.48 0.03
21 7.68 0.08 67.97 37.21 33.43 6.13 31.07 6.43 0.49 0.03
22 8.14 0.05 71.84 28.66 39.87 3.19 36.71 3.52 0.67 0.01
23 8.65 0.04 75.77 24.43 47.39 2.17 43.31 2.47 0.93 0.01

A
ve

ra
ge
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rb

it
 

24 7.88 0.04 69.69 24.43 36.18 2.17 33.48 2.47 0.56 0.01
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Hyphema  
Risk (%) 

Lens Dislocation 
Risk (%) 

Retinal Damage 
Risk (%) 

Globe Rupture 
Risk (%) 

Orbit  ID# 
Stress 
(MPa) 

Pressure 
(MPa) Stress Pressure Stress Pressure Stress Pressure Stress Pressure 

1 26.03 1.37 100.00 99.73 100.00 100.00 100.00 99.99 97.68 47.15
2 10.68 0.54 87.62 92.86 76.30 90.39 69.82 84.73 2.89 5.68
3 11.80 0.60 91.89 94.41 87.92 94.02 81.89 89.24 4.92 7.31
4 14.18 0.92 97.06 98.46 98.62 99.77 96.25 98.94 12.85 20.25
5 10.95 0.49 88.81 90.85 79.56 85.15 73.06 78.86 3.31 4.27
6 10.80 0.43 88.17 88.18 77.81 77.83 71.30 71.32 3.07 3.07
7 9.10 0.55 78.88 93.04 54.10 90.83 49.25 85.26 1.22 5.83
8 7.94 0.18 70.19 63.28 37.02 26.80 34.21 25.25 0.58 0.33
9 6.27 0.21 54.30 67.93 17.04 33.37 16.56 31.02 0.16 0.48

10 8.80 0.33 76.85 81.80 49.64 61.01 45.30 55.46 1.02 1.59
11 7.60 0.28 67.26 76.70 32.35 49.34 30.13 45.03 0.46 1.00
12 6.87 0.38 60.42 85.71 23.30 71.10 22.16 64.81 0.27 2.34
13 9.45 0.36 81.15 83.74 59.42 65.90 54.02 59.94 1.50 1.92
14 6.91 0.13 60.82 52.20 23.76 15.23 22.56 14.92 0.27 0.14
15 6.28 0.11 54.41 48.11 17.14 12.12 16.65 12.08 0.16 0.10
16 7.76 0.18 68.66 63.82 34.52 27.49 32.02 25.86 0.51 0.35
17 8.05 0.12 71.11 49.17 38.58 12.88 35.58 12.77 0.63 0.10
18 9.63 0.23 82.23 71.25 62.08 38.83 56.43 35.80 1.66 0.63
19 7.71 0.16 68.23 59.89 33.84 22.70 31.43 21.62 0.50 0.25
20 8.24 0.06 72.64 30.65 41.32 3.76 37.98 4.10 0.71 0.02
21 7.66 0.07 67.79 36.18 33.16 5.70 30.83 6.01 0.48 0.03
22 6.40 0.04 55.66 24.43 18.30 2.17 17.70 2.47 0.18 0.01
23 7.11 0.04 62.75 23.98 26.11 2.08 24.64 2.37 0.32 0.01

L
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24 8.47 0.03 74.43 20.77 44.70 1.48 40.95 1.73 0.83 0.00
1 17.60 1.50 99.48 99.84 99.99 100.00 99.92 100.00 35.99 55.35
2 13.99 0.42 96.79 87.62 98.28 76.30 95.63 69.81 11.99 2.89
3 12.56 0.37 94.04 84.45 93.19 67.75 88.16 61.66 6.85 2.06
4 15.60 0.92 98.51 98.44 99.79 99.76 99.00 98.91 20.65 20.10
5 11.23 0.49 89.91 90.85 82.60 85.15 76.17 78.86 3.79 4.27
6 13.80 0.63 96.51 95.07 97.89 95.40 94.93 91.11 11.18 8.25
7 8.70 0.23 76.13 70.56 48.14 37.64 43.97 34.76 0.96 0.60
8 8.12 0.19 71.68 64.34 39.58 28.19 36.46 26.47 0.66 0.36
9 7.83 0.14 69.26 55.47 35.48 18.12 32.87 17.53 0.54 0.18

10 7.07 0.36 62.37 83.74 25.63 65.90 24.22 59.94 0.31 1.92
11 8.63 0.19 75.62 64.17 47.09 27.96 43.05 26.27 0.92 0.36
12 9.42 0.25 80.97 73.46 58.97 42.85 53.62 39.32 1.47 0.76
13 11.55 0.37 91.05 84.59 85.70 68.12 79.45 62.00 4.39 2.09
14 7.55 0.18 66.82 63.53 31.69 27.12 29.54 25.53 0.44 0.34
15 8.32 0.16 73.27 59.49 42.49 22.25 39.00 21.22 0.75 0.25
16 10.07 0.14 84.68 55.25 68.37 17.90 62.23 17.34 2.11 0.17
17 8.15 0.14 71.92 55.69 40.01 18.33 36.84 17.72 0.67 0.18
18 9.58 0.22 81.94 70.28 61.34 37.17 55.77 34.34 1.61 0.59
19 8.77 0.06 76.62 30.26 49.15 3.64 44.86 3.98 1.00 0.02
20 8.37 0.05 73.66 28.25 43.22 3.08 39.65 3.41 0.78 0.01
21 7.00 0.06 61.69 31.80 24.80 4.12 23.49 4.46 0.29 0.02
22 7.19 0.06 63.51 30.49 27.09 3.71 25.50 4.05 0.34 0.02
23 7.07 0.05 62.37 28.82 25.63 3.24 24.22 3.56 0.31 0.01

M
or

e 
P

ro
te

ct
iv

e 
O
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it

 

24 8.77 0.04 76.64 23.54 49.19 1.99 44.90 2.28 1.00 0.01
 

The stress-based and pressure-based risks for each ocular injury were well correlated with each other with R2 

values of 0.51, 0.63, 0.65, and 0.57 for HY, LD, RD, and GR, respectively. Risk of HY ranged from 54-100% 
using the stress criteria and 20-100% using the pressure criteria. For 75% of the cases, the stress-based and 
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pressure-based risk of HY is above 69% and 49%, respectively. Risk of LD ranged from 17-100% using the stress 
criteria and 1.3-100% using the pressure criteria. For 50% of the cases, the stress-based and pressure-based risk of 
LD is above 50% and 38%, respectively. Risk of RD ranged from 17-100% using the stress criteria and 1.6-100% 
using the pressure criteria. For 50% of the cases, the stress-based and pressure-based risk of RD is above 45% and 
35%, respectively. Risk of GR ranged from 0.2-98% using the stress criteria and 0-79% using the pressure 
criteria. For 75% of the cases, the stress-based and pressure-based risk of GR is below 4%. For 90% of the cases, 
the GR risk based on stress and pressure is below 10% and 11%, respectively. Only 2.27 kg TNT equivalent 
blasts at a 1.52 m standoff distance resulted in a risk of GR above 10%.  
 
When averaging the peak corneoscleral stresses from the 24 simulations of each orbital geometry, the highest 
stresses were observed for the box orbit (10.31 MPa), followed by the more protective (9.87 MPa), average (9.62 
MPa), and less protective (9.36 MPa) orbits. The influence of orbital geometry on corneoscleral stress varied 
depending on the blast conditions (Figure 39). The box orbit resulted in the highest corneoscleral stress in 10 blast 
scenarios (ID#: 5, 7-12, 14-16), with the majority of these being 2.27 kg TNT equivalent blasts at 1.52 m standoff 
distance. The box orbit surrounds the eye with gelatin which is not present in the other three orbits, and this 
gelatin may play a role in the higher corneoscleral stresses observed with the box orbit. The more protective orbit 
resulted in the highest corneoscleral stress in seven blast scenarios (ID#: 2-4, 6, 13, 20, 24), with five of these 
being offset blasts. It is possible that offset blasts cause higher stresses through blast-induced compression of the 
eye against the rigid, more protective orbit which surrounds the eye more considerably. The average orbit 
produced the highest corneoscleral stress in five 0.45 kg TNT equivalent blast scenarios located at further 
distances from the eye (ID#: 17, 19, 21-23). The less protective orbit produced the highest corneoscleral stress in 
only two blast scenarios (ID#: 1, 18), with all orbital geometries producing nearly equivalent stresses in Blast 
ID#18. Overall, Figure 39 illustrates lower corneoscleral stresses for smaller blast sizes (0.45 kg TNT equivalent) 
and decreasing stresses with increasing distance from the blast. A left or right offset for any given geometry 
results in decreased stresses relative to a centered blast, and ground level blasts also result in decreased stresses 
(as total distance from the blast increases). 
 

 
 

Figure 39: For each of the 24 blast scenarios, the maximum corneoscleral stress is plotted for each orbital geometry. 
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When averaging the peak intra-ocular pressures from the 24 simulations of each orbital geometry, the highest 
pressures were observed for the box orbit (0.40 MPa), followed by the average (0.39 MPa), less protective (0.33 
MPa), and more protective (0.30 MPa) orbits. The box orbit resulted in the highest intra-ocular pressure in seven 
blast scenarios (ID#: 1, 5-8, 10, 22), with six of these scenarios being 2.27 TNT equivalent blasts. The average 
orbit produced the highest intra-ocular pressure in 12 blast scenarios located at ground level and/or offset 
distances from the eye (ID#: 2, 4, 9, 11, 13-17, 20, 21, 24). The less protective orbit produced the highest intra-
ocular pressure in four blast scenarios (ID#: 3, 12, 18, 19), with three of these being offset blast scenarios. The 
more protective orbit resulted in the highest intra-ocular pressure in only one blast scenario (ID# 23). For 11 blast 
scenarios, the more protective orbit produced the lowest intra-ocular pressure which may suggest the rigid orbital 
geometry which closely surrounds the eye prevents some propagation of the blast loading to the eye. Similar to 
the stress trends observed, Figure 40 illustrates lower intra-ocular pressures for smaller blast sizes (0.45 kg TNT 
equivalent) and decreasing pressure in scenarios with larger standoff distances, left or right offset, or ground level 
blasts since the distance of the blast from the eye increases. 
 

 
 

Figure 40: For each of the 24 blast scenarios, the peak intra-ocular pressure on a logarithmic scale is plotted for each orbital 
geometry. 

 
Discussion 
 
As expected, corneoscleral stress, intra-ocular pressure, and risk of HY, LD, RD, and GR increased when the blast 
size was larger and when the blast was located nearer to the eye. Orbital geometry affected the observed stresses, 
pressures, and associated ocular injury risks for the blast conditions simulated.  
 
Orbital geometries that more fully surrounded the eye such as the more protective orbit tended to produce higher 
corneoscleral stresses, particularly in offset blast scenarios. Inspection of these simulations reveals compression of 
the eye against the surrounding rigid orbit as the blast wave propagates, contributing to high stresses in the area of 
the eye in contact with the orbit. As further support, the less protective orbit generally resulted in lower stresses 
with minimal contact of the eye against the surrounding orbit. Similar trends have been observed in baseball 
impact simulations with this eye model and these orbital geometries, where greater brow protrusion, less eye 
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protrusion, and smaller orbital apertures are more protective only if the orbital aperture is large enough to deter 
contact between the orbit and eye (Weaver et al. 2011b). While the box orbit also produced higher corneoscleral 
stresses in some simulations, the surrounding gelatin appears to play a more pertinent role rather than 
compression of the eye against the orbit. The inclusion of a medium such as gelatin to simulate the fat and 
musculature surrounding the eye within the average, more protective, and less protective orbits may be an 
important factor to consider in future investigations. 
 
While the more protective orbit produced higher corneoscleral stresses in some blast scenarios, it tended to 
produce lower intra-ocular pressures in comparison to the other three orbital geometries for a given blast scenario. 
The more protective orbit produced the lowest intra-ocular pressure in 45% of the simulations and the second 
lowest intra-ocular pressure in 25% of the simulations. This may indicate that the more protective orbit which 
more fully surrounds the eye inhibits propagation of the blast wave and reduces the blast loading that is applied to 
the eye, thus reducing intra-ocular pressure measured at the center of the vitreous. 
 
In a previous study, Bhardwaj et al. (2014) simulated a 2 kg TNT equivalent blast located in front of the eye at a 
distance of 2.5 m with an eye and orbit scaled to match the average orbital anthropometry used in the current 
study (Bhardwaj et al. 2014; Weaver et al. 2010). This produced asymmetric loading on the eye that resulted in 
globe distortion and large deviatoric stresses in the sclera which was suggested to be an indicator for the risk of 
interfacial failure between the scleral tissue and the orbit. Bhardwaj et al.’s blast conditions were similar to the 
conditions of Blast ID# 7 with the average orbit (2.27 kg, 3.05 m standoff distance) in this study, and these 
simulations resulted in similar peak intra-ocular pressures (0.40 MPa versus 0.39 MPa, respectively). However, 
<0.01% risk for HY, LD, RD, and GR was predicted by Bhardwaj et al., which contrasts the 86%, 72%, 66%, and 
3% risks predicted for these injuries in the Blast ID# 7 average orbit simulation. While both studies utilized risk 
curves published by Kennedy and Duma (2011), the method to calculate risk from pressure measured in the 
simulations varied, which likely explains the discrepancies (Kennedy and Duma 2011). Bhardwaj et al. correlated 
the maximum intra-ocular pressure measured in their simulations with the normalized energy of a 11.16 mm 
aluminum projectile, whereas our approach does not require assumption of a particular projectile size.  
 
Esposito et al. (2013) simulated blasts of varying magnitudes located at various distances in front of the eye in a 
parametric FE modeling study with a computational eye and orbit model (Esposito et al. 2015). A blast condition 
representing 50% lethality (1.5 kg TNT equivalent at 1 m) produced peak pressures of 5, 4, 9, and 15 MPa at the 
corneal apex, vitreous base, equator area, and macula, respectively. Direct comparison to simulations in our study 
is limited as the nearest location simulated was 1.52 m from the eye. Blast ID# 1 (2.27 kg, 1.5 m) with the average 
orbit is the most similar blast condition, yet the increased distance of the blast from the eye is likely responsible 
for the much lower intra-ocular pressure observed (1.78 MPa). Esposito et al.’s blast condition representing lung 
injury (0.25 kg TNT equivalent at 1 m) produced peak pressures at the corneal apex, vitreous base, equator area, 
and macula of 0.8, 0.8, 1.3, and 2.3 MPa, which are in the range of the 0.55 MPa intra-ocular pressure observed in 
Blast ID# 13 (0.45 kg, 1.52 m). Esposito et al.’s blast condition representing tympanic damage (0.02 kg TNT 
equivalent at 1 m) produced peak pressures at the corneal apex, vitreous base, equator area, and macula of 0.09, 
0.08, 0.15, and 0.23 MPa. These pressures are also approaching the 0.55 MPa intra-ocular pressure observed in 
Blast ID# 13 (0.45 kg, 1.52 m), yet are understandably lower because of the smaller 0.02 kg blast size. Macula 
pressure was 2.1 MPa for a 0.032 kg TNT equivalent blast at 0.5 m; however, our most similar point of 
comparison is Blast ID# 13 (0.45 kg, 1.52 m) with 0.55 MPa intra-ocular pressure which varies substantially from 
the blast size and location simulated by Esposito et al. Macula pressure was 0.75 MPa for a 2 kg TNT equivalent 
blast at 3 m which is the same order of magnitude as the 0.39 MPa intra-ocular measured in Blast ID# 7 (2.27 kg, 
3.05 m). Macula pressure is also expected to be higher than intra-ocular pressure at the center of the vitreous 
based on the four pressures from the corneal apex to macula reported by Esposito et al. for the three blast 
conditions described earlier.  
 
Liu et. al (2015) simulated 1 kg TNT equivalent blasts located at 0.75, 1, and 1.25 m standoff distances from the 
front of the eye with a partial facial orbit. Peak corneoscleral stresses were observed at the limbus with a peak 
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stress of 6.4 MPa for the blast located at 1.25 m. This blast is larger and closer than Blast ID# 13 (0.45 kg, 1.52 
m) which resulted in 10.22 MPa peak stress, and it is smaller and closer than Blast ID# 1 (2.27 kg, 1.52 m) which 
resulted in 19.32 MPa peak stress. Although direct comparison with our data is limited since the blast conditions 
vary substantially, results suggest slightly underestimated stresses in the Liu et al. simulations compared to the 
results of the current study. 
 
Higher risks for lesser severity eye injuries (HY, LD, and RD) were observed in this study compared to GR risk. 
GR risk was elevated above 20% for only three blasts (ID#: 1, 4, and 6) of the largest size (2.27 kg) and shortest 
standoff distance (1.52 m), and was less than 12% for all other blast scenarios. Experimentally, the dynamic intra-
ocular pressure threshold for human GR has been determined to be 0.97 +/- 0.29 MPa (Bisplinghoff et al. 2009), 
which correlates well with the elevated GR risk predicted since some or all of the orbital geometries simulated in 
Blast ID# 1, 4, and 6 produced intra-ocular pressures greater than 0.97 MPa. In the simulations that exceeded the 
0.97 MPa dynamic rupture threshold, GR risk ranged from 47-79% (Blast ID# 1, all orbital geometries), 32-48% 
(Blast ID# 4, box and average orbit), and 23% (Blast ID# 6, box orbit). 
 
Limitations 
Blast wave reflections off rigid surfaces such as the orbit models were not accounted for by the modeling 
approach which presents a limitation. Other studies have demonstrated reflections off facial features around the 
eye to have an influence on ocular pressure loading and this will be important to account for in future simulations 
with the VT-WFU eye model (Bhardwaj et al. 2014; Esposito et al. 2015). The extraocular muscles and orbital fat 
were approximated with gelatin in the box orbit, but were not accounted for in the average, less protective, and 
more protective orbits. The inclusion of more representative extraocular muscles and orbital fat into the orbital 
models may affect the results and is a topic of future investigation. 
 
Future Work and Applications 
Future work will include validation of the VT-WFU eye model and orbital geometries using experimental data 
from porcine or human eye specimens subjected to blast loading using a shock tube. Future FE simulations with 
the VT-WFU eye model will replicate the blast sizes and locations of other studies to directly compare 
corneoscleral stress, intra-ocular pressure, and injury risk (Bhardwaj et al. 2014; Esposito et al. 2015; Karimi et al. 
2016; Liu et al. 2015). The modeling and injury risk prediction approach detailed in this study can be broadly 
applied to simulate blast loading to the eye with different blast sizes, blast locations, facial anthropometries, and 
eye protection equipment. The eye model and the injury metrics and risks output from the blast simulations are 
valuable to the design of eye protection equipment and the mitigation of blast-related eye injuries. 
 
 
Acknowledgements 
 
Funding for this project was provided by US Army Aeromedical Research Laboratory (Contract No. W911NF-
07-D-0001, TCN 09248/ DO 0808, Scientific Services Program) and the US Army Medical Research and 
Materiel Command (Contract No. W81XWH-10-2-0165). Computations were performed on the Wake Forest 
University DEAC Cluster, a centrally managed resource with support provided in part by the University. The 
views, opinions, and/or findings contained in this manuscript are those of the author and should not be construed 
as an official Department of the Army position, policy, or decision, unless so designated by other documentation. 

 

 

 



 
 

58 
 

CFD and LS-Dyna Parametric Study of Blast Loading on the Eye and Validation 
with Virginia Tech Experimental Data 
 
In collaboration with Virginia Tech, a test matrix of 9 simulations was structured and formulated to duplicate the 
experimental tests at Virginia Tech. The blast size (TNT equivalent) and blast location in the test matrix are 
estimated for CONWEP to produce the appropriate blast pressure in the experiment, but these are tunable 
parameters for validating the LS-Dyna simulations with the experimental data (Table 11). An additional 45 
simulations were included in the test matrix in Table 11 that vary the blast size and blast location to represent 
scenarios reported in the literature (Bhardwaj et al., 2014; Esposito et al., 2015; Stitzel and Weaver, 2012). 
 
A subcontract with Corvid was signed on 1/27/15 for them to conduct CFD simulations according to the test 
matrix of 54 blast impact simulations as seen in Table 11. The overall test matrix proposed for this study 
consisted of simulations that utilize both a finite element model of the eye in LS Dyna using CONWEP as well as 
external blast loads to the eye using CFD based approaches to validate the CONWEP approach (Table 11).  Full 
CFD efforts to validate the blast boundary conditions for LS Dyna were conducted and the CFD effort was 
supported as it was previously with simulations in LS Dyna. A CFD based modeling approach was used by 
Corvid to simulate the tunnel geometry and blast load produced in the experimental tests and determine the 
boundary conditions that best matched the experiments. The 9 validation simulations were run first and compared 
to the experimental test data. For these simulations, Wake Forest and Corvid worked together to develop models 
of the geometries tested in the experiments, devise the modeling approach, formalize boundary conditions, select 
virtual instrumentation for the tests, define mechanics of materials, and develop the simulations carefully using 
that information. Models of the isolated eye, box orbit (i.e., synthetic orbit), 3D orbit geometry, and blast tube 
geometry based on the Virginia Tech experimental tests and the driver pressure data from the experimental tests 
were provided to Corvid for use in the CFD simulations (Figure 41- Figure 45, Table 12). Corvid used these 
geometries to conduct CFD simulations of the VT experiments. Corvid Technologies completed the 54 CFD 
simulations and reported good agreement between the pressure histories achieved in their CFD simulations and 
the VT blast experiments. 
 
Corvid visited Wake Forest on 5/6/15 to present their simulation results and discuss any additional work that 
needed to be done to complete the CFD portion of this project. Figure 46 presents a sampling of results from the 9 
validation simulations. These results showed strong agreement with peak pressures and wave speed. The 10 psi 
isolated eye test seen in Figure 46  shows that the pressures remained higher for a longer duration in the 
experimental tests compared to the computational model, although the pressure magnitudes were very similar. 
The synthetic orbit 20 psi test showed strong agreement for both sensors.  The 3D orbit 30 psi test showed 
excellent agreement between the nasal sensors, but the agreement between the bottom lateral sensors in the 
experimental setup and the model was not as strong; this possibly could be due to the CAD construction.  
 
Figure 47, Figure 48, and Figure 49 present a sampling of the 45 simulations of scenarios from literature. These 
results show the isolated eye provides the most pressure relief. The isolated and box orbit pressure measurements 
are nearly identical up until the time point where the box orbit geometry shows distinct re-pressurization from 
reflection off the flat surface. The box orbit re-pressurization is higher than the original blast wave. Also, the face 
geometry focuses blast around the eye and increases the duration of initial over-pressurization.  
 
During the meeting with Corvid on 5/6/15 it was decided that simulations of the entire face would be beneficial to 
better understand the effect of facial geometry on pressure wave response. Corvid completed the five additional 
simulations with full face geometry on 6/15/15. These five simulations were created by using the same setup and 
parameters as five half-face tests (42, 43, 46, 47, and 48). After completing the additional simulations, Corvid sent 
the results to Wake Forest. Figure 50 presents a sample from one of the five full-face tests. 
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 Table 11: Test matrix of eye blast simulations matched to VT experiments (#1-9) and for literature comparisons (#10-54). 

Validation of VT Experiments 

# Geometry Blast pressure (psi) 
Blast size 

TNT equivalent, 
kg (estimated) 

Blast location, 
x: right+, m 

Blast location,  
y: anterior+, 
m (estimated) 

Blast location, 
z: superior+, 

m 
1 10 0.36 0.0 2.0 0.0 
2 20 2.1 0.0 2.5 0.0 
3 

Isolated eye 
 

30 3.0 0.0 2.45 0.0 
4 10 0.36 0.0 2.0 0.0 
5 20 2.1 0.0 2.5 0.0 
6 

Eye with 'box' orbit  
(i.e., synthetic orbit) 

30 3.0 0.0 2.45 0.0 
7 10 0.36 0.0 2.0 0.0 
8 20 2.1 0.0 2.5 0.0 
9 

Eye with 3D orbit  
(half face)  

30 3.0 0.0 2.45 0.0 
Additional Simulations for Comparison. 
10 Stitzel (2012), ASME 0.5 0.0 1.5 0.0 
11 Stitzel (2012), ASME 0.5 0.0 3.0 0.0 
12 Stitzel (2012), ASME 0.5 1.5 1.5 0.0 
13 Stitzel (2012), ASME 0.5 1.5 3.0 0.0 
14 Stitzel (2012), ASME 0.5 0.0 1.5 -1.7 
15 Stitzel (2012), ASME 0.5 0.0 3.0 -1.7 
16 Stitzel (2012), ASME 0.5 1.5 1.5 -1.7 
17 Stitzel (2012), ASME 0.5 1.5 3.0 -1.7 
18 Bhardwaj (2014) 2.0 0.0 2.5 0.0 
19 Bhardwaj (2014) 2.0 0.0 2.0 -1.5 
20 Esposito (2013), 50% lethality 1.5 0.0 1.0 0.0 
21 Esposito (2013), lung injury 0.25 0.0 1.0 0.0 

22 
Esposito (2013),  
tympanic damage threshold 0.02 0.0 1.0 0.0 

23 Esposito (2013), isolethality 2.0 0.0 3.0 0.0 
24 

Isolated eye 
 

Esposito(2013), isopeak pressure 0.032 0.0 0.5 0.0 
25 Stitzel (2012), ASME 0.5 0.0 1.5 0.0 
26 Stitzel (2012), ASME 0.5 0.0 3.0 0.0 
27 Stitzel (2012), ASME 0.5 1.5 1.5 0.0 
28 Stitzel (2012), ASME 0.5 1.5 3.0 0.0 
29 Stitzel (2012), ASME 0.5 0.0 1.5 -1.7 
30 Stitzel (2012), ASME 0.5 0.0 3.0 -1.7 
31 Stitzel (2012), ASME 0.5 1.5 1.5 -1.7 
32 Stitzel (2012), ASME 0.5 1.5 3.0 -1.7 
33 Bhardwaj (2014) 2.0 0.0 2.5 0.0 
34 Bhardwaj (2014) 2.0 0.0 2.0 -1.5 
35 Esposito (2013), 50% lethality 1.5 0.0 1.0 0.0 
36 Esposito (2013), lung injury 0.25 0.0 1.0 0.0 

37 
Esposito (2013),  
tympanic damage threshold 0.02 0.0 1.0 0.0 

38 Esposito (2013), isolethality 2.0 0.0 3.0 0.0 
39 

Eye with 'box' orbit  
(i.e., synthetic orbit) 

Esposito(2013), isopeak pressure 0.032 0.0 0.5 0.0 
40 Stitzel (2012), ASME 0.5 0.0 1.5 0.0 
41 Stitzel (2012), ASME 0.5 0.0 3.0 0.0 
42 Stitzel (2012), ASME 0.5 1.5 1.5 0.0 
43 Stitzel (2012), ASME 0.5 1.5 3.0 0.0 
44 Stitzel (2012), ASME 0.5 0.0 1.5 -1.7 
45 Stitzel (2012), ASME 0.5 0.0 3.0 -1.7 
46 Stitzel (2012), ASME 0.5 1.5 1.5 -1.7 
47 Stitzel (2012), ASME 0.5 1.5 3.0 -1.7 
48 Bhardwaj (2014) 2.0 0.0 2.5 0.0 
49 Bhardwaj (2014) 2.0 0.0 2.0 -1.5 
50 Esposito (2013), 50% lethality 1.5 0.0 1.0 0.0 
51 Esposito (2013), lung injury 0.25 0.0 1.0 0.0 

52 
Esposito (2013),  
tympanic damage threshold 0.02 0.0 1.0 0.0 

53 Esposito (2013), isolethality 2.0 0.0 3.0 0.0 
54 

Eye with 3D orbit  
(half face)  

Esposito(2013), isopeak pressure 0.032 0.0 0.5 0.0 
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Table 12: Driver pressures for VT experimental tests. 

Test Data Pk. Driver (psi) Avg. Pk. Driver (psi) Stdev Pk. Driver (psi) 
27Aug14_Test01 65.15 
20Aug14_Test01 67.32 
20Aug14_Test02 69.37 
21Aug14_Test01 68.10 

10 psi 

21Aug14_Test02 65.90 

67.17 1.69 

11Nov14_Test01 148.89 
12Nov14_Test01 173.76 
12Nov14_Test02 177.63 
19Nov14_Test01 126.43 
19Nov14_Test02 149.00 
13Nov14_Test02 177.07 

20 psi 

13Nov14_Test03 185.87 

162.67 21.53 

28Aug14_Tes01_2 261.65 
28Aug14_Test02_2 197.47 

10Sep14_Test01 276.01 
10Sep14_Test02 286.46 
17Sep14_Test01 248.17 
11Sep14_Test01 242.52 

Isolated 
Eye 

30 psi 

18Sep14_Test02 156.30 

238.37 46.17 

            

15Apr14_Test01 48.39 
07May14_Test02 50.32 
29Aug13_Test01 55.50 
16Apr14_Test01 49.66 
30Aug13_Test02 61.83 

10 psi 

30Aug13_Test03 55.67 

53.56 5.08 

11Sep13_Test01 209.35 
11Sep13_Test02 199.44 
12Sep13_Test01 227.19 
08May14_Test01 147.09 
11Jun14_Test02 176.73 
17Apr14_Test01 129.79 

20 psi 

20Mar14_Test05 208.03 

185.37 35.74 

18Jun14_Test01 278.41 
05Sep13_Test01 292.92 
11Jun14_Test01 257.89 
19Jun14_Test01 273.40 
06Sep13_Test01 243.83 

Eye in Box/ 
Synthetic 

30 psi 

06Sep13_Test02 268.64 

269.18 16.95 

            

28Aug13_Test01 53.73 
07May14_Test01 49.78 
29Aug13_Test02 55.59 
18Mar14_Test02 53.85 
16Apr14_Test02 49.55 
30Aug13_Test01 58.33 

10 psi 

17Apr14_Test02 50.18 

53.00 3.33 

07May14_Test03 150.23 
20May14_Test01 144.29 
18Sep13_Test02 156.30 
19Mar14_Test03 205.70 
25Mar14_Test01 190.36 
19Sep13_Test01 143.55 
19Sep13_Test02 144.97 

20 psi 

13Nov14_Test01 180.30 

164.46 24.25 

Eye in 3D 
Orbit 

30 psi 04Sep13_Test01 286.39 263.50 15.29 
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Figure 41: Geometry of base blast tube eye test.  Figure 42: Geometry of box orbit blast tube eye test. 

 
 

 

 
 

Figure 43: Geometry of anatomical orbit blast 
tube eye test. 

Figure 44: CAD geometry for eye plug used in the anatomical 
orbit geometry shown in Figure 43. 
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Figure 45: Full-face geometry used in blast tube eye test. 
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Figure 46: Sample of CFD results from the 9 validation simulations in comparison to experimental data. 
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Figure 47: Pressure on isolated eye in case #10 CFD simulation. 

 
 

Figure 48: Pressure wave on box orbit in case #33 CFD simulation. 

 
 

Figure 49: Pressure wave on half face geometry in case #44 CFD simulation. 
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Figure 50: Pressure wave on full face geometry in case #48 CFD simulation. 

Wake Forest created videos for a sample of the Corvid’s simulations and began processing and plotting the 
pressure history data for a variety of pressure tap locations (sample shown in Figure 51). The pressure history is 
used to compare the CFD simulations performed by Corvid with the simulations performed in LS Dyna by Wake 
Forest. Once the CFD simulations were deemed acceptable to represent the blast boundary conditions, Wake 
Forest started setting up simulations with a finite element model of the eye in LS Dyna using CONWEP (Table 
11). Using HyperMesh, Wake Forest meshed the geometries of the box orbit and isolated eye set up that were 
used by Virginia Tech for their experimental blast testing (Figure 52).  
 
 

 
 

Figure 51: Example of Corvid pressure history data from case 9. 
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(A) (B)

Figure 52: (A) box orbit and (B) isolated eye set up, which were used in blast testing, after being meshed in HyperMesh. 

Wake Forest is currently running simulations with a finite element model of the eye in LS Dyna using CONWEP 
(Table 11). Wake Forest has set up and run the isolated eye validation simulations. The isolated eye orbit was 
meshed and the eye model (Figure 53) was placed into the isolated eye orbit model as seen in Figure 54. Several 
initial isolated eye simulations were completed for the first three blast levels (10 psi, 20 psi, and 30 psi) to check 
initial boundary conditions. Intraocular pressure was measured in the simulations by averaging the peak pressure 
of four elements located at the center of the Eulerian portion of the eye model, which are depicted in black in 
Figure 53. The intraocular pressure measurements from the LS-Dyna model for the three blast sizes are shown in 
Figure 55. The peak pressure measurements for the 10 psi, 20 psi, and 30 psi blasts from the LS Dyna model were 
32.9 psi, 53.7 psi, and 143.3 psi, respectively. The average peak pressure measurements from Virginia Tech 
isolated eye experimental tests were 18.7 psi, 37.0 psi, and 58.0 psi. Although the measurements from these initial 
LS Dyna simulations were high in comparison to the Virginia Tech tests, the simulations were a first step in 
verifying boundary conditions between the eye model and the isolated eye geometry provided from Virginia 
Tech. The results from these initial simulations demonstrated that the isolated eye holder geometry, specifically 
the holder that supports the eye, may need to be updated to better fit with the LS Dyna eye model. Specifically, 
the holder may need to be widened so that the eye can be placed more fully into the holder. Previous work 
evaluating the effect of orbit geometries on eye response to impact demonstrated the sensitivity of the eye to 
surrounding geometry, so optimizing the holder to better accommodate the eye model is an important next step 
(Weaver et al., 2011b). Additionally, sensors need to be added to the LS-Dyna model to measure the static, total, 
and reflected pressure in the same manner as the Virginia Tech experiments. The additional sensors will help to 
fine tune the blast size and adjust the parameters in CONWEP.  

The goal of future work will be to complete all validation simulations of the first three blast tests with the isolated 
eye set up shown in Table 11 and compare the responses measured in the Wake Forest model with the responses 
from the Virginia Tech blast experiments and the responses computed by Corvid. Once the CONWEP approach is 
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validated we can process the remaining 50 simulations. Simulations will be post-processed to look at the injury 
metrics and injury risk probabilities from the model.  In previous work, we have established injury risk curves to 
predict hyphema, lens dislocation, retinal damage, and globe rupture from vitreous pressure and cornea-sclera 
stress measured in the eye model (Stitzel et al., 2012) Post-processing of the simulations will involve using the 
pressure and stress injury metrics and these established risk curves to predict eye injuries. 
 

 
Figure 53: Four elements in black chosen for peak intraocular pressure measurement. 

 
 

Figure 54: Isolated eye set up with eye model positioned into holder. 
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Blast Pressure (psi) Intraocular Pressure (psi) 

10 

1 2 431.5 2.5 3.5

 

20 

1 2 430.5 2.5 3.50 1.5

 

30 

1 2 431.5 2.5 3.5

 
 

Figure 55: Initial isolated eye simulations of 10, 20, and 30 psi equivalent blasts. 
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TASK 1.3.1: BRAIN INJURY: BIOMECHANICS OF THE HEAD /BRAIN             .                 
 

MILD TRAUMATIC BRAIN INJURY RESEARCH 
 

Headform Shape Analysis 
 
Methods   
 
We aimed to quantify shape differences between the Hybrid III 50th percentile male dummy headform and the 
medium NOCSAE headform (Figure 56).  The 50th percentile male Hybrid III and medium NOCSAE headforms, 
were scanned using a coordinate measuring machine equipped with a Laser ScanArm (FARO, Lake Mary, FL), 
capable of a measurement accuracy of ± 35 µm.  Position data for points on the surfaces of the two headforms 
were collected and used to generate 3D point-cloud representations.  For scanning, the headforms were mounted 
to a 50th percentile male Hybrid III neck which was rigidly mounted to a table.  Post processing of the 3D data to 
remove excess points and smooth surfaces was conducted using Geomagic Studio 2012 software (3D Systems, 
Rock Hill, SC).  The resulting point-cloud data were imported into MATLAB (MathWorks, Natick, MA) for 
dimensional analyses. 

 

 
 

 
Figure 56:  The Hybrid III (left) and NOCSAE (right) headforms are the most commonly used headforms in helmet impact 

performance testing. 
 
MATLAB script files were written to import the point-cloud data using the Wavefront OBJ toolbox and to align 
the headforms to a common global coordinate system.  The mid-sagittal plane of each headform was found by 
comparing symmetry across the mid-lines of three coronal plane cross-sections: one 38.1 mm (1.5 in) anterior to 
the center of gravity (CG) of the headform, a second at the CG, and a third 63.5 mm (2.5 in) posterior to the CG.  
Each coronal cross-section was divided into 1˚ increments from -90˚ to 90˚ with the 0˚ line at the top of the 
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headform, separating the left and right sides.  The root-sum-square (RSS) of differences between corresponding 
radius values on the left and right sides (Eqn. 4) were determined for each coronal plane as roll (lateral neck 
flexion) and yaw (head rotation about the long axis of the body) of the head were varied. 
 

     
i

iLiRRL rrRSS 2              (Eqn. 4) 

 
The first term in Eq. 1 corresponds to the radii on right (R) side and the second term to those on the left (L) side of 
the head with the angle (θi) ranging from 1˚ to 90˚.  The head orientation where the sum of the RSS values from 
the three coronal planes was minimized was selected as the mid-sagittal plane of the headform.  After defining the 
mid-sagittal plane for each headform, the headforms were aligned to a common coordinate system about the CG 
of the Hybrid III.  The RSS of the differences between the Hybrid III and NOCSAE headforms in the mid-sagittal 
plane (Eqn. 5) were minimized by varying pitch angle (neck flexion/extension) of the NOCSAE and translating it 
in the sagittal plane. 
 

     
i

iNOCSAEiHIIINOCSAEHIII rrRSS 2    (Eqn. 5) 

 
The first term in Eq. 2 represents the radii of the Hybrid III for each angle, θ, in the plane of interest and the 
second term represents those of the NOCSAE for θi values ranging from -15˚ to 145˚.  In the mid-sagittal plane, 
the polar coordinate system ranged from -180˚ to 180˚ with 0˚ at the back of the headform and ±180˚ at the front 
with positive angles measured counterclockwise. 
 
Once the headforms were aligned, comparisons were made between headforms in four planes of interest and in 
3D.  Cross-sectional comparisons were made in the mid-sagittal, anterior-coronal (38.1 mm from the CG), mid-
coronal (through Hybrid III CG), and posterior-coronal (63.5 mm from the CG) planes to highlight key 
differences between the headforms in regions that are likely to be in contact with helmet padding.  The 3D 
comparison excluded regions that were unlikely to affect helmet fit, such as the face, ears, and areas below the 
bottom edge of a helmet. 
 
For the cross-sectional comparisons, the data were transformed from Cartesian to a polar coordinate system in the 
planes of interest.  Two metrics were used to quantify differences in the cross-sectional planes: root-mean-square 
radial deviation (RMSD) and maximum radial deviation (MRD).  The RMSD was defined by Eqn. 6, where N is 
the number of points compared.  The MRD was defined by Eqn. 7. 
 

     
i

iNOCSAEiHIII rr
N

RSS 21      (Eqn. 6) 

 
    maxiNOCSAEiHIII rrMRD                   (Eqn. 7) 

 
 
The ranges over which the two headforms were compared in each plane were selected to represent regions where 
a football helmet is likely to contact the head (Table 13).  Ranges where the headforms deviated substantially 
from one another were excluded from RMSD and MRD calculations, but were highlighted and discussed 
separately.  The included ranges were selected such that the MRD was not at the edge of the range.  For the mid-
sagittal contour, the polar coordinate system ranged from -180˚ to 180˚ with 0˚ at the right side of the figures 
(along the positive x-axis).  For all three coronal contours, the coordinate system ranged from -180˚ to 180˚ with 
0˚ at the top of the figures.  
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Table 13:  Ranges over which planar comparisons were made among headforms.  The ranges were selected to make 
comparisons between headforms in regions relevant to football helmet fit. 

 
Plane Headform Comparison Regions 

Upper skull Base of skull Chin 
Mid-Sagittal 

-15˚ to 155˚ -15˚ to -35˚ -120˚ to -135˚ 

Upper skull Left Jaw Right Jaw 
Mid-Coronal 

-100˚ to 100˚ -100˚ to -145˚ 100˚ to 145˚ 

Upper Skull Left Jaw Right Jaw 
Anterior-Coronal 

-115˚ to 115˚ -115˚ to -155˚ 115˚ to 155˚ 

Upper skull Lower Left Lower Right Posterior-Coronal 
 -115˚ to 115˚ -115˚ to -145˚ 115˚ to 145˚ 

 
The same metrics, RMSD and MRD, were used for 3D comparisons.  A spherical coordinate system was defined, 
with the origin located at the CG of the Hybrid III.  Azimuth ranged from -180˚ to 180˚ with 0˚ at the front of the 
headform and positive values on the left side.  Elevation ranged from -90˚ to 90˚ with negative at the bottom, 
positive at the top, and 0˚ passing through the origin.  Comparisons between the headforms were made at 1˚ 
increments of azimuth and elevation for all azimuth values and elevation values greater than -30˚ (Figure 57).  
Regions which were unlikely to affect helmet fit were excluded.  In the face region, where azimuth values range 
from -45˚ to 45˚, elevation values below 20˚ were excluded.  Likewise, the ear regions, -90˚ to -130˚ and 90˚ to 
130˚, were excluded below an elevation of 15˚.  On the back of the heads, where azimuth values ranged from 130˚ 
to -180˚ and 130˚ to 180˚, elevation values below -15˚ were excluded.  The ear and face regions are not expected 
to substantially impact helmet fit or performance.  The differences at the base of the headforms, which are likely 
to have an effect on helmet fit, will be discussed separately. 

  
(a) (b) 

 
Figure 57: Profile view of the (a) Hybrid III and (b) NOCSAE headforms with markers indicating the locations of 3D 

comparative radial measurements between the two headforms.  Circle locations were defined in spherical coordinates by 
azimuth and elevation at 1˚ increments. 
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Results 
 
In the mid-sagittal contour, the upper skull regions, which go from the base of the skull to the brow (-15˚ to 155˚), 
were nearly identical (Figure 58).  The MRD between the two headform in this region was found to be 2.1 mm, 
located on the forehead. The RMSD over this range was 1.1 mm.  More substantial differences were evident 
around the base of the skull (-15˚ to -35˚) where the contours of the two headforms diverge.  The Hybrid III 
contour follows the shape of the occipital bone while the NOCSAE contour continues down, following the shape 
of the neck.  One more notable difference between headforms that was evident in this plane was the difference in 
chin shape (-120˚ to -135˚).  Comparing the chins between the two headforms, a MRD of 7.6 mm and RMSD of 
3.4 mm were found. 
 

 
 

Figure 58: Shape comparisons between the Hybrid III 50th percentile male and NOCSAE medium headforms for the mid-
sagittal plane. 

 



 
 

72 
 

At an offset of 38.1 mm (1.5 in) anterior to the CG of the Hybrid III (Figure 59), the differences between the two 
headforms in the jaw region which were noted in the mid-coronal plane become more pronounced.  The MRD in 
the lower portion of this cross-section (-115˚ to -155˚ and 115˚ to 155˚ on the left and right respectively) was 6.5 
mm and the RMSD was 4.6 mm.  The upper portion has a MRD of 3.5 mm and RMSD of 1.7 mm. 
 
 

 
 

Figure 59: Coronal plane cross-section of a Hybrid III (blue) and NOCSAE headform through a point 38.1 mm (1.5 in) 
anterior to the CG of the Hybrid III.  Along the upper portion, the MRD was 3.5 mm and the RMSD was 1.7 mm.  At the jaw, 

the values were 6.5 mm and 4.6 mm respectively. 
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The two headforms were also nearly identical in the upper skull region (-100˚ to 100˚) of the coronal plan passing 
through the CG of the Hybrid III (Figure 60).  The MRD between the two headforms was found to be 2.1 mm 
while the RMSD was 1.2 mm.  In the lower portions of the headforms (-100˚ to -145˚ and 100˚ to 145˚ on the left 
and right respectively), where the contour cuts through the jaw, the Hybrid III is noticeably narrower than the 
NOCSAE.  The MRD between the two headforms in this region was 7.6 mm and the RMSD was 4.2 mm.  In 
addition to being narrower, the Hybrid III headform does not extend as far down as the NOCSAE. 

 
 

 
 
 

Figure 60: Coronal plane cross-section of the Hybrid III (red) and NOCSAE (blue) headform through the CG of the Hybrid 
III.  The MRD along the upper skull was 2.1 mm and the RMSD was 1.2 mm.  At the jaw, the values were 7.6 mm and 4.2 

mm respectively. 
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Differences between the two headforms were more apparent 63.5 mm (2.5 in) posterior to the CG (Figure 61).  
The upper portions of the headforms (-115˚ to 115˚) still matched well, with a MRD of 2.6 mm and RMSD of 1.4 
mm.  A more substantial difference was evident in the lower portion of the headforms, where the two contours 
diverge.  Similar to the mid-sagittal plane, the contour of the Hybrid III resembles the shape of the skull only, but 
the NOCSAE contour includes the upper part of the neck.  The regions of divergence are highlighted from -115˚ 
to -145˚ and 115˚ to 145˚. 

 
 

 
 

Figure 61: Coronal plane cross-section of the Hybrid III (red) and NOCSAE (blue) headform through a point 63.5 mm (2.5 
in) posterior to the CG of the Hybrid III.  Along the upper skull, the MRD was 2.6 mm and was RMSD 1.4 mm.  For the 

lower portions of the contour, the headforms deviate substantially. 
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For the 3D comparisons, the differences between the headforms were minor in most regions (Figure 62).  The 
MRD was 5.6 mm and the RMSD was 1.4 mm.  The largest deviations between the headforms occurred in the 
cheek and jaw regions. 
 

 
Figure 62: Heat map showing the 3D comparisons between the Hybrid II and NOCSAE headforms displayed on a NOCSAE 

headform.  The differences on the left and right sides were averaged and displayed on the left side of the headform.  The 
largest radial deviations, those greater than 3.5mm, occurred in the cheek region of the headforms and are indicated by 

orange and red coloration. 
 
Discussion 
 
The results of this study are directly applicable to head impact and helmet testing in the laboratory.  In the upper 
portion of the headforms, only minor differences were found.  The differences are unlikely to substantially affect 
helmet fit as padding will deform to accommodate the minor variations in head shape.  Differences in the base of 
the skull, the jaw, and the cheeks explain the issue of fitting a helmet to the Hybrid III.  The padding should be in 
contact with the head in these three regions making them important for quality of helmet fit and performance.  
Differences between the chins of the two headforms may affect chinstrap fit and performance. 
 
Several important limitations should be noted regarding this study.  Only one headform of each type was 
measured in this study.  Other Hybrid III and NOCSAE headforms which meet the respective manufacturing 
tolerances may yield slightly different measurements, though the differences are not expected to substantially 
affect the results or conclusions of this study.  The analysis addressed only headform shape characteristics.  Other 
factors such as inertial properties, attachment to a biofidelic neck, and instrumentation installation should also be 
considered in future studies.  Measurements were taken of headforms that were intended to represent an average 
man, limiting the applicability of these results for large or small men, women, and children.   
 
Proper helmet fit and sizing on dummy headforms for laboratory testing is dependent on headform shape.  The 
head circumference measured above the brow alone is not adequate to characterize headform size for helmet 
testing.  In this study, the differences in shape between the Hybrid III and NOCSAE headforms were quantified.  
While only minor differences were noted in the upper portions of the headforms, substantial differences were 
found in other areas.   
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Headform Impact Analysis 
 
Background 
 
Beyond comparison of headform shape, we aimed to quantify differences in impact response between the Hybrid 
III and NOCSAE headforms.  The Hybrid III headform is a part of the full-body anthropomorphic test device 
(ATD) by the same name.  The dummy was designed for automotive safety testing by researchers working for 
General Motors.  In addition to automotive safety, the Hybrid III headform has also been used extensively for 
sports helmet testing (Hubbard and McLeod, 1974; Viano et al., 2012a; Viano et al., 2012b; Pellman et al., 2003; 
Pellman et al., 2006; Gwin et al. 2010). 
 
The full body ATD includes a neck to which the headform can be attached, allowing for angular accelerations 
(Gwin et al. 2010).  A hollow cavity in the headform also makes it well suited for the instrumentation used to 
measure linear and angular head acceleration (Padgaonkar et al., 1975).  The biomechanical response of the head 
has been validated for direct loading to the forehead using a drop test method and loading through the neck 
attachment (Hubbard and McLeod, 1974).  In both cases, the headform was compared with cadaver response 
corridors.  While the dimensions and shape of the upper part of headform were based on measurements from 
human subjects and cadavers, the headform was not designed to evaluate helmets.  Some portions of the headform 
are not representative of a human head, most notably the nape of the neck, making proper helmet fit difficult 
(Cobb et al., 2014). 

 
Contrary to the Hybrid III, the NOCSAE headform was developed specifically for helmet testing (Hodgson, 
1975).  The headform was built to replicate linear acceleration characteristics in drop tower tests; as such, the 
headform attaches rigidly to a drop carriage and has limited space for instrumentation.  A shaft from the underside 
of the chin to an area near the center of gravity (CG) of the headform was designed to allow for placement of a 
triaxial accelerometer package for linear acceleration measurement only (Kendall et al., 2012).  While previous 
studies have implemented other six degree of freedom (DOF) instrumentation arrangements, recent advances in 
instrumentation technology have also allowed researchers to accurately measure 6DOF kinematics using an 
accelerometer and angular rate sensor package that fits inside the NOCSAE instrumentation shaft (Kendall et al., 
2012l; Bartsch et al., 2012).  Size and shape specifications for the headform were based on a cadaver determined 
to be representative of the average American football player and the model includes all parts of the head that are 
important for helmet fit (Hodgson, 1975). 
 
To date, no studies have compared impact response characteristics for Hybrid III and NOCSAE headforms where 
both heads were mounted on a Hybrid III neck.  Differences between the two headforms in mass, inertia, 
instrumentation, and other properties are likely to have implications on impact test results.  This study tested the 
hypothesis that there would be no difference in impact responses between the Hybrid III and NOCSAE headforms 
over a range of acceleration magnitudes. 
 
Methods 
 
Impact tests were conducted on two helmeted dummy headforms, a 50th percentile male Hybrid III and a medium 
NOCSAE headform (Figure 63).  Both headforms were mounted on a 50th percentile male Hybrid III neck 
attached to a five degree of freedom (DOF) adjustable linear slide table with a mass of 16 kg, similar to previous 
pendulum and linear impactor studies (Viano et al., 2012b; Pellman et al., 2006; Gwin et al. 2010; Beckwith et al., 
2012).  All tests were conducted using a custom pendulum impactor consisting of a 15.5 kg anvil with a flat 
impactor face at the end of a 1.90 m arm.  The total moment of inertia of the pendulum arm and anvil was 72 kg-
m2.  The impactor face was a 127 mm (5 in) diameter, 25 mm thick piece of nylon mounted directly to a steel 
anvil.  The two headforms were fitted with a large Riddell Speed Revolution helmet (Riddell, Rosemont, IL), and 
struck five times at each test condition using six locations and three impactor velocities for a total of one hundred 
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eighty tests.  Impact locations were to the front, facemask, jaw, side, rear boss, and rear of the helmet (Figure 64).  
For each impact location, the headforms were rotated into the same positions and then translated to align markers 
on the helmet with the impactor face.  The slide table allows for rotations to lean the head and neck toward or 
away from the impactor (elevation) and twist the head and neck about the long axis of the body (azimuth).  
Impactor velocities of 3.1 m/s, 4.9 m/s, and 6.4 m/s were selected to reproduce a range of linear accelerations.  
High magnitude impact conditions were selected for this study because they are the most likely to cause injury 
and therefore most relevant for evaluating brain injury risk in the laboratory.  More detailed specifications of 
shape and inertial properties are provided in studies by Cobb et al. (2014) and Kendall et al (2012). 

 
 

Figure 63: The most commonly used headforms in helmet impact testing, (a) a 50th percentile male Hybrid III headform and 
(b) a medium NOCSAE headform, both mounted  on a 50th percentile male Hybrid III neck. 

 

  
Front – Azimuth: 0˚, Elevation: 30˚ Facemask – Azimuth: 0˚, Elevation: -10˚ 

  
Jaw – Azimuth: -90˚, Elevation: -5˚ Side – Azimuth: -90˚, Elevation: 15˚ 

  
Rear-Boss – Azimuth: -135˚, Elevation: 15˚ Rear – Azimuth: 180˚, Elevation: 0˚ 

 
Figure 64: Helmeted Hybrid III and NOCSAE headforms showing the six impact locations: front, facemask, jaw, side, rear-

boss, and rear. 
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Kinematic data of the Hybrid III headform were collected at 20 kHz using nine accelerometers (7264-2000B, 
Endevco, San Juan Capistrano, CA) in a 3-2-2-2 arrangement.  The accelerometer arrangement allowed for 
calculation of linear and angular acceleration about the center of gravity of the headform.  Linear acceleration data 
were filtered in accordance with SAE J211 standards using a Channel Frequency Class (CFC) 1000 low-pass anti-
aliasing filter.  Angular acceleration data were filtered with a CFC 180 filter for angular acceleration calculations 
in accordance with published best-practices to reduce the effect of spurious noise (Beckwith et al., 2012; Newman 
et al., 2005). 

 
While the Hybrid III headform was mounted on the Hybrid III neck as designed, the NOCSAE headform required 
a custom adapter plate and modifications to the headform (Figure 65) to allow for neck attachment.  The adapter 
plate mounted on the base of the headform via three screws that fit into existing threaded holes.  A 12.7 mm (0.5 
in) diameter shaft through the adapter plate allowed for attachment to a Hybrid III neck via the occipital condyle 
(OC) joint similar to how the Hybrid III headform attaches.  The adapter plate was 22.2 mm (0.875 in) thick and 
the bottom face sat directly on top of the neck, without rubber nodding blocks (a standard feature on the Hybrid 
III neck).  Minor modifications were made to the NOCSAE headform to accommodate the adapter plate and move 
the OC joint forward to more closely resemble relative position of the OC joint to the CG of the Hybrid III 
headform.  The plate was placed such that the distance in the anterior-posterior and medial-lateral directions 
between the OC joint and the CG would be the same for the Hybrid III and NOCSAE headforms.  With the 
adapter plate, the OC joint was 22 mm more inferior to the CG than the OC joint on the Hybrid III headform.  The 
OC joint shaft was centered 18.8 mm (0.74 in) forward of center threaded hole in the headform and 12.7 mm 
(0.50 in) inferior to the base of the headform.  Some material was removed from the headform around the original 
neck mount and instrumentation channel (Figure 65) to make room for the adapter plate and Hybrid III neck.  The 
mass of the adapter plate and mounting screws matched that of the removed material. 

 
 

 

 
Figure 65: Adapter plate (left) and headform modifications (center) required to fit a NOCSAE headform to a Hybrid III neck 

and move the occipital condyle joint forward.  Headform material was removed around the underside of the chin to 
accommodate the adapter plate and neck.  The far right picture shows the adapter plate installed on the underside of the 

headform with the location of the occipital condyle (OC) pin labeled. 
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Kinematic data of the NOCSAE headform were collected at 20 kHz using a 6DX Pro 2k-18k six-degree of 
freedom (6DOF) sensor package (DTS, Seal Beach, CA).  The sensor package was mounted on a custom-built 
aluminum block placed inside the instrumentation shaft of the NOCSAE headform placing the measurement axis 
5.74 mm (0.226 in) anterior (x-axis) and 0.89 mm (0.035 in) inferior (z-axis) to the CG of the headform and 
rotated -20˚ about the y axis (J211 coordinate system).  Accelerometer data were filtered using a CFC 1000 low-
pass anti-aliasing filter in accordance with SAE J211 standard and angular rate data were filtered using a CFC 155 
filter.  The filter specification for angular rate data was based on a previous test series in which the peak 
acceleration values of the 6DOF sensor package were optimized to match those of the 3-2-2-2 arrangement.  
Kinematic data measured at the sensor package were rotated to match the orientation of the SAE J211 head 
coordinate system.  Angular acceleration values were calculated in the rotated coordinate system and then linear 
accelerations were calculated for the CG of the headform. 
 
Impact response was assessed using a series of parameters based on the acceleration and angular rate 
measurements.  Resultant linear and angular accelerations were determined for the CG of the headforms as 
functions of time. Peak acceleration and peak angular rate values, which are associated with the pressures and 
strains in the brain that have been correlated with concussion risk, were recorded (Hardy et al., 2007).  The linear 
acceleration traces were also used to ascertain measures of impact event duration that are associated with 
concussion risk (Ommaya, 1985).  Time to peak linear acceleration was defined as the time from the start of the 
impact event to the peak linear acceleration, while event duration was the time from the start of the impact event 
to the time of peak resultant linear velocity.  The start of the impact event was defined using a 0.5 g threshold for 
resultant linear acceleration.  The ratio of the resultant linear acceleration to the resultant angular acceleration was 
used to approximate the radius of rotation of the headform as a function of time. 
 
Two other commonly used head injury metrics, Gadd Severity Index (SI) and Head Injury Criterion (HIC) were 
also calculated for each impact (Gadd, 1966; Versace, 1971).  Both SI and HIC combine weighted accelerations 
with duration to calculate a single number that is associated with head injury (Viano et al., 2012a; Pellman et al., 
2003; Pellman et al., 2006; Duma et al., 2005b).  These metrics serve as correlates to energy transferred to the 
head during impact. 
 
Differences between the two headforms in biomechanical magnitudes and variances among matched test 
conditions were assessed for all parameters.  Statistical comparisons were made using a three-way analysis of 
variance (ANOVA) test to compare the affects impactor velocity and impact location had on the kinematic 
parameters of the two headforms.  Post-hoc 2-way ANOVAs and Fisher’s LSD tests were conducted to compare 
differences in parameters between the two headforms for each velocity-location combination.  Repeatability 
among matched tests was assessed using coefficient of variation (COV), which is the ratio of the standard 
deviation of matched test responses to the mean, expressed as a percentage.  COV values for each parameter of 
the two headforms were compared across all test conditions using two-sample Student’s t-test.  Significance was 
set at α = 0.05 for all statistical analyses. 
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Results 
 
Throughout the 180 tests conducted, the headforms demonstrated similar response patterns to one another for 
corresponding test conditions (Figure 66 and Figure 67).  The response corridors in Figure 66 and Figure 67 show 
the upper and lower bounds of all repeated tests by test condition and headform.  Statistical analyses using three-
way ANOVAs revealed significant differences among test conditions (p < 0.001) for all parameters.  Post-hoc 
analyses revealed significant differences between headform by impact velocity-location combinations for all 
parameters (p < 0.001), including linear and angular acceleration. 
 
Linear and angular acceleration comparisons by matched location and magnitude conditions (Table 14) showed 
significant differences between headforms for several test conditions.  For linear acceleration, eight out of 
eighteen (8/18) test conditions had significant differences.  The NOCSAE headform peak linear acceleration was 
as much as 10.1% lower than that of the Hybrid III headform for the medium velocity jaw impacts and as much as 
19.9% higher for the medium velocity facemask impacts.  The angular acceleration comparisons revealed 
significant differences in eleven out of eighteen (11/18) test conditions.  As with linear acceleration, the largest 
differences between headforms occurred at the facemask location.  No significant differences were found in COV 
values between the two headforms for linear (p = 0.335) or angular acceleration (p = 0.841).  Relatively large 
variances were found for several test conditions, including the facemask, where the acceleration plots show wide 
corridors. 
 
Differences between the headforms varied by impact location.  At the front location, a significant difference in 
peak linear acceleration was found for the high velocity condition, where the NOCSAE headform was 9.0% 
higher than the Hybrid III.  The Hybrid III and NOCSAE headforms had COV values of 1.7% and 3.4%, 
respectively, for this test condition.  Larger significant differences were found at the facemask location, where the 
NOCSAE headform had 19.9% and 17.7% higher peak linear accelerations for the medium and high velocity 
conditions.  Large differences were also found in the angular acceleration values at the facemask location, where 
the NOCSAE headform was 65.3% higher, 28.5% higher, and 22.5% lower than the Hybrid III for the low, 
medium, and high velocities.  Impacts to the jaw resulted in significant differences in peak linear and angular 
acceleration for both the medium and high velocities.  For linear acceleration, the NOCSAE headform had 10.1% 
lower and 4.0% lower values than the Hybrid III.  The angular accelerations of the NOCSAE headform were 
26.9% higher and 25.3% higher than the Hybrid III for the medium and high velocity conditions.  For side 
impacts, no significant differences were found in peak linear acceleration.  The NOCSAE headform did have 
9.1% higher angular acceleration for the medium velocity.  At the rear-boss location, the only significant 
difference was for peak linear acceleration at the high velocity condition, where the NOCSAE headform 
acceleration was 8.0% higher than that of the Hybrid III.  Several significant differences were found at the rear 
impact location, where differences in peak linear acceleration were found for the medium and high velocities, and 
differences in peak angular acceleration were found at all three velocities.  The differences at the rear location 
ranged from 7.2% for linear acceleration at the high velocity condition to 29.4% for angular acceleration at the 
medium velocity. 
 
Condition-specific significant differences between the headforms for matched magnitudes and locations were also 
found in all the other parameters (p < 0.001).  No significant differences were found between the headforms in 
COV values.  COV and mean percent differences are summarized in Table 15 for all parameters. 
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Figure 66: Linear acceleration time traces for each velocity (columns) and location (rows) for the Hybrid III (red) and 
NOCSAE (blue) headforms.  Shaded regions correspond to corridors bounded by the highest and lowest headform 

acceleration responses at each instant in time (relative to the start of the events) for the respective headform.  The acceleration 
traces show good agreement between repeated tests and headforms for all test conditions except those at the facemask 

location. 
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Figure 67: Angular acceleration time traces for each velocity (columns) and location (rows) for the Hybrid III (red) and 
NOCSAE (blue) headforms.  Shaded regions correspond to corridors bounded by the highest and lowest headform 

acceleration responses at each instant in time (relative to the start of the events) for the respective headform.  The acceleration 
traces show good agreement between repeated tests and headform for most test conditions. 
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Table 14: Summary of peak linear and angular acceleration comparisons between the Hybrid III and NOCSAE headforms 

for each test condition.  The coefficient of variance (COV) for peak acceleration values of matched tests were similar for the 
two headforms.  Differences between headforms were quantified as mean difference in peak acceleration (Δ).  Positive values 

of Δ indicate larger NOCSAE headform values.  Condition-specific significant differences were identified between 
headforms (denoted by *). 

 

COV (%) COV (%) Δ COV (%) COV (%) Δ  
Front

Low 59.5 ± 0.4 0.6 59.6 ± 0.7 1.2 0.0 1.70 ± 0.11 6.5 2.29 ± 0.08 3.4 0.59 *
Medium 88.8 ± 1.1 1.2 87.1 ± 1.5 1.7 -1.7 2.65 ± 0.12 4.5 2.55 ± 0.08 3.2 -0.10
High 128.1 ± 2.2 1.7 139.6 ± 4.7 3.4 11.5 * 4.09 ± 0.29 7.1 3.47 ± 0.09 2.5 -0.62 *

Facemask
Low 28.1 ± 0.4 1.5 28.5 ± 1.2 4.0 0.4 1.50 ± 0.07 4.8 2.48 ± 0.66 26.6 0.98 *
Medium 50.3 ± 1.0 1.9 60.4 ± 3.2 5.3 10.0 * 2.82 ± 0.15 5.4 3.62 ± 0.28 7.8 0.80 *
High 63.2 ± 6.2 9.8 74.3 ± 3.0 4.1 11.2 * 5.62 ± 1.09 19.3 4.36 ± 0.34 7.7 -1.27 *

Jaw
Low 29.1 ± 0.6 2.0 29.5 ± 0.5 1.7 0.4 3.09 ± 0.07 2.1 3.43 ± 0.18 5.4 0.33
Medium 62.1 ± 3.0 4.9 55.8 ± 0.5 0.9 -6.2 * 5.18 ± 0.13 2.6 6.57 ± 0.14 2.1 1.39 *
High 109.4 ± 1.8 1.6 105.1 ± 3.0 2.9 -4.3 * 8.88 ± 0.38 4.3 11.13 ± 0.46 4.2 2.25 *

Side
Low 53.6 ± 3.0 5.6 55.5 ± 0.6 1.0 1.8 3.04 ± 0.09 3.0 3.34 ± 0.09 2.6 0.30
Medium 95.6 ± 1.4 1.4 98.1 ± 0.6 0.6 2.5 5.41 ± 0.11 2.0 5.91 ± 0.06 1.0 0.50 *
High 129.8 ± 2.4 1.9 132.1 ± 2.1 1.6 2.3 7.92 ± 0.13 1.6 7.71 ± 0.11 1.5 -0.20

Rear Boss
Low 41.8 ± 0.7 1.6 40.4 ± 0.5 1.3 -1.4 2.43 ± 0.08 3.4 2.14 ± 0.06 2.7 -0.29
Medium 74.5 ± 1.6 2.1 71.6 ± 1.1 1.5 -3.0 4.25 ± 0.24 5.7 4.02 ± 0.30 7.5 -0.23
High 100.9 ± 5.0 5.0 109.0 ± 1.6 1.5 8.1 * 5.67 ± 0.16 2.7 5.67 ± 0.23 4.0 0.00

Rear
 Low 39.7 ± 0.4 1.0 41.1 ± 0.4 1.0 1.4 1.88 ± 0.10 5.2 2.43 ± 0.11 4.7 0.55 *
Medium 66.0 ± 0.7 1.1 74.6 ± 0.3 0.4 8.6 * 2.92 ± 0.06 1.9 3.65 ± 0.05 1.2 0.73 *
High 98.2 ± 1.3 1.3 105.2 ± 0.9 0.9 7.0 * 4.46 ± 0.26 5.8 4.99 ± 0.29 5.7 0.53 *

Peak Linear Acceleration (g) Peak Angular Acceleration (krad/s^2)
NOCSAENOCSAE Hybrid IIIHybrid III

 
 
 

Table 15:  Averaged percent difference in magnitude between headforms for various parameters, and corresponding COV 
values for each headform.  No significant differences were identified between headforms in COV values. 

 

Peak Linear Acceleration 3.7 ± 7.8 2.6 ± 2.3 2.0 ± 1.4
Peak Angular Acceleration 12.0 ± 21.6 4.9 ± 4.0 5.2 ± 5.8
Time to Peak -1.5 ± 18.3 6.4 ± 6.7 3.6 ± 2.2
Event Duration 14.2 ± 33.8 2.2 ± 2.7 2.0 ± 2.3
Peak Angular Rate -7.9 ± 12.6 2.9 ± 3.5 2.1 ± 2.5
HIC -5.6 ± 19.5 3.2 ± 3.8 4.1 ± 5.7
SI -12.2 ± 12.8 2.7 ± 2.4 3.1 ± 4.6
Radius of Rotation -4.1 ± 33.9 11.6 ± 11.9 9.7 ± 9.6

COV (%)
Hybrid III NOCSAE

Percent difference in 
magnitude (%)
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Discussion 
 
This test series offers a comprehensive comparison of helmeted head impact response for the Hybrid III and 
NOCSAE headforms.  The results show test condition-specific differences in kinematic data between the two 
headforms that should be considered when selecting a headform for helmet testing and evaluation.  In terms of 
repeatability, the Hybrid III and NOCSAE headforms had similar coefficient of variation (COV) values for peak 
linear (μHIII = 2.6%; μNOCSAE = 2.0%) and peak angular acceleration (μHIII = 4.9%; μNOCSAE = 5.2%), which are 
consistent with past studies of headform response (Kendall et al., 2012; Walsh et al., 2011 ; Cobb et al., 2015). 
Both impact location and velocity affected the differences between headforms.  A greater number of significant 
differences were identified at higher impact velocities, likely because the higher energy impacts exaggerated 
response differences due to inertial properties and headform-helmet interactions.   
 
Impact location had a more complicated effect on differences in impact response between the two headforms.  
Impacts that were lower on the helmet (facemask, jaw, and rear) all resulted in significant differences in peak 
linear acceleration for the medium and high velocities.  For angular acceleration, the facemask and rear impacts 
resulted in significant differences at all impact velocities.  Shape differences between the Hybrid III and 
NOCSAE headforms may have contributed to differences in these impact locations by affecting the interaction 
between the headforms and helmet pads (Cobb et al., 2015).  The Hybrid III has narrower cheeks than the 
NOCSAE headform and the back of the headform does not extend all the way to the bottom of the helmet pads.  
Impacts higher on the helmet (front, side, and rear-boss) tended to show better agreement between headforms, 
with significant differences in linear acceleration only for high velocity impacts and fewer significant differences 
in angular acceleration. 
 
The facemask impacts resulted in some of the largest differences between headforms and COV values.  In 
addition to headform shape, facemask deformation also substantially affected these results.  As stated previously, 
the Hybrid III has narrower cheeks than the NOCSAE headform, allowing for more space between the helmet 
cheek pads and the face and helmet movement relative to the headform.  Interestingly, impacts to the facemask 
resulted in lower peak linear acceleration values compared to other locations. The difference is likely due to the 
energy absorption and modulation associated with facemask deformation.  At the highest impact magnitude, the 
facemask peak linear accelerations were nearly 30% lower than all other locations and resulted in permanent 
facemask deformation.  Without the facemask impacts, the average percent difference between the headforms for 
linear acceleration would be 1.8 ± 6.0% and angular acceleration would be 9.6 ± 15.9%.  The COV values would 
also decrease: linear acceleration COV values would be 2.2 ± 1.6% and 1.4 ± 0.8% for the Hybrid III and 
NOCSAE headforms while angular acceleration COV values would be 3.9 ± 1.8% and 3.4 ± 1.8%. 
 
Linear acceleration results showed small differences between the headforms in terms of peak values and variation 
between matched tests.  While significant differences were found between the two headforms for peak linear 
acceleration values in eight out of eighteen impact conditions, the average difference across all conditions was 
just 3.7%.  The largest differences between the headforms occurred at the facemask location, where facemask 
deformation affected helmet fit and energy transfer to the headform.  A second interesting finding was observed in 
the low magnitude impacts to the front location, where the Hybrid III time traces ramp up slowly for the first few 
milliseconds.  The difference in response at this test condition may be due to energy absorption early in the 
impact by the rubber nodding blocks, which are small rubber blocks located anterior and posterior to the OC joint 
on the Hybrid III headform and allow limited sagittal plane rotation about the OC joint.  While the headform had 
nodding blocks, the NOCSAE headform was mounted flush to the top of the neck with a metal to metal contact.  
At the medium and high magnitudes, the effect due to nodding blocks may not be substantial enough to be 
observed in the plots (Figure 66 and Figure 67).  No significant differences were found between the two 
headforms in average coefficient of variance (COV) values of peak linear acceleration.  These linear acceleration 
results show that helmeted impact tests conducted using a NOCSAE headform mounted on a Hybrid III neck 
differ from those conducted using a Hybrid III headform for some impact conditions; though, on average, the 
differences are small and the two test set ups are similarly repeatable.  Given that only small differences were 
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found, these results suggest that both headforms provide reasonable impact responses in terms of linear 
acceleration. 
 
Differences between the two headforms for angular acceleration were larger than those observed for linear 
acceleration, likely due to differences in inertial properties, helmet fit, and the larger variances associated with 
angular acceleration measurements.  In general, the same angular acceleration patterns were observed in the time 
traces of the two headforms, particularly during the first 10 ms of the events.  As with the linear acceleration 
results, the largest differences were observed at the facemask location and can likely be attributed to the facemask 
deformation noted in the discussion of linear acceleration data.  Averaged across all test conditions, the NOCSAE 
headform had 12.0 ± 21.6% higher peak angular acceleration than the Hybrid III and significant differences were 
found at eleven out of eighteen conditions.  Average COV values were significantly higher for angular 
acceleration for both headforms compared to the linear acceleration conditions (p = 0.043; p = 0.031), though no 
significant differences were observed between the two headforms (Linear: p = 0.335; Angular: p = 0.841). 
 
For the other parameters, average differences tended to be small relative to standard deviations, and the 
differences were similar in magnitude to those observed for peak linear and angular accelerations.  COV values 
were also in line with those observed for peak acceleration values for most parameters.  Time to peak linear 
acceleration for the Hybrid III headform had a large average and standard deviation of COV values that can be 
attributed primarily to impacts to the facemask, where some COV values topped 20%.  Radius of rotation had the 
highest average COV for both headforms.  The high variance of the radius of rotation term is due to the 
contributions of variance from both peak linear and angular acceleration at the time of peak linear acceleration. 
 
While some differences in impact response were identified between the Hybrid III and NOCSAE headforms, 
these differences do not indicate that one headform is superior to the other for impact testing.  Rather, the results 
demonstrate two important findings: (1) the two headforms have similar levels of repeatability, (2) the two 
headforms produce similar, though not identical results.  These two findings suggest that either headform is likely 
to consistently produce reasonable head impact response results for helmeted impacts, albeit they may not 
produce the same results.  Given that both headforms offer acceptable accuracy and repeatability, other factors 
such as shape and helmet fit should be considered when selecting a headform for testing.  The NOCSAE 
headform more closely resembles the shape of a human head, likely leading to a more realistic head-helmet 
interaction compared to the Hybrid III (Cobb et al., 2015). 
 
This study has limitations that affect how these data can be interpreted.  The Hybrid III neck utilized in this study 
is not a perfect representation of a human neck though it does produce head kinematics similar to those observed 
in field studies and is currently the best available option for these types of impact tests (Duma and Rowson, 2009; 
Cobb et al., 2013; Rowson et al., 2009).  There were some challenges in setting the same impact locations for the 
two headforms.  While the impactor face was aligned to a common marker on the helmets, differences in helmet 
fit could have affected the alignment.  Furthermore, differences between the relative locations of CG and OC joint 
for the headforms likely had an effect on the directions of the impacts.  Only one helmet type and one of each 
headform type was used for testing and non-helmeted impacts were not conducted. This study did not investigate 
the effects other factors such as temperature, humidity, impactor face, or helmet age may have on headform 
response (Rowson and Duma, 2013; Rowson et al., 2013). 
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State-of-the-Science Meeting on Environmental Sensors for MTBI 
 
We participated in the International State-of-the-Science Meeting on the Biomedical Basis for mTBI 
Environmental Sensor Threshold Values in McLean VA.  The purpose of this meeting was 4 fold: 1) to assess the 
current state-of-the-science for the biomedical basis of environmental sensor threshold values and their 
relationships with the risk of mTBI, 2) to identify gaps in the development and utilization of current 
environmental sensor injury threshold values, 3) to guide future research to gain understanding between varying 
blast forces and the development of mTBI, and 4) to improve protection, treatment, mitigation for both civilian 
and warfighter communities.  At this meeting, we gave a presentation entitled “Biomechanically Characterizing 
Mild Traumatic Brain Injury using Helmet Instrumentation” which discussed our experiences with using helmet 
instrumentation, relating biomechanical measurements to risk of mTBI, and the challenges associated with 
defining threshold values.  In short, we have used helmet-mounted accelerometer arrays to instrument hundreds of 
human subjects.  Head acceleration data collected from these sensors have been paired with clinical data from the 
medical staff. We have used these data to characterize human tolerance to blunt head impact by relating the 
biomechanical data to the clinical data. The average brain injury was associated with a linear acceleration of 105 
g, rotational acceleration of 5022 rad/s/s, and rotational velocity of 22 rad/s. From this work, we have also 
developed uni-variate and multi-variate brain injury risk functions for linear and rotational acceleration.  We then 
went on to discuss the challenges associated with setting a threshold.  Specifically, we explained how any 
threshold represents some specific risk.  For example, if you set a threshold at 150 g, only 10% of impacts at 150 
g result in mTBI, however, 85% of concussions occur at values less the 150 g.  This meeting highlighted the 
importance of work evaluating head impact sensors to capture head kinematics during loading events.  This work 
can help inform future decisions on sensors, how to interpret these data, and appropriately analyze risk.  
 
We have previously reported on preliminary testing of environmental sensors that measure head kinematics.  
Since then, we have developed and implemented methods to comprehensively evaluated impact sensors.  The 
methods and results are reported below. 
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Development and Implementation of Laboratory Test Methods for the Evaluation of 
Environmental Head Impact Sensors 
 
Introduction 
 
Head impact sensors have the potential to aid consumers in the injury diagnostic process by alerting to a severe 
impact. Researchers have also been using head impact sensors to investigate the biomechanics of concussive and 
sub-concussive impacts for years (Guskiewicz and Mihalik, 2011). Current efforts rely on volunteer athletes 
instrumented with wearable head impact sensors during practices and games in an effort to quantify variables 
associated with head impacts. One such widely-used sensor is the Head Impact Telemetry (HIT) System which 
has been used to develop risk curves for concussion in adult males (Funk et al., 2006; Funk et al., 2012; Rowson 
et al., 2012; Rowson and Duma, 2011). Higher concussion rates among women have led researchers to believe 
different factors play a role in concussions in women compared to men. These may include a woman’s smaller 
mass, lower neck strength, or hormonal influences (Agel et al., 2007; Covassin et al., 2007). Alternative sensors 
provide new opportunities to study these populations; however, current accuracy in these sensors is limited (Wu et 
al., 2015; Press and Rowson, 2016). Current available wearable sensors vary in their applications and capabilities. 
Some simply alert the wearer of a severe impact via light or vibration while others output full head kinematics for 
each impact. The placement of each sensor also varies. The most common include those mounted on a helmet 
shell, in a headband, or skull cap. Others are adhered to the skin as a patch or worn as a mouth guard (Wu et al., 
2015; Campbell et al., 2015; Higgins et al., 2007; Nevins et al., 2015; Wong et al., 2014). Unfortunately, the 
accuracy and reliability of these sensors are not regulated to ensure data are representative of true head 
kinematics. The objective of this study was to define and implement laboratory methods as an initial phase in 
evaluating wearable head impact sensors. A sample of currently available sensors were tested and analyzed 
according to the proposed protocol.  
 
Methods 
 
Test Setup 
 
Impact tests were conducted using a custom pendulum impactor with a 15.5 kg anvil and 1.90 m pendulum arm. 
The total moment of inertia of the pendulum arm and anvil was 72 kg-m2 (Rowson B et al., 2015). A medium 
NOCSAE headform custom fit with a Hybrid III neck was mounted on a linear slide table with five degrees of 
freedom (DOF) (Cobb et al., 2014; Cobb et al., 2016).  Three linear accelerometers (7264b-2000, Endevco, Irvine, 
CA) and a triaxial angular rate sensor (ARS3 Pro 18k, DTS, Seal Beach, CA) located in the headform center of 
mass measured reference kinematics. Tests were performed in both unhelmeted and helmeted conditions. For the 
unhelmeted condition, a 127 mm diameter and 40 mm thick vinyl-nitrile impactor face was mounted at the end of 
the anvil. For the helmeted condition, a flat, rigid, nylon impactor face measuring 127 mm in diameter and 25 mm 
thick was used. A large Riddell Speed (Elyria, OH) football helmet without the facemask was worn by the 
headform throughout helmeted tests. 
 
Impacts were performed to the front, front boss, rear boss, and rear locations of the headform (Figure 68, Table 
16), at targeted head accelerations of 25, 50, 75, and 100 g. The four impact locations were equally spaced around 
the head and had variable directions of force. Facemask impacts were not included due to their high inherent 
variability and permanent deformation upon impact (Cobb et al., 2016). The four targeted head accelerations were 
chosen to represent a range of subconcussive and concussive impacts (Rowson and Duma, 2011; Daniel et al., 
2012; Pellman et al., 2003). Since constant pendulum angles produced variation in head acceleration from one 
location to the next, angles were varied by location to maintain consistent head accelerations. This allowed for 
more accurate location comparisons since preliminary tests showed that many sensors experienced increased error 
with increasing head acceleration. To remain consistent between tests, reference values were verified to remain 
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within an average of ±5 g of the target acceleration for each test condition. Each test configuration was repeated 
four times, totaling 64 tests per sensor. 
 

  

 
 

Figure 68: Impact locations from left to right: front, front boss, rear boss, rear. Unhelmeted tests (top) were 
conducted with a 40 mm-thick padded impactor. Helmeted tests (bottom) were conducted with a rigid impactor 

while the headform wore a large Riddell Speed helmet. 
 

 
 

Table 16: NOCSAE headform translations and rotations on the linear slide table for each test condition. 
 

Condition Location Y (cm) Z (cm) Ry (deg) Rz (deg) 

Front 0 -1.2 -30° 0° 
Front Boss +3.5 +3.8 -10° -60° 
Rear Boss -2 +4.8 +5° -120° 

Unhelmeted 

Rear 0 +4.3 0° -180° 
Front 0 +4.3 -30° 0° 

Front Boss +2 +3.8 -10° -60° 
Rear Boss -2 +5.3 +5° -120° 

Helmeted 

Rear 0 +4.3 0° -180° 
Notes: Y and Z-axis translation measurements were made with respect to the headform in a position where the 

median (midsagittal) and basic (transverse) plane intersection was aligned with the center of the impactor with 0° Y 
and Z-axis rotation, using the SAE J211 coordinate system. The position on the X-axis was defined as +1.25 cm 

before the helmeted headform contacted the pendulum in a neutral vertical position for all locations. 
 



 
 

89 
 

A sample of commercially-available wearable head impact sensors were assessed under this protocol 
(Figure 69, Table 17). The xPatch was developed by X2 Biosystems (Seattle, WA) and is adhered to the 
skin with an adhesive patch placed behind the ear over the mastoid process. Equivalent placement was 
found on the headform behind the right ear, and the sensor was tested under both unhelmeted and 
helmeted conditions. The SIM-G was developed by Triax Technologies (Norwalk, CT) and is worn in a 
headband with the sensor located at the back of the head along the nuchal line. It was tested under both 
unhelmeted and helmeted conditions. The Gforce Tracker (GFT) was developed by the company of the 
same name (Markam, ON) and has two possible sensor placements: fixed to a headband and adhered to 
the helmet shell. In the unhelmeted condition, GFT was fixed to a holder in the headband and worn with 
the sensor located at the back of the head along the nuchal line. In the helmeted condition, the sensor was 
adhered to the inside, back right side of the helmet shell oriented in the anterior-posterior direction. 
Shockbox was developed by Impakt Protective but is now owned by i1 Biometrics (Kirkland, WA) and is 
adhered to the helmet shell. It was only tested in the helmeted condition with the sensor located on the 
inside, right side of the helmet shell, oriented in the anterior-posterior direction. Hereafter, the sensors 
will be referred to as X2, Triax, GFT, and Shockbox. Sensor acceleration and velocity measurements 
were compared to reference measurements from the headform.  
 

 
 

Figure 69: Sensors evaluated in this study. From left to right: X2, Triax, GFT, Shockbox. 
 
 

Table 17: Wearable sensor details. Assessments were performed according to the ability of each sensor. 
 

Sensor 
Hardware 

Last Updateda Components 
Peak 

Headform     
Outputsb 

Time Series 
Outputs 

Output 
Sampling Rate 

Location 

X2 Oct 2014 
3-axis 

accelerometer, 
gyroscope 

LA, RV, RA LA, RV 
1000 Hz 

(RV: 850 Hz) 
skin patch 

Triax June 2014 
3-axis 

accelerometer, 
gyroscope 

LA, RV, RA LA, RV, RA 1000 Hz headband 

GFT Oct 2015 
3-axis 

accelerometer, 
gyroscope 

LA, RV, RA LA, RV 
3000 Hz 

(RV: 760 Hz) 
helmet, 

headband 

Shockbox Aug 2014c 3-axis accelerometer LA n/a n/a helmet 

a All software and firmware were updated in Oct 2015 
b LA = linear acceleration, RV = rotational velocity, RA = rotational acceleration 

c An older model for Shockbox was tested to be consistent with the model used in Wong et al., 2014 13 
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Data Analysis 
 
Linear acceleration and rotational velocity from the headform reference instrumentation were processed 
using MATLAB R2014a. The reference data were filtered at CFC 1000 for linear acceleration and CFC 
155 for rotational velocity. Peak resultant linear acceleration, rotational velocity, and rotational 
acceleration values were computed for each impact. Sensor error was calculated by finding differences in 
peak values between the reference and wearable sensors. Negative error corresponds to underpredictions 
by the wearable sensors, whereas positive error corresponds to overpredictions. Average and standard 
deviations in sensor error were found for each wearable sensor at each location and impact energy. 
Because the sign of the error was retained, average error is representative of systematic error while the 
standard deviation is representative of random error. 
 
Linear regressions constrained through the origin were used to define peak reference kinematics as a 
function of peak sensor kinematic measurements. Slope and R2 were used as metrics of comparison 
between sensors. The slope is a measure of systematic error with values above and below 1.0 indicating 
under and overprediction, respectively. R2 is a measure of random error, or the dispersion of test results. 
An R2 value of one corresponds to an absence of random error, while error increases as R2 approaches 
zero. Since the linear regression is constrained through the origin, negative R2 values can also exist which 
indicate that the regression fits the data worse than a horizontal line. 
 
For the sensors that also output time-series data, comparisons were made at each time point in addition to 
peak values. Since triggering thresholds for the start of the impact varied for each sensor compared to 
reference, the curves required systematic alignment. Sensor curves were iteratively time-shifted along 
references curves, and root mean square (RMS) error between the sensor and reference was found at each 
iteration (Eqn. 8): 
 

 
n

xx
RMS sref 


2

    (Eqn. 8) 

 
where  is the kinematic value for the reference,  is the kinematic value for the wearable sensor, 

and  is the number of points in the time series. The minimum RMS error of all iterations was reported 
as RMS error for that impact. To compare between test conditions, the RMS error at a given test condition 
was normalized with respect to the reference peak. Average and standard deviations of normalized RMS 
error were calculated for each sensor at each location and impact energy. 
 
 
Results 
 
Overall, X2, Triax, and GFT performed best in rotational velocity as exhibited by slope and R2 values 
closer to 1.00 (Table 18). X2 also performed well in linear acceleration with slopes near 1.0 and R2 above 
0.8. In rotational acceleration, however, X2 underpredicted the reference (m > 1.0) and exhibited large 
random error (R2 < 0.7) for both conditions. Triax also performed worse in rotational acceleration with 
overpredictions of the reference (m < 1.0) and large random error (R2 < 0.2) in both conditions. 
Unhelmeted GFT performed poorly for both linear acceleration and rotational velocity (R2 < 0.5), 
although helmeted GFT only exhibited large random error in linear acceleration (R2 < 0.4).  Shockbox 
underpredicted in linear acceleration (m > 1.0) and exhibited such large random error that the data could 
not be modeled by the linear regression (R2 < 0).    
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Table 18: Slope and R2 values of linear regressions constrained through the origin based on peak reference 

kinematics as a function of peak sensor kinematic measurements. 
 

LAb RVb RAb Sensors and 
Conditionsa m R2 m R2 m R2 

U 1.05 0.98 1.01 1.00 1.65 0.61 
X2 

H 1.02 0.86 0.99 0.95 1.41 0.13 

U 1.06 0.25 1.12 0.93 0.46 -0.56 
Triax 

H 0.94 0.15 1.15 0.79 0.72 0.19 

U 0.73 -0.24 0.65 0.42 n/a 
GFT 

H 0.38 0.39 1.06 0.89 n/a 

Shockbox H 1.60 -1.19 n/a n/a 
a U and H denote unhelmeted and helmeted test conditions, respectively. 

b Values are given for linear acceleration (LA), rotational velocity (RV) and rotational acceleration (RA). 
 
Normalized RMS error trends were similar to those observed with peak sensor error (Table 19). Lowest 
normalized RMS error for X2 and Triax was exhibited in rotational velocity. X2 exhibited the lowest 
error compared to the other sensors for both linear acceleration (8 ± 3%) and rotational velocity (3 ± 2%). 
Largest error for Triax was found in rotational acceleration for both unhelmeted (43 ± 36%) and helmeted 
(30 ± 15%) conditions. Helmeted GFT exhibited the largest error in linear acceleration (46 ± 27%) and 
unhelmeted GFT had the largest error in rotational velocity (31 ± 22%). Unhelmeted tests exhibited lower 
error than helmeted tests for X2, Triax, and GFT in linear acceleration and only X2 in rotational velocity. 
Shockbox did not output time-varying responses.  
 

Table 19: Overall average (SD) normalized RMS error for the time-varying response of each sensor. 
 

Sensors and 
Conditionsa 

LA (%)b RV (%)b RA (%)b 

U 7.4 (0.8) 1.9 (1.3) n/a 
X2 

H 8.1 (2.5) 2.6 (1.7) n/a 

U 18.4 (7.1) 15.1 (4.7) 42.8 (36.0) 
Triax 

H 23.9 (11.1) 14.6 (5.6) 30.4 (14.9) 

U 23.9 (15.8) 30.8 (22.4) n/a 
GFT 

H 45.9 (26.6) 13.5 (4.4) n/a 

Shockbox H n/a n/a n/a 
a U and H denote unhelmeted and helmeted test conditions, respectively. 

b Values are given for linear acceleration (LA), rotational velocity (RV) and rotational acceleration (RA). 
 

xPatch, X2 Biosystems 
 
X2 successfully recorded all impacts for both unhelmeted and helmeted test conditions. Error in 
unhelmeted tests remained low for linear acceleration, with three test conditions exhibiting 12-17% 
systematic error while the remaining conditions were within 9% error (Figure 70, Table 20). Standard 
deviations, representing random error, remained within 3%. Rotational velocity demonstrated less than 
4% systematic error. Standard deviations also remained below 6% with most test conditions remaining 
below 1%. Rotational acceleration displayed higher error than the other two kinematic variables: the front 
location systematically underpredicted the reference by 6 to 18% while the remaining locations 
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underpredicted by over 28%. However, standard deviations for all locations remained within 7%. X2 
performed worse overall in helmeted tests. For linear acceleration, systematic error varied from 0 to 21% 
while standard deviations varied from 1 to 16%. Errors in rotational velocity mostly remained within 5% 
± 2% except for the high-energy front condition which overpredicted by 9% ± 22%. The lowest error in 
rotational acceleration was found in the rear location, with sensor values underpredicting the reference by 
4 to 18% with a standard deviation less than 4%. However, the remaining locations underpredicted up to 
74% although standard deviations remained within 10%. 
 
A two-way analysis of variance for unhelmeted tests yielded a significant main effect for location and 
energy in linear acceleration, and a significant interaction between location and energy (p<0.001). In 
rotational velocity, only significant differences were found in impact locations (p<0.001), not impact 
energy (p=0.65) or the interaction between location and energy (p=0.06). Rotational acceleration 
exhibited significant differences in location, energy, and the interaction between location and energy 
(p<0.001). 
 
A two-way analysis of variance for helmeted tests yielded fewer significant effects in linear acceleration 
and rotational velocity. In linear acceleration, there was only significant differences in location and the 
interaction between location and energy (p<0.001). No significant differences were found in impact 
energy (p=0.09). There were also no significant differences in rotational velocity for either location 
(p=0.25), energy (p=0.44), or their interaction (p=0.23). Rotational acceleration exhibited significance in 
both the effects of location and energy as well as their interaction (p<0.001). 
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Figure 70: Peak reference values versus peak unhelmeted X2 (A,B,C) and helmeted X2 (D,E,F) values in linear 
acceleration (A,D), rotational velocity (B,E), and rotational acceleration (C,F). A 1:1 diagonal is drawn on each 

graph to visually show the amount of overprediction (points below line) and underprediction (points above line) of 
the reference. 
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Table 20: Average (SD) sensor error for unhelmeted and helmeted X2 tests. Column headings in peak linear 

acceleration represent the targeted values, while column headings for the other variables are peak reference averages 
for each impact energy. 

 

 Error in Peak Linear Acceleration (g) 

  25 50 75 100 

Front 2.1 (0.1) 2.6 (0.4) 1.8 (1.7) -4.6 (1.0) 

Front Boss 3.8 (0.2) 3.1 (0.1) -2.0 (1.3) -6.3 (2.1) 

Rear Boss -0.5 (0.6) -4.3 (0.7) -9.3 (0.5) -12.9 (0.9) 
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Rear 0.1 (0.2) -1.6 (0.1) -2.2 (0.9) -5.7 (1.0) 

Front -0.1 (1.5) 3.1 (0.6) 5.1 (0.8) 3.2 (2.1) 

Front Boss -2.3 (0.1) -11.4 (1.0) -16.2 (3.1) -18.9 (1.3) 

Rear Boss -1.4 (2.4) -6.4 (4.1) -9.1 (4.4) -12.7 (3.9) 

H
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Rear 3.4 (0.9) 6.2 (4.7) 5.1 (2.7) 12.7 (15.7) 

          

 Error in Peak Rotational Velocity (rad/s) 

  12 21 30 35 

Front -0.3 (0.1) -0.4 (0.1) -0.7 (0.0) -0.9 (0.1) 

Front Boss -0.1 (0.1) -0.2 (0.1) -0.3 (0.1) -0.4 (0.2) 

Rear Boss 0.1 (0.1) 0.4 (0.1) 0.5 (0.1) 0.9 (0.1) 
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Rear -0.3 (0.1) -0.6 (0.1) 0.2 (1.8) -0.6 (0.1) 

Front -0.6 (0.2) -0.9 (0.1) -0.9 (0.2) 2.9 (6.9) 

Front Boss 0.0 (0.1) 0.0 (0.1) 0.3 (0.1) 0.1 (0.2) 

Rear Boss 0.2 (0.2) 0.4 (0.1) 0.6 (0.3) 0.4 (0.3) 

H
el
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ed
 

Rear -0.2 (0.0) -0.5 (0.2) -1.2 (0.2) -1.2 (0.2) 

          

 Error in Peak Rotational Acceleration (rad/s/s) 

  1482 2799 3946 5048 

Front -240.2 (48.5) -130.5 (120.1) -227.0 (90.1) -322.5 (160.0) 

Front Boss -658.9 (73.6) -1425.9 (70.7) -2047.4 (25.3) -2738.5 (134.0) 

Rear Boss -747.3 (69.6) -1451.5 (219.0) -2235.7 (273.5) -3036.8 (311.9) 
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Rear -337.6 (54.6) -975.1 (111.0) -1376.9 (191.7) -2168.3 (134.0) 

Front -191.3 (10.5) -336.6 (22.8) -536.1 (101.5) -730.5 (144.7) 

Front Boss -1276.8 (83.3) -3015.7 (217.1) -3631.3 (627.2) -4564.8 (244.3) 

Rear Boss -223.5 (147.0) -1577.2 (184.3) -1420.6 (453.3) -1608.1 (274.9) 

H
el
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ed
 

Rear -279.7 (45.8) -358.8 (54.7) -233.1 (137.7) -187.4 (121.9) 
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For unhelmeted X2 tests, average normalized RMS error for the entire time-varying response never 
exceeded 9% in linear acceleration and 4% in rotational velocity (Table 21). Standard deviations also 
remained below 5% with most test conditions remaining below 1%. Helmeted X2 tests exhibited slightly 
higher average normalized RMS error, but still did not exceed 12.6% in linear acceleration and 5.0% in 
rotational velocity. Standard deviations also remained below 6%. The largest differences in linear 
acceleration occurred in the rear boss and rear locations which exhibited spikes in acceleration 2 ms 
before the peak. Rotational velocity curves were very similar between helmeted X2 and reference, except 
for an occasional erroneous first data point in some test conditions.  
 
 
Table 21: Average (SD) normalized RMS error for unhelmeted and helmeted X2 tests. Column headings for linear 

acceleration are targeted peak linear accelerations for each impact energy, while column headings for rotational 
velocity are peak reference averages. 

 

 Normalized RMS Error in Linear Acceleration (%) 

  25 g 50 g 75 g 100 g 

Front 6.5 (0.2) 6.7 (0.2) 6.7 (0.6) 6.4 (0.6) 

Front Boss 7.9 (0.6) 7.4 (0.1) 7.1 (0.2) 7.5 (0.2) 

Rear Boss 7.5 (0.2) 7.1 (0.2) 7.4 (0.2) 6.7 (0.1) 
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Rear 8.2 (0.2) 8.6 (0.3) 8.7 (0.2) 7.9 (0.3) 

Front 6.3 (0.3) 6.5 (0.3) 5.3 (0.9) 6.6 (0.2) 

Front Boss 7.6 (0.3) 6.5 (0.2) 6.9 (0.7) 6.6 (0.4) 

Rear Boss 12.5 (5.9) 9.6 (0.8) 9.8 (2.9) 8.2 (0.9) 
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Rear 9.5 (1.0) 9.5 (1.0) 9.3 (1.9) 9.5 (1.8) 

          

 Normalized RMS Error in Rotational Velocity (%) 

  12 rad/s 21 rad/s 30 rad/s 35 rad/s 

Front 1.5 (0.4) 1.3 (0.5) 1.2 (0.5) 1.6 (0.2) 

Front Boss 1.9 (0.5) 1.9 (0.2) 2.0 (0.1) 3.2 (1.9) 

Rear Boss 1.4 (0.2) 1.9 (0.1) 2.3 (0.1) 2.6 (0.1) 
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Rear 1.4 (0.3) 1.2 (0.4) 3.6 (4.4) 1.5 (0.2) 

Front 1.6 (0.5) 1.9 (0.2) 2.0 (0.4) 4.9 (5.9) 

Front Boss 1.4 (0.2) 1.6 (0.1) 2.1 (0.4) 2.7 (0.5) 

Rear Boss 3.2 (0.3) 4.4 (0.5) 3.3 (0.6) 3.5 (0.9) 

H
el

m
et

ed
 

Rear 1.6 (0.5) 3.1 (0.8) 2.3 (0.3) 1.7 (0.6) 

 
A two-way analysis of variance for unhelmeted tests yielded a significant main effect for location 
(p<0.001) and energy (p=0.005) in linear acceleration, and a significant interaction between location and 
energy (p=0.004). In rotational velocity no significant differences were found in impact locations 
(p=0.23), impact energy (p=0.18) or the interaction between location and energy (p=0.06).  
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A two-way analysis of variance for helmeted tests yielded fewer significant effects in linear acceleration, 
yet more in rotational velocity. In linear acceleration, there were only significant differences in location 
(p<0.001). No significant differences were found in impact energy (p=0.21) or the interaction between 
location and energy (p=0.48). Similarly in rotational velocity, there were only significant differences in 
location (p=0.02). No significant differences were found in impact energy (p=0.13) or the interaction 
between location and energy (p=0.23).   
 
SIM-G, Triax Technologies 
 
Triax successfully recorded all helmeted impacts, although it failed to record two low-magnitude 
unhelmeted impacts. Unhelmeted tests exhibited widely variable error in linear acceleration: up to 130% 
at 25g and 2 to 48% in the remaining conditions with standard deviations between 1 and 35% (Figure 71, 
Table 22). Error was more consistent across test conditions in rotational velocity with the sensor 
systematically underpredicting 7 to 17%. Standard deviations also remained within 5%. The lowest error 
in rotational acceleration was found in the front boss location: 17 to 23% with standard deviations below 
6%. The highest error was in the rear location with all systematic values over 170% and standard 
deviations between 12 and 60%. Helmeted tests performed similarly to unhelmeted, with up to 226% 
error in linear acceleration at 25 g, and 3 to 46% in the remaining conditions with standard deviations 
within 22%. Rotational velocity exhibited 3 to 37% systematic error. Standard deviations remained within 
12% except for the rear location which displayed 26%. Rotational acceleration displayed up to 234% 
error at 25g, and 2 to 96% error in the remaining conditions with standard deviations between 3 and 58%. 
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Figure 71: Peak reference values versus peak unhelmeted Triax (A,B,C) and helmeted Triax (D,E,F) values in 
linear acceleration (A,D), rotational velocity (B,E), and rotational acceleration (C,F). A 1:1 diagonal is drawn on 
each graph to visually show the amount of overprediction (points below line) and underprediction (points above 

line) of the reference. 
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A two-way analysis of variance for unhelmeted tests yielded significant main effects in all three 
kinematic variables for location and energy (p<0.001) as well as their interaction (LA: p=0.02; RV, RA: 
p<0.001).  
 
A two-way analysis of variance for helmeted tests only yielded significant differences in all three 
kinematic variables for the main effects of location and energy (p<0.001). Linear acceleration did not 
exhibit significance in the interaction between location and energy (p=0.09), nor did rotational velocity 
(p=0.14). Rotational acceleration did exhibit significance on the interaction between the main effects 
(p<0.001).  

 
For unhelmeted tests, average normalized RMS error ranged from 11% to 35% in linear acceleration, 9% 
to 27% in rotational velocity, and 10% to 131% in rotational acceleration (Table 23). Standard deviations 
were lowest in rotational velocity, remaining below 4%. Rotational acceleration exhibited standard 
deviations of up to 15%. Helmeted Triax tests exhibited similar error ranges: 12% to 54% in linear 
acceleration, 11% to 22% in rotational velocity, and 14% to 70% in rotational acceleration. Standard 
deviations were mostly lower than in the unhelmeted tests, except for the rear location in rotational 
velocity which displayed up to 18%.  
 
A two-way analysis of variance for unhelmeted tests yielded significant main effects in all three 
kinematic variables for location and energy (p <0.001) as well as their interaction (LA: p=0.003; RV, RA: 
p<0.001).  
 
A two-way analysis of variance for helmeted tests yielded fewer significant effects in rotational velocity 
and acceleration. In linear acceleration, significant differences were found in location, impact energy, and 
their interaction (p<0.001). Conversely for rotational velocity, there were no significant differences in 
location (p=0.10). No significant differences were found in impact energy (p=0.33) or the interaction 
between location and energy (p=0.30). Rotational acceleration only exhibit significance on the main 
effects of location (p=0.05) and energy (p<0.001), not their interaction (p=0.32).  
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Table 22: Average (SD) sensor error for unhelmeted and helmeted Triax tests. Column headings in peak linear 
acceleration represent the targeted values, while column headings for the other variables are peak reference averages 

for each impact energy. 

Error in Peak Linear Acceleration (g) 

25 50 75 100

Front -1.0 (7.4) -20.5 (17.2) -25.5 (14.1) -47.9 (13.4) 

Front Boss 2.9 (4.4) -2.8 (5.7) -11.2 (0.3) -33.0 (0.6) 

Rear Boss 14.1 (6.3) 21.3 (3.6) 1.2 (1.6) -21.0 (1.0) 
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Rear 33.8 (17.6) 26.3 (1.8) 1.4 (10.6) -28.2 (7.3) 

Front 17.0 (18.7) 5.9 (6.8) -12.7 (12.8) -47.3 (15.9) 

Front Boss 35.8 (1.1) 16.8 (3.7) -5.1 (1.3) -25.8 (2.4) 

Rear Boss 53.8 (3.3) 30.7 (6.0) 7.1 (5.3) -7.4 (4.4) 

H
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Rear 16.3 (10.0) 1.3 (9.8) -6.1 (4.7) -30.9 (6.5) 

Error in Peak Rotational Velocity (rad/s) 

12 22 30 36

Front -1.8 (0.1) -2.8 (0.6) -2.4 (1.4) -5.4 (0.1) 

Front Boss -2.1 (0.1) -3.5 (0.2) -3.8 (0.3) -5.9 (1.9) 

Rear Boss -0.7 (0.6) -2.6 (0.2) -4.7 (0.7) -6.6 (0.1) 
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Rear 0.9 (0.4) 3.8 (0.2) -0.6 (0.6) -4.6 (1.6) 

Front -2.0 (0.4) -1.7 (2.0) -2.9 (1.2) -3.4 (0.2) 

Front Boss 3.9 (0.7) 2.8 (0.6) -0.7 (1.2) -3.4 (3.3) 

Rear Boss -1.7 (0.3) -2.9 (0.2) -4.3 (0.2) -4.2 (0.3) 

H
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Rear -3.8 (3.3) -3.9 (0.5) -10.9 (9.2) -10.9 (0.5) 

Error in Peak Rotational Acceleration (rad/s/s) 

1562 2913 4029 5339

Front -526.8 (499.3) -557.3 (885.3) 2501.5 (813.6) 1244.6 (473.9) 

Front Boss -271.7 (98.3) -642.6 (76.2) -913.0 (26.6) -864.5 (63.6) 

Rear Boss 437.6 (380.8) 409.4 (101.8) 540.3 (168.8) 2112.3 (630.0) 
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Rear 2076.6 (745.9) 5814.6 (299.6) 9502.2 (729.2) 9260.9 (503.9) 

Front 434.8 (384.4) 1602.4 (1127.5) -38.3 (658.1) 510.1 (785.0) 

Front Boss 2858.3 (354.3) 1909.4 (556.2) -593.7 (565.9) -2254.9 (343.6) 

Rear Boss 4410.8 (300.6) 3374.1 (363.8) 3187.7 (519.9) 1852.3 (850.4) 

H
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Rear 885.7 (1129.0) 610.7 (466.3) 1430.7 (1966.5) -843.4 (223.2) 
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Table 23: Average (SD) normalized RMS error for unhelmeted and helmeted Triax tests. Column headings for 
linear acceleration are targeted peak linear accelerations for each impact energy, while column headings for the 

remaining variables are peak reference averages. 
 
 Normalized RMS Error in Linear Acceleration (%) 

  25 g 50 g 75 g 100 g 

Front 19.4 (5.3) 22.5 (4.9) 21.5 (5.5) 20.7 (4.5) 

Front Boss 15.5 (0.9) 13.3 (1.0) 11.8 (0.4) 11.8 (0.5) 

Rear Boss 24.4 (3.4) 18.3 (1.5) 11.0 (0.3) 11.7 (1.4) 
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Rear 34.6 (10.2) 21.8 (4.6) 19.0 (5.5) 18.2 (2.9) 

Front 30.7 (8.0) 24.4 (4.5) 22.6 (1.9) 18.9 (5.0) 

Front Boss 35.2 (2.7) 20.1 (1.7) 12.6 (1.6) 12.4 (4.5) 

Rear Boss 53.8 (3.9) 22.9 (4.0) 18.3 (2.2) 15.1 (2.2) 
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Rear 36.6 (9.6) 22.1 (1.1) 15.0 (4.6) 21.5 (1.6) 

          

 Normalized RMS Error in Rotational Velocity (%) 

  12 rad/s 22 rad/s 30 rad/s 36 rad/s 

Front 10.2 (0.3) 9.2 (0.8) 19.7 (2.6) 17.7 (0.8) 

Front Boss 11.1 (0.2) 11.3 (0.0) 11.4 (0.1) 12.9 (0.4) 

Rear Boss 15.7 (3.8) 14.4 (0.3) 15.8 (2.9) 12.8 (0.3) 
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Rear 16.0 (1.2) 12.8 (0.4) 20.4 (2.0) 27.2 (0.7) 

Front 14.8 (2.3) 17.8 (0.6) 13.8 (3.8) 11.2 (1.2) 

Front Boss 15.1 (0.9) 11.1 (0.6) 11.1 (0.9) 15.2 (2.0) 

Rear Boss 16.5 (1.0) 12.1 (0.9) 11.9 (0.6) 13.1 (1.6) 
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Rear 20.0 (10.2) 13.3 (1.3) 21.9 (17.9) 14.4 (0.2) 

          

 Normalized RMS Error in Rotational Acceleration (%) 

  1562 rad/s2 2913 rad/s2 4029 rad/s2 5339 rad/s2 

Front 10.6 (0.8) 13.1 (4.9) 51.9 (8.6) 40.8 (4.0) 

Front Boss 10.1 (0.5) 11.9 (0.5) 15.2 (0.8) 16.7 (2.0) 

Rear Boss 35.3 (13.6) 21.4 (1.4) 27.1 (2.6) 34.2 (1.5) 

U
nh

el
m

et
ed

 

Rear 64.3 (15.3) 84.4 (6.1) 130.7 (12.5) 101.6 (7.7) 

Front 28.5 (11.6) 38.3 (17.5) 22.3 (3.3) 19.5 (2.9) 

Front Boss 48.7 (2.2) 28.0 (2.5) 16.8 (1.2) 16.3 (4.6) 

Rear Boss 69.6 (9.9) 38.5 (3.1) 30.0 (2.2) 23.5 (1.5) 
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Rear 35.7 (5.3) 25.8 (4.6) 30.3 (10.3) 13.9 (0.5) 
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GFT, GForce Tracker  
 
GFT successfully recorded all impacts for both unhelmeted and helmeted test conditions. In linear 
acceleration, the lowest error was found in the front location: 2 to 20% with standard deviations within 
5% (Figure 72, Table 24). The rear boss and rear locations overpredicted the reference by over 200% at 
25g and by 15 to 120% for the remaining impact energies. Standard deviations for these locations varied 
between 8 and 70%. Rotational velocity displayed lower error than linear acceleration. The lowest error 
was found in front boss: 5-12% with standard deviations between 6 and 20%. Rear boss and rear 
overpredicted by over 140% at 25g and 44 to 84% for the remaining conditions with standard deviations 
between 4 and 44%. Linear acceleration values for the helmeted tests exhibited higher systematic error, 
yet lower random error than unhelmeted tests. Front and front boss locations displayed 40 to 85% while 
rear and rear boss locations were over 140%. However, all standard deviations were less than 22%. 
Rotational velocity exhibited lower error overall compared to unhelmeted tests, with systematic error 
remaining within 22% and standard deviations within 16%. 
 
A two-way analysis of variance for unhelmeted tests yielded significant main effects in both kinematic 
variables for location (p<0.001) and energy (LA: p<0.001; RV: p=0.004). There was no significant 
interaction between location and energy in linear acceleration (p=0.05), although there was a significant 
interaction in rotational velocity (p<0.001). A two-way analysis of variance for helmeted tests yielded 
significant main effects in both kinematic variables for location and energy as well as their interaction 
(p<0.001).  
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Figure 72: Peak reference values versus peak unhelmeted GFT (A,B) and helmeted GFT (C,D) values in linear 
acceleration (A,C) and rotational velocity (B,D). A 1:1 diagonal is drawn on each graph to visually show the amount 

of overprediction (points below line) and underprediction (points above line) of the reference. 
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Table 24: Average (SD) sensor error for unhelmeted and helmeted GFT tests. Column headings in peak linear 
acceleration represent the targeted values, while column headings for rotational velocity are peak reference averages 

for each impact energy. 
 
 Error in Peak Linear Acceleration (g) 

  25 50 75 100 

Front 1.5 (1.2) 1.1 (1.0) -3.9 (1.0) -20.1 (0.8) 

Front Boss -9.0 (2.1) -19.9 (2.4) -23.6 (12.0) -29.2 (10.5) 

Rear Boss 65.8 (15.9) 21.7 (36.6) 28.1 (25.1) 15.3 (33.9) 
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Rear 59.8 (23.9) 68.5 (4.2) 17.4 (21.8) 39.2 (28.1) 

Front 11.4 (1.0) 35.2 (1.3) 64.2 (8.5) 74.1 (10.3) 

Front Boss 18.7 (1.6) 36.7 (10.5) 64.1 (5.2) 78.3 (11.8) 

Rear Boss 77.5 (2.4) 109.1 (7.4) 134.2 (5.7) 137.8 (6.5) 

H
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Rear 113.7 (2.5) 151.6 (11.9) 198.9 (2.8) 191.7 (5.0) 

          

 Error in Peak Rotational Velocity (rad/s) 

  13 22 29 36 

Front -0.6 (3.8) 8.7 (1.3) 10.9 (0.3) 4.8 (2.2) 

Front Boss -0.6 (0.9) 1.0 (1.2) 3.6 (2.2) 1.8 (7.5) 

Rear Boss 19.7 (6.0) 17.3 (0.9) 21.8 (2.8) 16.4 (5.0) 
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Rear 27.1 (0.4) 19.7 (1.9) 23.0 (4.0) 19.4 (1.4) 

Front 0.9 (0.3) -0.1 (0.6) -1.5 (0.8) -2.5 (1.0) 

Front Boss 1.6 (0.3) 1.6 (0.7) 1.5 (2.5) -0.9 (4.4) 

Rear Boss 0.4 (0.2) -0.9 (0.5) -1.8 (0.8) 2.4 (1.3) 

H
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Rear -0.9 (0.2) -3.0 (0.7) -5.4 (1.5) -9.2 (0.6) 

 
For unhelmeted tests, average normalized RMS error ranged from 6% to 59% in linear acceleration and 
7% to 99% in rotational velocity (Table 25). The only standard deviations over 10% were found in low-
magnitude rear boss impacts. For helmeted tests, higher average normalized RMS error was found in 
linear acceleration with values ranging from 21% to 118%. However, rotational velocity values exhibit 
less error than the unhelmeted tests with values ranging from 5% to 21%. Standard deviations also mainly 
remained below 5% for the helmeted impacts. 
 
A two-way analysis of variance for both unhelmeted and helmeted tests yielded significant main effects in 
both kinematic variables for location and energy as well as their interaction (p<0.0001).  
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Table 25: Average (SD) normalized RMS error for unhelmeted and helmeted GFT tests. Column headings for linear 

acceleration are targeted peak linear accelerations for each impact energy, while column headings for rotational 
velocity are peak reference averages. 

 
 Normalized RMS Error in Linear Acceleration (%) 

  25 g 50 g 75 g 100 g 

Front 8.5 (1.6) 6.4 (0.5) 5.5 (0.3) 8.5 (0.8) 

Front Boss 21.0 (1.1) 20.9 (0.2) 24.1 (2.4) 20.6 (1.8) 

Rear Boss 58.8 (9.9) 21.8 (14.0) 15.6 (2.7) 18.5 (2.6) 

U
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Rear 56.7 (6.1) 45.1 (1.1) 28.3 (2.9) 23.0 (2.8) 

Front 31.2 (2.0) 34.7 (1.1) 31.7 (1.1) 24.1 (2.6) 

Front Boss 33.8 (1.2) 26.0 (6.1) 23.9 (1.2) 20.9 (2.1) 

Rear Boss 78.0 (1.4) 48.7 (3.1) 37.6 (2.4) 29.0 (0.3) 

H
el

m
et

ed
 

Rear 118.2 (5.3) 82.1 (3.9) 66.3 (1.6) 48.2 (3.0) 

          

 Normalized RMS Error in Rotational Velocity (%) 

 13 rad/s 22 rad/s 29 rad/s 36 rad/s 

Front 31.6 (9.6) 30.1 (1.4) 23.4 (0.1) 6.6 (1.5) 

Front Boss 13.4 (4.5) 16.3 (1.4) 17.2 (2.6) 13.8 (2.4) 

Rear Boss 52.9 (13.6) 28.0 (12.6) 37.2 (12.8) 35.1 (3.8) 
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Rear 99.0 (4.6) 47.0 (6.4) 25.1 (5.1) 15.4 (1.4) 

Front 5.4 (0.3) 21.4 (1.1) 19.5 (3.4) 6.8 (1.3) 

Front Boss 12.9 (1.0) 11.9 (1.3) 13.5 (0.4) 18.5 (1.4) 

Rear Boss 9.1 (0.4) 11.0 (0.3) 13.0 (1.2) 15.0 (1.9) 

H
el

m
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ed
 

Rear 15.6 (2.0) 13.8 (2.7) 13.1 (1.4) 15.4 (0.3) 
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Shockbox, i1 Biometrics (Impakt Protective) 
 
Shockbox failed to record nine low-magnitude helmeted impacts, including all those to the front and rear 
boss locations. Front, front boss, and rear boss locations systematically underpredicted the reference by 
50 to 80% with standard deviations ranging from 3 to 24% (Figure 73, Table 26). The rear locations 
exhibited the lowest systematic errors of 4 to 42%. However, standard deviations ranged from 6 to 28%. 
Shockbox was excluded from statistical analyses due to the low number of data points.  
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Figure 73: Peak reference values versus peak helmeted Shockbox values in linear acceleration. A 1:1 diagonal is 
drawn on each graph to visually show the amount of overprediction (points below line) and underprediction (points 

above line) of the reference. 
 
 

Table 26: Average (SD) sensor error for helmeted Shockbox tests. Column headings in peak linear acceleration 
represent the targeted values. Empty cells indicate the absence of sensor data for those test conditions. 

 
 Error in Peak Linear Acceleration (g) 
  25 50 75 100 

Front   -34.5 (5.1) -44.1 (17.8) -82.5 (5.5) 

Front Boss -12.6 (3.2) -33.6 (1.3) -57.0 (2.4) -76.2 (1.8) 

Rear Boss   -32.6 (7.3) -49.9 (5.8) -49.1 (20.7) 
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Rear 8.3 (4.7) -18.5 (12.7) 3.2 (6.8) -22.8 (5.8) 

 
Shockbox does not output time series data for each impact, so normalized RMS error could not be 
calculated.  
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Discussion 
 
Wearable head impact sensors have many promising benefits for both consumers and researchers such as 
objectively identifying severe impacts and investigating head impact biomechanics. However, the challenges of 
accurately measuring head kinematics in the real world are displayed by large errors and low reliability even in 
ideal laboratory tests. By creating an objective evaluation system for these sensors, consumers and researchers can 
be informed of their accuracy and manufacturers can use these methods as design criteria for further development. 
The commonly-used HIT System has previously been extensively tested in the laboratory under various 
conditions (Beckwith et al., 2012; Crisco et al., 2004; Jadischke et al. 2013). Beckwith et al. and Jadischke et al. 
both found minimal average error in helmet shell impacts of less than 2% in linear acceleration and 6% in 
rotational acceleration according to the slope of linear regressions constrained through the origin, although 
individual measurement error was found to be higher (Beckwith et al., 2012; Jadischke et al. 2013). 
Corresponding R2 values remained above 0.9 in linear acceleration and 0.8 in rotational acceleration. These values 
indicate higher accuracy in rotational acceleration compared to the helmeted sensors evaluated in this study, and 
similar accuracy to X2 in linear acceleration. While the HIT System performed well in ideal conditions, Beckwith 
and Jadischke demonstrated decreased accuracy for facemask impacts with error in the slope greater than 60% 
and R2 less than 0.6 (Beckwith et al., 2012; Jadischke et al. 2013). Jadischke also reported decreased accuracy in 
cases of poor helmet fit (R2 < 0) (Jadischke et al. 2013). 
 
It is important to note that there are factors inherent in the calculations of linear and rotational acceleration by the 
sensor that attribute to the higher error in those two kinematic variables compared to rotational velocity. Linear 
acceleration and rotational velocity of the sensor, which are directly measured, both have low sampling rates 
(850-1000 Hz) compared to that of the reference sensor (20000 Hz). Rotational acceleration is obtained by 
differentiating rotational velocity, which amplifies any noise present in rotational velocity. Linear acceleration at 
the center of gravity of the headform is then computed using both rotational velocity and rotational acceleration, 
introducing additional error. 
 
Helmeted X2 exhibited spikes in the linear acceleration trace 2 ms before the expected peak in rear boss and rear 
locations. They may have been caused by helmet interactions with the sensor, since the rear boss and rear 
locations are in close proximity to the sensor placement behind the ear. Although these spikes were not large 
enough to decrease overall error in the sensor, they did affect the random error since they were not observed in 
every test of the same condition. In rotational velocity, one front helmeted X2 test had an erroneous first data 
point that was classified as the peak. If the correct peak was identified, the R2 value would be 0.99 rather than 
0.95. By identifying the true peak with the time-series data rather than relying on the peak value automatically 
output by the sensor, this problem can be eliminated. Overall, X2 performed well under ideal laboratory 
conditions. 
 
Unhelmeted Triax tests produced significant differences in location and wide variability in systematic and random 
error among test conditions. In linear acceleration, Triax peak values did not exceed 86 g; therefore all 100 g tests 
exhibited large systematic error. Many test conditions also included up to 17 g in random error which indicates 
that accuracy will not be greatly increased with simple correction factors. 
 
For helmeted Triax tests, errors were significantly higher than those seen in the unhelmeted condition, indicating 
a possible physical effect of the helmet on the sensor. With a helmeted headform, the sensor stays in constant 
contact with the helmet. Consequently, the helmet may cause extra movement of the sensor at all impact 
locations. 
 
Unhelmeted GFT tests exhibited a second large, shorter-duration peak in linear acceleration occurring around 20 
ms in the rear boss and rear locations that was often classified as the true peak. If the impact occurred before 20 
ms, the R2 value would increase from -0.24 to 0.62. The erroneous peaks may have occurred due to poor coupling 
between the headband and headform. In the rear boss and rear locations, the resultant headform motion at impact 
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is directed away from the sensor which is located at the back of the head. This positioning could result in an 
inertial effect of the sensor resulting in decoupling from the headform. Similar movement has been observed with 
an unhelmeted skull cap during head impacts (Wu et al., 2015). 
 
Largest systematic errors for helmeted GFT occurred in the rear boss and rear locations. These large errors may 
be partly due to the fact that those two locations are closest to the sensor position on the inside shell of the helmet. 
The error trends for helmeted GFT in this study are similar to those found by Campbell et al. and Allison et al. 
including large overpredictions in linear acceleration but higher accuracy in rotational velocity (Campbell et al., 
2015; Allison et al., 2014). 
 
Shockbox was unreliable in recording many low-severity head impacts. The unreliability and large errors inherent 
in this sensor should be considered in on-field studies (Wong et al., 2014). 
 
Limitations 
 
Through laboratory testing, sensors were evaluated in an ideal scenario that does not take into account additional 
factors such as variations in sensor placement, sweat, hair, skin movement, and false hits. We propose a multi-
phased approach to defining sensor accuracy in order to take into account various factors that could attribute to 
sensor error. Once sensors have demonstrated repeatability in the laboratory, they should additionally undergo 
field and cadaver tests.  
 
Field tests include all possible factors that could cause the sensors to collect erroneous data, although there is 
currently no available on-field reference sensor to confirm the accuracy of kinematic output of the wearable 
sensors. Instead, field tests can provide information on the number of false positives (false impacts still recorded 
by the sensor) and false negatives (true impacts not recorded by the sensor) that occur during player use in 
practices and games. The X2 sensor which exhibited high repeatability in the lab was further evaluated on the 
field where it displayed inaccurate exposure counts and overpredictions of expected peak head kinematics 
possibly due to poor coupling with the skull (Press and Rowson, 2016). Kinematic overpredictions have also been 
found in cadaver tests as a result of relative motion between the skin and skull (Wu et al., 2015). Cadaver tests 
provide further detailed analysis of sensors that perform well both under ideal conditions and on the field. These 
tests give quantitative results of the effects of factors observed on the field that cannot be replicate on a dummy 
headform, such as skin movement. The framework of this multi-phased approach forms the basis of an overall 
sensor evaluation. 
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Lateral Facial Fracture Research 
 
The following journal article was written and submitted to the Journal of the Mechanical Behavior of Biomedical 
Materials describing fracture tolerance of the facial bones to lateral impact. 
 
TITLE: The tolerance and biomechanical response of facial bones to lateral impact 
AUTHORS: Cormier JM, Rowson S, McNally C, Bolte J, and Duma SM  
JOURNAL: Journal of the Mechanical Behavior of Biomedical Materials 
STATUS: Under Review 
 
 
Abstract 
 
Previous studies on the tolerance of the facial bones have focused on its tolerance to anterior-posterior loading.  
This paper presents the results of 60 lateral facial bone impacts performed on male specimens.  Acoustic emission 
sensors were used to identify the force at which fracture initiated.  Parametric and non-parametric techniques were 
used to create a relationship between impactor force and risk of fracture.  For the frontal bone, the non-parametric 
risk estimates indicate that a 50% risk of frontal bone fracture occurs at a force between 1700 and 2400 N.  The 
nasal bone and zygoma reached a 50% risk at 90 to 130 N and 650 to 700 N respectively.  Age was found to be a 
statistically significant factor in the risk of frontal bone fracture only.  A Weibull model is also presented with age 
as a covariate to account for its influence on fracture risk.  The fracture patterns resulting from the lateral impacts 
are also described.  The data gathered during this study provides a model for predicting facial fracture due to 
lateral impact as well as a measure of its force-displacement response which can be useful in assessing the 
biofidelity of physical and computational models.   
 
Introduction 
 
The facial bones play an important role in protecting the head and brain from external forces.  Understanding their 
tolerance and response to impact is crucial in developing countermeasures to prevent injuries to the head and 
brain.  The majority of frontal bone fractures occur as a result of motor vehicle collisions, assaults, sports and falls 
(Gassner et al., 2003; Jayamanne and Gillie, 1996; Lim et al., 1993; Muraoka et al., 1995b; Shaprio et al., 2001).  
Fractures to the orbital bones have been observed in automobile accidents, sport impacts, and in military 
operations (Cormier and Duma, 2009; Cormier et al., 2006; Duma et al., 2002; Duma and Jernigan, 2003; 
Manoogian et al., 2006; Power et al., 2002; Shain et al., 2010; Vinger et al., 1999).  The response of the frontal 
bone to impact has been studied by several previous groups which have focused on Anterior–Posterior directed 
impacts (Cormier et al., 2011a; Cormier et al., 2010b; Hodgson et al., 1970; Nahum, 1975b; Schneider and 
Nahum, 1972).  These studies have provided information related to the tolerance and stiffness of the frontal bone 
to various shapes of impactors including cylindrical and flat.  Cylindrical impactors were used to simulate impact 
with a steering wheel and were used to strike the face in an Anterior-Posterior direction or obliquely.  When 
estimating the tolerance of the frontal bone, previous studies have used peak force or the onset of fracture 
identified using Acoustic Emission (AE) sensors.  Previous studies have demonstrated that when fracture force is 
identified using AE, it often precedes the peak force achieved during impact (Allsop and Kennett, 2002; Allsop et 
al., 1988; Cormier et al., 2011a, b; Cormier et al., 2008; Funk et al., 2002; Kent et al., 2008).  This suggests that 
previous studies on facial tolerance will overestimate fracture tolerance when using peak force.   
 
The nasal bone is a weak and prominent facial structure and is the most frequently fractured facial structure.  An 
analysis of motor vehicle collisions using NASS-CDS data demonstrated that in frontal impact, the nasal bone 
was the most commonly fracture facial structure (Cormier and Duma, 2009).  The nasal bone is also among most 
commonly fractured structure for other types of trauma including violence, sports and falls (Alvi et al., 2003; 
Hackle et al., 2001; Muraoka et al., 1995a).  With respect to violence, alcohol consumption is commonly 
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associated with facial trauma (Carvalho et al., 2010).  A study of 322 facial fractures from sports found that nasal 
fractures were present in 56% which accounted for 55% of the patients requiring treatment under anesthesia 
(Carroll et al., 1995).  Earlier studies evaluating the cause of facial fracture in automotive collisions found that the 
steering wheel and windshield were among the most common sources (Huelke and Compton, 1983; Karlson, 
1982).  Similar findings were reached in a recent study using NASS-CDS data that also demonstrated the 
protective benefits of airbags, especially for a belted occupant (Cormier and Duma, 2009).   
 
Understanding the tolerance of the nasal bone will help design and evaluate facial protective measures.  With 
respect to lateral impacts there has been no previous work using this impact direction.  With respect to anterior-
posterior impact, there is a limited amount of work that has been done which focused specifically on the nasal 
bone.  Studies have evaluated the tolerance of the facial structures using cylindrical impactors meant to replicate a 
steering wheel (Allsop and Kennett, 2002; Cesari et al., 1989; Nyquist et al., 1986).  Due to a relatively large 
impact surface, those impacts involve other areas of the face besides the nasal bone, limited there application to 
the nasal bone.  A study by Nahum et al. determined a minimal tolerance of the nasal bone of 111 to 334 N using 
a round, flat impactor with an area of 6.45 cm2 (Nahum, 1975b).  The number of impacts performed was not 
documented and, therefore, the statistical significance is unknown.  A more recent study, performed by the current 
authors determined a statistical relationship between impact force and fracture risk.  The risk curve was based on 
24 tests using a round flat impactor (6.45 cm2) in which acoustic emission data were used to determine the force 
at the onset of fracture (Cormier et al., 2010a).   
 
The majority of lateral impacts to the skull have been performed on the zygoma (zygomatic arch), temporoparietal 
bones (Bermond et al., 1999; Schneider and Nahum, 1972; Yoganandan et al., 1988).  Among these areas, the 
zygoma has been found to be the weakest with a minimal force tolerance of 890 N compared to the 
temporoparietal bone with a tolerance of 2000 N (Schneider and Nahum, 1972).  Bermond et al. (1999) 
performed oblique impacts to the frontal bone using a cylindrical impactor and measured an average peak force of 
4050 N during tests not resulting in fracture (Bermond et al., 1999).  Fracture tests had an average peak force of 
5500 N.  Similar impacts were performed by Allsop et al. (1988) using a cylindrical impactor in the A-P direction 
with the addition of AE sensors to detect the onset of fracture.  During their study the average force at fracture 
onset was 4800 N.  The differences between these cylindrical impactor studies are likely related to the A-P 
direction used by Allsop et al. which allows for the impactor force to be distributed across the frontal bone.   
 
The tolerance and biomechanical response of the facial bones to lateral impacts can be applied toward future 
safety systems using the Facial and Ocular CountermeasUre for Safety (FOCUS) headform, which can measure 
forces in the area of the frontal bone (Cormier et al., 2010b).  This headform has been used by the U.S. Army to 
evaluate the effectiveness of safety countermeasures for facial protection (Bisplnghoff et al., 2008).  This is in 
partial response to the proportionally higher incidence of head and neck injuries caused by blast exposure in 
recent conflicts (Owens et al., 2008).  Data obtained during a previous study by the current authors has been used 
to evaluate and improve Finite Element Models (FEM) of the face for fracture prediction due to impact (Laituri 
and El-jawahri, 2012).  Therefore, the data gathered during the current study has the potential to provide valuable 
information regarding the biomechanical response and tolerance of the frontal bone to blunt impact.  The purpose 
of this study is to expand on the current understanding of the biomechanical response of the facial bones by 
investigating their response to lateral impacts.   
 
Methods 
 
The data for this study were obtained by performing 60 lateral impact tests on 20 male cadaver specimens (Table 
27).  The unembalmed fresh-frozen subjects ranged in age from 53 to 90 with an average of 74.  Each specimen 
was prepared by removing the soft tissue and partially inserting screws on the side of the skull to be mounted for 
testing.  The soft tissues on the contralateral side were left intact for testing.  The specimen was mounted 
horizontally in a polycarbonate fixture using Bondo.  The impacting device was a free-falling rigid mass (3.2 kg) 
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with a cylindrical steel tip (Figure 74).  The flat impacting surface had an area of 6.45 cm2 (1 in2) and was 
machined with a slight bevel to reduce edge effects.   

For frontal bone impacts, the impactor was aligned by measuring 1 cm posteriorly from the anterior surface of the 
maxilla at a vertical level even with the bottom of the orbit.  The impact location was then marked 6 cm 
superiorly from this point.  For the nasal bone impacts, the impactor was aligned by palpating the nasal bone to 
determine its inferior margin.  This location was then centered under the impactor and the anterior-posterior 
position was set to limit the interaction with the frontal process of the maxilla.  For the zygoma impacts, the 
center of the impactor was aligned with a point 1 cm posterior to the inferior rim of the adjacent orbit.   

Table 27: Specimen information. 

Specimen 
Number 

Age 
Height 
(cm) 

Weight 
(kg) 

39 83 173 38
40 82 175 37
41 87 165 39
42 79 NA NA
43 62 173 28
44 54 168 24
45 53 183 24
46 82 163 37
47 76 170 34
48 71 183 32
49 79 183 36
50 63 183 29
51 76 188 34
52 90 183 41
53 89 168 40
54 74 175 34
55 76 180 34
56 70 183 32
57 59 175 27
58 83 178 38

The rigid impactor was instrumented with a single-axis accelerometer (Endevco 7264B-2000, Endevco Corp., San 
Juan Capistrano CA).  A load cell (Denton, 8617JTF, Rochester Hills, MI) was attached to the tip of the impactor 
which was also instrumented with a single axis accelerometer (Endevco 7264B-2000, Endevco Corp., San Juan 
Capistrano CA).  Impact force was obtained using the impactor load cell while inertially compensating for the tip 
mass.  The secondary accelerometer mounted at the top of the impactor was redundant.  All data were sampled at 
20 kHz and filtered to CFC 300 which has been utilized in previous studies (Cormier et al., 2010a; Cormier et al., 
2011a, b).  A spectral analysis was also performed to ensure the use of CFC 300 provided adequate noise 
reduction and did not remove any meaningful content of the data.  Impactor displacement was calculated by 
double-integrating the acceleration data.  High-speed video was also recorded at a frame rate of 4,000 fps 
(Phantom Brea, CA).  The video data were used to determine impact velocity as well as identify tests that would 
be useful for assessing the force-displacement response.  Impactor displacement was calculated by double 
integrating the accelerometer data.  To describe the average stiffness of the frontal bone a corridor was created 
using the characteristic average (Lessley et al., 2004).  The characteristic average was created up to peak force 



 
 

108 
 

unless the data contained a smaller peak prior to peak force, then the first peak was used as the cut-off for the 
corridor.   
 

 
 

Figure 74: Schematic of test apparatus and impact location for lateral frontal (top), nasal (middle) and zygoma impacts. 
 



 
 

109 
 

In order to obtain acoustic emission data without fracture the first four specimens (39-42) were impacted twice, 
once at a low energy level and again at a higher fracture producing level.  This provided the data necessary to 
differentiate the magnitude of AE that may be associated with non-fracture impacts and the level expected during 
a fracture producing impact.  Similar to previous studies, a threshold was established by comparing the AE 
amplitude between fracture and non-fracture tests (Cormier et al., 2008; Funk et al., 2002; Kent et al., 2008; Rudd 
et al., 2004; Wells and Rawlings, 1985).  The details of which are described in a previously published paper 
(Cormier et al., 2008).  In all cases an AE sensor (Micro30S, Physical Instruments, New Jersey) was mounted to 
the skull just posterior to the apex of the frontal bone. The acoustic emission data were acquired at 5 MHz using 
an oscilloscope (TDS3000B Tektronix, Oregon).  The AE sensor was mounted directly to the frontal bone by 
removing the soft tissue and periosteum and gluing the sensor in place with cyanoacrylate adhesive.  AE data 
were used to determine the force at which fracture initiated which is often below peak force (Cormier et al., 
2010a; Cormier et al., 2011a, b; Cormier et al., 2008; Duma et al., 1999; Kemper et al., 2009).   
 
Survival analyses were then performed to determine the relationship between fracture force and the risk of 
fracture for the sample of specimens tested.  A parametric approach was used using a Weibull model and was 
implemented using SAS (SAS Institute, Cary N.C).  The Weibull model will account for the non-censored nature 
of the data used in the analysis to determine the model parameters (Allison, 1995; Cantor, 2003).  Subject age was 
also included as covariates to assess their potential for predicting the risk of fracture.  The Weibull CDF is given 
by (Eqn. 6), 
 

 )(exp1 FCDF      (6) 
 
Where, λ and γ are the scale and shape parameters, respectively, and F is the applied force.  This function will 
provide an estimate of risk of injury using the maximum likelihood estimates of the scale and shape parameters.  
A non-parametric model was also created using the Kaplan-Meier method.  The Kaplan-Meier method assumes 
the data are only right or non-censored and determines the risk of fracture based on the number of subjects at risk 
which sustain a fracture for a given force (Kleinbaum and Klein, 2005).   
 
 
 
Results 
 
Frontal Bone 
 
A total of 24 lateral frontal bone impacts were performed using male cadaver specimens (Table 28).  Fracture did 
not occur during the four low energy impacts (1.5 J) used to characterize the AE signal as well as two of the high 
energy (>50 J) impacts.  The average fracture force was 1994 N (Standard Deviation: 909 N) and the average 
peak force was 4056 N (SD: 2126) (Figure 75).  A threshold for the Acoustic Emission (AE) data associated with 
fracture was set to 5 volts.  This threshold was higher than the maximum value of AE recorded during the non-
fracture tests (0.6 v) and was higher than the AE which occurred briefly before the maximum AE was reached.  
The fracture tests had an average peak AE of 8.7 volts.  On average, fracture force was equal to 46% of the peak 
force achieved during a fracture test (Figure 76).  Tests with an average impactor energy of 50 J produced fracture 
in 17 of 19 subjects.  The two subjects that did not sustain a fracture were exposed to peak forces of 8886 and 
7506 N.   
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Table 28: Results of lateral frontal bone impact tests. 
 

Specimen 
Number 

Impact 
Velocity 

(m/s) 

Impact 
Energy 

(J) 

Peak 
Force 

(N) 

Fracture 
Force 

(N) 

39 0.9 1.2 1112  
39 4.1 26.4 5632 2392 
40 0.9 1.4 901  
40 5.7 50.6 3452 1382 
41 1.0 1.7 352  
41 5.5 48.1 2710 664 
42 0.8 1.1 720  
42 5.5 47.0 5068 2709 
43 5.6 49.6 1753 1073 
44 5.5 48.2 4413 1783 
45 6.2 60.5 7506  
46 5.6 49.6 5409 2206 
47 6.4 64.3 4483 710 
48 6.3 62.8 3733 1703 
49 5.5 48.0 6937 3870 
50 5.7 51.4 4169 1502 
51 5.9 54.3 4569 3461 
52 5.6 49.6 3028 1464 
53 5.5 48.6 3753 1172 
54 5.7 50.9 5039 2872 
55 5.7 51.4 4819 1719 
56 5.8 53.4 8886  
57 6.4 63.7 4935 2830 
58 5.6 50.2 3963 2380 
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Figure 75: Peak force achieved by fracture status for frontal bone impacts. 
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Figure 76: Relationship between peak force and fracture force identified using AE data. 
 
The lateral frontal bone impacts had an average pulse duration of 12 ms.  A few of the tests contained a single 
peak in the force response (Figure 77); however, the majority of the tests contained multiple peaks within the 
force data (Figure 78).  Differences in the force-displacement response were correlated with the resulting fracture.  
Tests resulting in lower impactor displacement (Figure 79) created non-depressed radiating fractures (Figure 80).  
In comparison, depressed and comminuted fractures (Figure 81) resulted in more extensive impactor motion due 
to the deeper penetration (Figure 82).  The inferior portion of the fracture lines tended to follow the inferior 
temporal line.  Fractures resulting in depression of the skull tended to exhibit radiating fractures to a lesser extent.   
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Figure 77: Subject 42 fracture producing impact with AE. 
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Figure 78: Subject 42 fracture producing impact force-displacement response (“X” denotes force at fracture). 

 

 
 

Figure 79: Frontal bone fracture pattern and impact location for subject 42. 
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Figure 80: Subject 48 fracture producing impact with AE. 
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Figure 81: Subject 48 fracture producing impact force-displacement response (“X” denotes force at fracture). 
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Figure 82: Frontal bone fracture pattern for subject 48. 
 
The high-speed video was used to select tests that did not exhibit slippage of the impactor with respect to the skull 
and would be useful for characterizing the force-displacement response.  Sixteen tests were selected to be used in 
developing a stiffness corridor to describe the average response of the frontal bone (Figure 83).  The average 
maximum displacement achieved during the corridor tests was 18 mm (SD: 9).   
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Figure 83: Frontal bone response and corresponding average corridor response and standard deviation. 
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The risk of frontal fracture was estimated using a Weibull distribution (Table 29) and the Kaplan-Meier non-
parametric technique.  Both models predict similar risk values up to the 50% risk level.  Beyond the 50% risk 
level, the Kaplan-Meier estimate predicts a higher level of risk than the Weibull model.  Age was found to be a 
statistically significant factor in the risk of frontal bone fracture.  For a 10 year increase in age between 70 and 80 
years, the force necessary to create a 50% risk of fracture decreases by approximately 1000 N (3000 N vs. 2000 
N) (Figure 84).  The Weibull survival function is given below.   
 
 

Table 29: Parameter estimates for Weibull model of frontal bone fracture force. 
 

  95% Confidence Interval 

Parameter Estimate Lower Upper 

Intercept 11.07 8.58 13.56 

Shape 1.63 1.16 2.30 

Age 1.07 1.18 1.01 
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Figure 84: Risk of frontal bone fracture due to lateral impact. 
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Nasal Bone 
 
A total of 19 lateral nasal impact tests were performed using male cadaver specimens (Table 30).  The average 
impact velocity was 2.2 m/s which resulted in energy at impact of 7 to 10 J, with an average of 8 J.  The peak 
force ranged from 76 to 723 N with an average of 368 N.  Only one test did not result in fracture, which was the 
test resulting in the lowest peak force of 76 N.  A threshold for the Acoustic Emission (AE) data associated with 
fracture was set to 5 volts.  This threshold was higher than the maximum value of AE recorded during the non-
fracture frontal bone tests (0.6 v) performed on the same subjects.  The maximum AE measured during fracture 
producing impacts for the nasal and frontal bone impacts had an average value of 8.1 and 8.7 respectively.  The 
slightly lower value for the nasal bone impacts is consistent with the AE sensor being farther away from the nasal 
bone than frontal bone impact locations.  On average, fracture force was equal to 32% of the peak force achieved 
during the fracture tests (Figure 85).  The peak force achieved during each test did not demonstrate a relationship 
to the initial impactor energy (Figure 86).   
 
 

Table 30: Results of lateral nasal bone impacts. 
 

Specimen 
Number 

Impact 
Velocity 

(m/s) 

Impact 
Energy 

(J) 

Peak 
Force 

(N) 

Fracture 
Force 

(N) 

38 2.2 7.6 355 79 

39 2.1 7.0 298 138 

40 2.3 8.2 243 102 

41 2.1 7.1 271 143 

42 2.2 7.4 241 71 

43 2.3 8.3 375 114 
44 2.5 9.6 352 89 

45 2.1 7.0 360 61 

46 2.2 7.6 76 - 

47 2.1 7.3 253 84 

48 2.2 7.6 308 86 

49 2.1 6.9 615 138 
50 2.4 9.3 397 146 

52 2.1 7.2 378 378* 

53 2.2 7.4 657 87 

54 2.3 8.0 320 320* 

55 2.1 6.7 723 410 

56 2.1 6.7 356 76 
57 2.4 9.3 414 130 

* AE data not available 
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Figure 85: Corresponding fracture and peak forces for lateral nasal bone impacts. 
 
 

 
 

Figure 86: Impactor energy and resulting peak force for all nasal bone tests. 
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The response of the nasal structure to the lateral impacts consisted of lateral translation of the nose and a bending 
of the soft structures in the direction of the impact.  The displacement of the impactor was calculated for every 
test by double integrating the accelerometer data.  The pre-impact velocity of the impactor was determined using 
high-speed video.  Using the calculated displacement response and high speed video, tests with inaccurate force-
displacement data were identified.  These tests were not used for the force-displacement response because initial 
contact between the impactor and other facial structures of the subject caused the impactor to slow a minute 
amount.  This made it difficult to determine the exact time the impactor struck the nose.  Twelve tests were 
utilized to evaluate the force-displacement response of the nasal bone to lateral impact.  The distribution of the 
force-displacement response was characterized using the characteristic average and its standard deviation (Figure 
87).   
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Figure 87: Force-displacement response of lateral nasal bone impacts with corresponding characteristic average and standard 
deviation. 

 
In 11 of the 19 tests, the fracture force identified by the AE was coincident with a local peak in the force response 
(Figure 88), while in the remaining tests fracture was identified prior to a single peak in the force response (Figure 
89).  In tests with a local peak around the fracture force, the difference in magnitude between fracture force and 
the local peak was 14 N on average.  Based on the AE data, fracture occurred fairly early in the event, before the 
extensive motion of the major structure of the nose.  On average, the AE signal began after approximately 4 mm 
(std dev = 1.2) of impactor travel.  In two tests resulting in fracture, AE data were not available; therefore, the 
peak force was utilized in the survival analysis and treated as a left censored data point.  The remaining fracture 
force values were treated as non-censored values in the survival analyses.   
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Figure 88: Force and AE response for subject 43. 
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Figure 89: Force and AE response for subject 44. 
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The risk of fracture was estimated using a Weibull distribution (Table 31) and the Kaplan-Meier non-parametric 
technique.  The Weibull and Kaplan Meier methods estimated similar values for risk between 30 and 70% risk.  
Since no fracture was recorded at a force below 61 N, the Kaplan Meier estimate predicts a risk of zero until this 
force level is reached.  In order to fit the data the Weibull model must continually increase the risk estimate from 
zero; therefore, it predicts a higher level of risk at forces less than 61 N (Figure 90).  Subject age was not a 
statistically significant factor in predicting the risk of nasal bone fracture.  Based on the Kaplan Meier estimate, a 
50% risk of nasal bone fracture corresponds to an applied force between 90 and 130 N.   

 
Table 31: Parameter estimates for Weibull model for nasal bone fracture. 

 

  95% Confidence Interval 

Parameter Estimate Lower Upper 

Scale 1.59E-04 1.26E-05 1.16E-03 

Shape 1.77 1.29 2.42 
 
 

 
 

Figure 90: Risk of nasal bone fracture due to lateral impact. 
 
The nasal bone fracture patterns exhibited by the subjects were fairly consistent.  All subjects incurred fractures to 
the nasal bones and the majority also exhibited a fracture propagating inferiorly along the frontal process of the 
maxilla.  The fracture of the medial aspect of the maxilla mostly occurred on the same side as the impact, (Figure 
91) but in some cases the maxilla was fracture on the contralateral side (Figure 92).  This suggests that the 
fracture to the frontal process of the maxilla is due to an avulsion process from forces applied by the nasal 
structures.   
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Figure 91: Fracture pattern in subject 43 due to right sided impact shown in Figure 88. 
 
 
 

 
 

Figure 92: Fracture pattern in subject 44 due to right sided impact shown in Figure 89. 
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Zygoma 

A total of 17 lateral zygoma impact tests were performed using male cadaver specimens (Table 32).  The average 
impact velocity was 4 m/s which corresponded to an impactor energy of 22 to 33 J with an average of 29 J.  Peak 
force during the zygoma impacts ranged from 913 to 2835 N with an average of 495 N.  All 17 tests resulted in a 
fracture with an average fracture force of 906 N.  A threshold for the Acoustic Emission (AE) data associated with 
fracture was set to 5 volts.  The maximum AE measured during fracture producing impacts for the zygoma and 
frontal bone impacts had an average value of 8.2 and 8.7 respectively.  On average, fracture force was equal to 
60% of the peak force achieved during the fracture tests (Figure 93).  Frequently, the fracture occurred near a 
deviation in force resulting in a local peak.  On average, the fracture force was approximately 77% of the local 
peak force.  Fracture force did not demonstrate a relationship with impactor energy.   

Table 32: Results of lateral zygoma impacts. 

Specimen 
Number 

Impact 
Velocity 

(m/s) 

Impact 
Energy 

(J) 

Peak 
Force 

(N) 

Fracture 
Force 

(N) 

39 4.4 31.2 1257 579 

40 4.3 28.7 1030 563 

41 3.8 22.4 1295 504 
42 4.4 30.1 1741 603 

43 3.9 24.4 1221 560 

44 4.4 30.7 1743 1238 

45 4.1 26.8 2021 1301 

46 4.3 29.3 2204 1479 

49 4.1 27.0 1777 928 
50 4.2 27.9 947 898 

51 4.2 28.4 1343 860 

52 4.4 31.0 1417 656 

53 4.2 27.4 1568 553 

54 4.6 32.7 913 511 

55 4.3 29.5 1424 697 
56 4.5 31.6 2835 2792 

58 4.4 30.2 1198 673 
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Figure 93: Relationship between peak, local peak and fracture forces. 

The occurrence of fracture near a local peak was observed in both the force-time and force-displacement 
responses (Figure 94).  In the remaining tests, fracture occurred prior to peak force without a deviation in force 
prior to the peak.  On average, the difference between fracture force and a local peak force was 90 N.  After initial 
impactor contact, fracture was identified at 5 to 14 mm of displacement with an average of 7 mm.   
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Figure 94: Subject 42 force and acoustic emission response. 
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The response of the zygoma to lateral impact consisted of deformation of the zygomatic arch, lateral aspect of the 
zygoma and displacement of the impactor into the maxillary sinus.  The displacement of the impactor was 
calculated for every test by double integrating the accelerometer data.  The pre-impact velocity of the impactor 
was determined using high-speed video.  All but one test was used to create a force-displacement corridor for the 
zygoma impacts using the characteristic average and standard deviation (Figure 95).  The single test was removed 
due to difficulty in assessing the time of contact.   
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Figure 95: Zygoma force displacement response to peak force and corresponding corridors. 

The fracture patterns observed during the zygoma impacts was fairly consistent among tests (Figure 96). 
Medially, the fractures typically propagated along the suture line between the zygoma and frontal process of the 
maxilla.  Laterally, the fracture typically occurred at the zygomatic arch and frontal process.   

Figure 96: Fracture pattern observed in subject 42 (left) and 49. 
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The risk of fracture was estimated using a Weibull distribution (Table 33) and the Kaplan-Meier non-parametric 
technique (Figure 97).  Since no fracture occurred until a force of 500 N, the Kaplan-Meier model indicates zero 
risk up to this force.  Both models predict similar risk of fracture between 25 and 50 percent, and then diverge 
slightly thereafter.  Subject age was not a statistically significant factor for predicting zygoma fracture.  Using the 
Kaplan-Meier estimate a 50% risk of zygoma fracture occurs at a force between 650 and 700 N.   

Table 33: Parameter estimates for Weibull model for zygoma fracture. 

95% Confidence Interval 

Parameter Estimate Lower Upper

Scale 3.44E-06 5.86E-08 7.58E-05

Shape 1.81 1.31 2.50
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Figure 97: Risk of zygoma fracture due to lateral impact. 
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Discussion 
 
This study is a continuation of previously published work on the response of the facial bones to Anterior-Posterior 
(AP) impacts (Cormier et al., 2010a; Cormier et al., 2011a, b; Cormier et al., 2011c).  The previous study was 
performed using the exact methods and impactor and with respect to the frontal bone, produced similar peak 
forces with respect to impact severity (Figure 98).  Also of interest is that the force at fracture onset identified 
using AE data was similar in both studies.  The average fracture force in the current study was 2119 N (SD: 1032) 
and during the AP testing, the average fracture force was 1982 (SD: 765).   
 

 
 

Figure 98: Peak forces produced during current and previous study by impact direction on frontal bone. 
 
The peak forces generated in this study are also similar to those of previous studies utilizing a similar impactor 
size (with padding) in the AP direction (Nahum, 1975a; Nahum et al., 1968) (Figure 99).  Two of the non-fracture 
tests in the current study exhibited the highest peak force which is consistent with the ability to support more 
force if fracture does not occur.  As a result of the testing performed by Nahum et al. (1968, 1975), they proposed 
a tolerance of the frontal bone to A-P impacts of 3560 to 7120 N.  Based on the non-parametric risk curve 
developed in the current study, these forces correspond to a 74 to 99% risk of fracture.  The proposed tolerances 
are on the upper end of the risk curve because they are based on peak force and not the force at fracture onset.  
Also, the force to cause fracture in the current study may be lower due to the lack of padding compared to the 
Nahum et al. studies.   
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Figure 99: Impactor energy and peak force for current and previous studies on frontal bone impacts. 

The Bermond et al. (1999) study which used a cylindrical impactor to perform oblique (30o) impacts to the frontal 
bone measured average peak forces of 4050 N during non-impact producing tests.  The risk curve created during 
the current study suggests that force level represents a fracture risk of 82%.  This suggests that the cylindrical 
impactor may present a less aggressive impacting surface than the flat, rounded shape used in the current and the 
Nahum et al. studies.  These results are consistent with those of Allsop et al. (1988) who found an average force 
of fracture onset of 4800 N when performing A-P impacts using a cylindrical impactor.  The higher force to 
fracture is likely due to the cylindrical impactor and the A-P direction distributed the force across a greater area 
on the frontal bone than the oblique impacts.   

The tolerance of the nasal bone was estimated using a Weibull parametric model and the Kaplan Meier estimate 
which is a non-parametric estimate.  Both methods estimated similar risk values near the 50% point, but deviate 
toward the lower end of fracture force.  Considering the geometry of the nasal bones, it is expected that its 
tolerance would be lower in the lateral direction than the AP direction.  Therefore, it is likely that oblique impacts 
to the nasal bones would result in fracture at lower forces than a purely AP directed impact.   

The fracture patterns observed during this study were interesting in that direct impact to the frontal process of the 
maxilla was not necessary to cause fracture.  Also, the occurrence of fracture on the frontal process contralateral 
to the impacted side demonstrated the avulsion mechanism of creating these fractures.  This demonstrates that the 
facial fracture patterns should be examined carefully when attempting to determine the direction of impact.   

The force-displacement response of the zygoma to lateral impact was described using the characteristic average. 
Some comparisons can be made to previous studies on the impact tolerance of the zygoma (Figure 100).  Caution 
should be used when evaluating the risk of fracture however, since the previous work is limited to peak force 
while the current study utilized acoustic emission sensors to identify the force at fracture onset.  The impacts in 
the current study were performed at slightly higher energies than previous work; however the peak force achieved 
during each study was similar.  This demonstrates that lateral zygoma impacts are a load-limiting event due to the 
loss of integrity to the underlying structures.   
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Figure 100: Peak force achieved in zygoma impacts during current and previous studies. 

 
The previous work by Schneider et al. (1972) consisted of oblique impacts to the zygoma using a similar sized 
impactor with nickel padding.  Their study produced average peak forces of 1640 and 1680 N for the no-fracture 
and fracture tests respectively.  According to the Kaplan-Meier estimates of the current study, these forces 
correspond to a fracture risk of 88 to 99%.  The high risk without fracture is likely due to the oblique nature of the 
Schneider impacts which may be a stronger loading direction for the zygoma.  Additionally, the lower fracture 
forces obtained in the current study results from the use of acoustic emission to determine fracture onset since this 
will occur with little change in the structural integrity of the bone (Rajachar et al., 1999).  Age was not found to 
be significantly correlated with the risk of fracture for the lateral zygoma impacts.   
 
Conclusions 
 
The purpose of this study was to examine the biomechanical response and tolerance of facial bones to lateral 
impact.  The force at fracture onset was determined using acoustic emission sensors.  Survival analyses were 
performed to determine the risk of fracture as a function of impact force.  Non-parametric techniques estimated a 
10 and 50% risk of fracture at 1073 and 2200 N respectively for the frontal bone.  The Weibul model generated 
for frontal bone fracture risk found that age was a statistically significant factor.  The 50% risk for the nasal bone 
fracture was between 90 and 130 N and between 650 and 700 N for the zygoma.  Force-deflection data are also 
provided which can provide information necessary to evaluate the biofidelity of facial surrogates.  The fracture 
patterns encountered during testing is also discussed which provides insight into the variability of fracture 
location by impact direction.  The force-displacement response of the zygoma frequently demonstrated a 
deviation near the time of fracture onset identified using the acoustic emission sensor.  Compared to previous 
work at lower impactor energy, this study produced similar peak forces which demonstrates that zygoma fracture 
is a load-limiting process.  Fracture patterns are discussed and frequently followed the zygomatic suture lines with 
the maxilla, temporal and frontal bones.  Overall, this study provides a model for predicting facial fracture due to 
lateral impact as well as a measure of its force-displacement response which can be useful in assessing the 
biofidelity of physical and computational models.   
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TASK 2.3: EVALUATION OF CERVICAL SPINE IMPLANTS               . 

FINITE ELEMENT MODELING 

In collaboration with the Global Human Bodies Modeling Consortium and the Wake Forest University 
Neurosurgery department four (n=4) independent finite element modeling studies were conducted to evaluate 
response of the cervical spine and the effects of cervical arthrodesis and arthroplasty during simulated automobile 
collisions and rotary-wing aircraft impacts. Below are summary abstracts of the four finite element modeling 
studies that were conducted and published. The full articles are provided as an Appendix. 

Effects of Cervical Arthrodesis and Arthroplasty on Neck Response during a 
Simulated Frontal Automobile Collision  

TITLE: Effects of Cervical Arthrodesis and Arthroplasty on Neck Response during a Simulated Frontal 
Automobile Collision  
AUTHORS: White NW, Moreno DP, Brown PJ, Gayzik FS, Hsu W. Powers AK, and Stitzel JD 
JOURNAL: The Spine Journal 
STATUS: Published 2014 

Abstract 

While arthrodesis is the most common surgical intervention for treatment of symptomatic cervical degenerative 
disc disease (CDDD), arthroplasty has become increasingly more popular over the past decade. While literature 
exists comparing the effects of anterior cervical discectomy and fusion (ACDF) and cervical total disc 
replacement (CTDR) on neck kinematics and loading, the vast majority of these studies apply only quasi-static, 
non-injurious loading conditions to a segment of the cervical spine. The objective of this study was to investigate 
the effects of arthrodesis and arthroplasty on biomechanical neck response during a simulated frontal automobile 
collision with airbag deployment. This study uses a full-body, 50th percentile seated male finite element (FE) 
model to study neck response during a dynamic impact event. The cervical spine was modified to simulate either 
an arthrodesis or arthroplasty procedure at C5-6. Five simulations of a belted driver, subjected to a 13.3 m/s ΔV 
frontal impact with airbag deployment, were run in LS-DYNA with the Global Human Body Models Consortium 
(GHBMC) full-body FE model. The first simulation used the original model, with no modifications to the neck, 
while the remaining four were modified to represent either interbody arthrodesis or arthroplasty of C5-6. Cross-
sectional forces and moments at the C5 and C6 cervical level of the neck, along with interbody and facet forces 
between C5 and C6, were reported. Adjacent-level, cross-sectional neck loading was maintained in all simulations 
without exceeding any established injury thresholds. Interbody compression was greatest for the CTDRs, and 
interbody tension occurred only in the fused and non-modified spines. Some interbody separation occurred 
between the superior and inferior components of the CTDRs during flexion-induced tension of the cervical spine, 
increasing the facet loads. This is the first study to evaluate the effects of a C5-6 cervical arthrodesis and 
arthroplasty on neck response during a simulated frontal automobile impact. While cervical arthrodesis and 
arthroplasty at C5-6 did not appear to significantly alter the adjacent-level, cross-sectional neck responses during 
a simulated frontal automobile impact, key differences were noted in the interbody and facet loading. 
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Head and Neck Response of a Finite Element Anthropomorphic Test Device and 
Human Body Model during a Simulated Rotary-Wing Aircraft Impact  

TITLE: Head and Neck Response of a Finite Element Anthropomorphic Test Device and Human Body Model 
during a Simulated Rotary-Wing Aircraft Impact – Journal of Biomechanical Engineering 
AUTHORS: White NW, Danelson KA, Gayzik FS, and Stitzel JD 
JOURNAL: Journal of Biomechanical Engineering  
STATUS: Published 2014 

Abstract 

A finite element simulation environment has been developed to investigate aviator head and neck response during 
simulated rotary aircraft crashes using both an anthropomorphic test device (ATD) and a human body model. The 
simulation setup was based on a series of experimental sled tests reported in the literature which studied the 
effects of ATD size, head-supported mass, and sled pulse on neck response during such an event. The first ATD 
simulation was successfully validated against one of these experimental sled tests. The majority of the transducer 
time histories received a CORrelation and Analysis (CORA) rating of 0.7 or higher, indicating good overall 
correlation between the simulation and the experiment response. A second ATD simulation was conducted to 
examine the effects of initial position on head and neck response. Neck angle and foot-to-floor contact were found 
to influence the magnitude of the head and neck response, but not the timing. The human body model simulated a 
more biofidelic head and neck response than the ATD model, including the change in neck curvature. Shear force, 
axial force, and bending moment were reported for each level of the cervical spine, providing further insight into 
the biomechanical loading of the neck during a rotary aircraft crash. 

Cross-Section Neck Response of a Total Human Body FE Model during Simulated 
Frontal and Side Automobile Impacts 

TITLE: Cross-Section Neck Response of a Total Human Body FE Model during Simulated Frontal and Side 
Automobile Impacts 
AUTHORS: White NW, Moreno DP, Gayzik FS, and Stitzel JD 
JOURNAL: Computer Methods in Biomechanics and Biomedical Engineering 
STATUS: Published 2015 

Abstract 

Human body finite element models are beginning to play a more prevalent role in the advancement of automotive 
safety. A methodology has been developed to evaluate neck response at multiple levels in a human body finite 
element model during simulated automotive impacts. Three different impact scenarios were simulated: a frontal 
impact of a belted driver with airbag deployment, a frontal impact of a belted passenger without airbag 
deployment, and an unbelted side impact sled test. Cross-sections were created at each vertebral level of the 
cervical spine to calculate the force and moment contributions of different anatomical components of the neck. 
Adjacent level axial force ratios varied between 0.74 and 1.11 and adjacent level bending moment ratios between 
0.55 and 1.15. The present technique is ideal for comparing neck forces and moments to existing injury threshold 
values, calculating injury criteria, and for better understanding the biomechanical mechanisms of neck injury and 
load-sharing during sub-injurious and injurious loading. 
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Effects of Cervical Arthroplasty on Neck Response during a Simulated Rotary-
Wing Aircraft Impact 

TITLE: Effects of Cervical Arthroplasty on Neck Response during a Simulated Rotary-Wing Aircraft Impact  
AUTHORS: White NW, Danelson KA, Gayzik FS, HSU W, Powers AK, and Stitzel JD 
JOURNAL: International Journal of Crashworthiness 
STATUS: Published 2016 

Abstract 

Three simulations were conducted using a human body finite element model to study the effects of cervical 
arthroplasty on neck response during a rotary-wing aircraft ground impact. One simulation was run as a baseline 
with no modifications to the neck. The remaining two simulations included neck modifications to represent a C5-
6 interbody arthroplasty with either a Prestige ST or ProDisc-C cervical total disc replacement (CTDR). Cross 
sections were implemented at each cervical level to capture neck loading. In the three simulations, neck injury 
criteria (Nij) ranged between 0.35 and 0.36 for the upper neck and the Beam Criterion (BC) ranged between 0.98 
and 1.05 for the lower neck. The adjacent-level, cross-sectional loading for the C5-6 segment was not greatly 
altered by the CTDRs, as indicated by CORrelation and Analysis (CORA) ratings of 0.988 for the Prestige ST and 
0.909 for the ProDisc-C. The CTDRs increased the interbody range of motion, altering both the interbody and 
cervical facet loading. While the facet capsules experienced increased tension in both CTDR simulations, 
established injury threshold levels were not reached. Overall, cervical arthroplasty at the C5-6 level did not appear 
to have a deleterious effect on the dynamic neck response during a simulated rotary-wing aircraft impact. 
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EXPERIMENTAL TESTING 

 BIOMECHANICAL RESPONSE OF CERVICAL SPINE IMPLANTS 

The comparison of anterior cervical discectomy and fusion (ACDF) and cervical total disc replacement (CTDR) 
has been intensely researched. Pending long-term clinical follow up on CTDR, it has been found that CTDR is at 
least equal to, if not superior to ACDF. However, while many different implants have been compared to fusion, 
no biomechanical studies and very few clinical studies have evaluated different implants with the same 
experimental boundary conditions and fixturing. A major argument against CTDR is its potential to cause serious 
injury. Preserved physiological range of motion and reduced rigidity in these cases may be beneficial for 
preventing adjacent segment syndrome, however it may be a concern during high dynamic acceleration, traumatic 
loading, and rapid complex motion that is common among the pilot population. This is especially important to 
military pilots who get cervical degenerative disc disease more frequently, benefit more from the preserved ROM 
of CTDR over ACDF, and are more likely to experience significant trauma than the average population. In 
addition, few cadaveric studies have looked at the failure of these implants. It would be valuable to see both the 
anatomical location of initial injury and the magnitude of loading at which failure occurs. A study which 
evaluates several implants in a controlled will aid the military in restoring pilot quality of life and longevity of 
service. 

This study aims to evaluate the biomechanical response of the cervical spine while preserving the complexity of 
natural spine motion. Nearly every biomechanical study of the spine test one three loading directions 
independently and sequentially: flexion/extension, lateral bending, and axial torsion. However, movement of the 
spine is very complex and usually consists of motion in multiple planes simultaneously. By testing and analyzing 
the spine in more physiological complex loading vectors, a more complete picture of the biomechanical response 
can be obtained. The initial interest in this study came from the work done as part of Dr. Nick White’s finite 
element analysis of rotary-wing aircraft crashes, which are discussed in the previous section of this report. 
Logically, biomechanical testing performed on intact cervical spines as well as cervical spines with ACDF and 
CTDR would provide valuable validation data that could improve the accuracy of these modeling efforts.  

The FDA does not test prosthetic disks of the spine at the level of activity and loading that is experienced in the 
armed services. Due to the high acceleration maneuvers of pilots during normal operation of their aircraft and the 
even higher acceleration situations caused by emergency maneuvers and collisions, surgeries such as spinal fusion 
and disk prosthetics to the cervical neck need an additional level of scrutiny to show that they are viable solutions 
to extending the service period of injured pilots. The aims of this study are intended to aid in the evaluation of 
these prosthetics for what is considered off label high loading situations. We also seek to discover common modes 
of failure for different prosthetic designs to evaluate threat to life and potential design improvements. Our aims 
also seek to provide validation data for FE modeling of neck loading and kinematics. Finally, we are planning on 
validating a novel testing method that will provide easily understood and displayed 3D complex motion 
information previously unknown to the spine biomechanics arena. Through a complex multi-axis matlab 
generated motion or torque control signal our robotic system will be able to test the full range of motion. This data 
can be processed to show a full profile of disk motion performance.  
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Kuka Robot and Cervical Spine Testing Fixture 
 
The Wake Forest laboratory space has been outfitted with a Kuka 300 R2500 ultra, 6-axis industrial robotic arm 
with an ATI 6 axis multiple range load cell and KRC4 robot controller (Figure 101). The robot provides upwards 
of 3500N of static force with a position resolution of +/-0.06mm (at full range). The Robotic Biomechanics 
simulation laboratory will be used to test both large scale multi-joint testing of cadaveric and animal 
biomechanical models as well as provide more focused single-joint small scale testing. The robot provides 
complex motion paths and force/torque control in six degrees of freedom to more accurately simulate 
physiological movement and loading. Data generated from this laboratory can help determine native tissue static 
and dynamic properties, quantify joint mechanics, specify injury metrics in impact (low velocity) and sports 
injury, and help to quantitatively evaluate orthopedic, neurological, trauma, and general surgical techniques and 
resulting outcomes. Ultimately, this robotic testing system will allow complex loading experiments to be 
performed on cervical spines implanted with prosthetic disk devices in order to measure stiffness, range of 
motion, and stability under physiologic loading. This information can be used to validate complex loading using 
finite element analysis. Lessons learned from the initial fixture design and robotic system tests have been 
implemented into the new design of a cervical/thoracic spine fixture system (Figure 102). The system takes 
advantage of secure fixturing through the use of a low viscosity urethane potting technique, modular design, and 
quick mounting features.  
 

 
 

Figure 101: Kuka 300 R2500 ultra, 6-axis industrial robot. 
 

 

Figure 102: CAD rendered image of the cervical fixture, testing table, 6-axis loadcell (bottom), and robot end effector (top). 
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The benefits of complex 2 and 3 axis simultaneous moment/force control to perform full field stiffness 
measurements of all possible moments and directions of bending were assessed using matlab to generate complex 
loading curves and to analize the resulting data. Three different field measurement methods have been evaluated: 
spiral, rotating spike, and rotating circular. The curves will supply the control signals to the robotic system 
through the SimVitro software to map a full polar 2D measurement field as seen in Figure 103, Figure 104, and 
Figure 105. These figures show varying methods of path generation for filling out the moment field of 0-2Nm 
from 0 to 360 degrees around the central axis of the spine. The control curve is created through a Mx and My 
input. Mx represents the flexion extension axis moment, and My represents the lateral bending axis moment. 
Additional application of Mz and Fz may be applied as needed representing axial torsion and compression.   
 

 

Figure 103: Spiral method of field measurement. 

 

Figure 104: Rotating Spike method of field measurement. 
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Figure 105: Rotating circular passes method of field measurement. 

The rotating circular passing method of field measurement appears to have the most smooth trajectory and allows 
the added benefit of multiple passes through a single measurement point with a change in direction of trajectory 
coming from the second pass through the same point. The path generation algorithm will divide the 360 degree 
polar field into n number of circular passes rotating about the origin. Below in Figure 106 is a simulated stiffness 
measurement output plot. This simulation supplied a randomly generated stiffness value to each analysis points 
seen in Figure 105. Three different methods of fringe plots are displayed to show the added benefit of a full field 
bending test over a standard single axis bending test. 
 

 
 

Figure 106: Simulated stiffness analysis. 
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The plan of action is to proceed with each aim as it continues to benefits the over all goal; to provide detailed and 
useful experimental data and analysis for the evaluation of performance and safety of cervical prosthetics. Initially 
we will seek to test the novel complex biomechanics loading methodology of physiological loading alongside the 
more traditional single bending axis testing method employed in standard literature publications.  Pending its 
usefulness and repeatability, we will continue with either the standard testing method or our novel complex 
loading method. Our intended testing protocol calls for physiologic bending testing followed by the most likely 
complex failure-loading scenario.  
 

Study Design 
 
Considered Implants for testing:  

 Medtronic Prestige 
 Synthes ProDisc-C  
 Medtronic Bryan 
 Globus Secure-C 
  NuVasive PCM 
 LDR Mobi-C 

 
Number of specimens:  

 Will depend on the number of implants we can obtain (likely 2 implants) 
 5-8 specimens per type of implant (likely 8) 

 
Measured Variables: 

 Mx, My, Mz 
 Rx, Ry, Rz (for each functional spinal unit) 
 Intravertebral disk pressure  

 
Calculated variables: 

 Energy expenditure 
 Stiffness 
 Range of motion 
 Failure energy 
 Injury/failure mode and location 

 
Medical Imaging and BMD Measurement: 

 Phantom and QTC will be used to image cadaver bones  
  Mimics will be used for mapping Bone Mineral Density  
 

Specimen Mounting: 
 All specimens will be potted on both ends in a custom fixture with polyurethane (SmoothOn 300) 
 C2 and C7 partially submerged 
 C2 will be mounted to a load cell attached to the Robot 
 C7 will be secured to the table  

       
Motion Tracking: 

 Northern Digital Inc. (NDI) camera 
 Track each vertebra using active LED 3D investigator motion tracking system 
 Including C2 and C7  
 Relative motion of each FSU can be calculated 
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Loading Scenarios:  

 Simulate FE, LB, AR with Force Torque Control to limits of 2Nm in each direction on the native tissue and 
then once more on the surgically augmented specimen after disk installation.  

o Prosthetic Disk implantation will occur in the C5-C6 Disk by a trained neurosurgeon.  
o Nearly all studies load to 1.5 Nm [1-7] or 2 Nm [8-12] moments in flexion/extension, lateral 

bending, & axial torsion.  
 Simulate complex multi-axis loading using the cylindrical fringe method in non-implanted specimens 

o This method will measure all output measures from 0-2Nm from 0-360 degrees around the vertical 
axis of the spine. 

 After stiffness and ROM testing, specimens will be loaded to failure  
o Significant engagement of the implant will occur in over compression and over flexion. A 

simulated complex motion including both applied forces and moments will be used to evaluate 
cervical neck failure.  

 
Study Progress and Future Plans 
The construction and operation of our robotic test bed has been a long process. Due to the complexity of the 
system, the development of system integration and control software, and relative newness of freshly released 
robot control hardware our system has been seeing many incremental upgrades to address issues in control and 
data acquisition. Recent fixes to the control system include the upgrade of our control PC. The PC was built with 
a multi core AMD processor that did not run efficiently with our National Instruments Labview based control 
software SimVitro (Figure 107). We replaced the motherboard and processer with an equivalent Intel processor. 
In addition, we installed several Ethernet network cards to manage fixed IP addresses to communicate with our 
Ethernet based systems. This system change did not completely fix our control issues of jumpy incremental 
movement of the robot. This issue arises from the mismatch of trajectory generation and robot controller refresh 
rate. To solve this issue another upgrade to the SimVitro platform was completed to transition from displacement-
control to velocity-control. This type of control is a much more forgiving and smooth control method for robotics.  
 

 

Figure 107: SimVitro main screen showing both kinematic and kinetic control and monitoring. 
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We have also acquired a National Instruments cDAQ system with quarter Wheatstone bridge amplifier and signal 
conditioning modules along with Precision measurements Model 060S low profile MEMS based pressure sensors 
(Figure 108 and Figure 109). The sensors will be installed into biopsy needles for insertion into the disk space 
(Figure 110). This system will easily integrate into our SimVitro environment to provide synchronized cervical 
disk pressure measurements. These measurements will be helpful in evaluating the changes above and below the 
disk prosthetic after implantation in addition to providing additional FEA validation data.  
 

 

Figure 108: National Instruments cDAQ data acquisition system for strain gage based pressure measurement. 

 

 

Figure 109: Precision measurements Model 060S size and pressure readings. 
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Figure 110: Example of biopsy needle used for disk pressure when combined with a Model 060S pressure sensor. 

 
Tissue acquisition 
 
We have scheduled incremental acquisition of 20 cervical neck samples C2-T1 from the Wake Forest Center for 
Applied Learning. Specimens will be under the age of 72 and have no history of mechanical cervical neck 
surgery.   
 
Implant Acquisition  
 
We have attempted contact with several cervical disk prosthetic manufacturing companies including the 
following: Medtronic (Prestige, Bryan), Synthes (ProDisc-C), Globus (Secure-C), NuVasive (PCM), and LDR 
(Mobi-C). In our discussions with company research representatives there appears to be little benefit and a 
substantial risk to the companies to proceed with a comparative study between brands or a study involving 
loading considered to be off label (ie. high loading). For this reason we are pursuing support of Medtronic as they 
see some benefit in our study and have two distinctive implant systems that are fairly representative of the various 
designs within the field. These models are the Prestige and the Bryan (Figure 111 to Figure 113). The Prestige 
was one of the models evaluated in earlier FE modeling and is a metal on metal ball and trough design with three 
degrees of rotational freedom and a single anterior-posterior translation degree of freedom. The Bryan is an 
anatomical inspired design containing two oesteointegrative titanium endplates with a polyurethane shell and a 
duel spherical gliding surface polyurethane nucleolus. This design provides three degrees of rotational freedom 
and two translational degrees of freedom. It also has a changing center of rotation and some spring force provided 
by the outer shell more accurately replicating the function of the biological disk.  
 

 
Figure 111: Medtronic Prestige cervical disk prosthetic. 
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Figure 112: Medtronic Bryan cervical disk prosthetic. 

 

 
Figure 113: Medtronic Bryan cervical disk prosthetic (exploded view). 

 
Overall Project Status , Summary, and Future Work 
In collaboration with the Global Human Bodies Modeling Consortium and the Wake Forest University 
Neurosurgery department our group has conducted 4 independent finite element studies simulating automobile 
collisions and rotary-wing aircraft impact. In addition we have constructed a test bed for complex simulation of 
cadaveric spine segments for physical evaluation of cervical prosthetic discs and validation of the above 
mentioned simulation work. Our experimental phase is still in progress as our system is finishing its control 
upgrade, as fixture hardware is created and delivered by third party vendors, as we acquire specimens from the 
center for applied learning, and as we evaluate our testing methodology for robustness. We are also engaged with 
Medtronic with regards to the supply of disc implant devices for evaluation. Future work will include the 
experimental testing of two groups of 8 cervical spine (Medtronic Prestige, Medtronic Bryan) in physiologic 
stiffness and range of motion followed by load to failure testing and a biomechanical/clinical evaluation of the 
mode of failure and risk to life. Data will be post processed to evaluate biofidelic properties of the implant, the 
modes of failure, and the clinical safety of these implants, and any resulting surgical implications from failure.  
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TASK 4.3: MILITARY BIOMECHANICS- NATIONAL RESEARCH SYMPOSIUM       . 

The Military Biomechanics National Research Symposium was successfully held on October 29th of 2015 in 
Blacksburg, VA.  This year’s meeting built upon the International State-of-the-Science Meeting on the 
Biomedical Basis for mTBI Environmental Sensor Threshold Values by focusing on our work with head impact 
sensors (Figure 114).  This meeting highlighted the importance of evaluating the ability of head impact sensors to 
capture head kinematics during loading events.  Such work can help inform future decisions on sensors, how to 
interpret these data, and appropriately analyze risk. This forum allowed for interactions and collaborative 
discussions that will lead to new partnerships and ultimately better protection for soldiers.  The success of this 
symposium highlights the importance of these symposiums to assist in the translation of the research to practice.  
Figure 114 displays the agenda and lecture content of the Military Biomechanics National Research Symposium.   
 

 
Figure 114:  October 29, 2015 Military Biomechanics National Research Symposium Program. 
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DISSEMINATION OF KNOWLEDGE                                                                           . 
The research under this cooperative agreement has generated a considerable amount of novel data that will add to 
the literature. To date, this research has yielded nine (n=9) refereed publications and six (n=6) conference 
publications. Three (n=3) additional manuscripts have been submitted to peer reviewed journals and are currently 
under review. Finally, five (n=5) more manuscripts will be submitted to peer reviewed journals within the next six 
months. 
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Alphonse VD, Kemper AR, Strom BT, Beeman SM, and Duma SM. Exposure to Fireworks and Eye Injuries - 
Reply. Journal of the American Medical Association. 308(15): 1523-1524, 2012. 
DOI:10.1001/jama.2012.11907. 
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Task 1.3.1: Brain Injury: Biomechanics of the Head /Brain 
 
Cobb BR, MacAlister A, Young TJ, Kemper AR, Rowson S, and Duma SM. Quantitative Comparison of 

Hybrid III and NOCSAE Headform Shape Characteristics and Implications on Football Helmet Fit. 
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White NW, Moreno DP, Gayzik FS, Stitzel JD. Cross-Section Neck Response of a Total Human Body FE 
Model during Simulated Frontal and Side Automobile Impacts – Computer Methods in Biomechanics and 
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Porcine Eyes to Blast Overpressure: Effects of Overpressure Severity and Boundary Conditions. 
Proceedings of the 41st International Workshop on Human Subjects for Biomechanical Research, National 
Highway Traffic Safety Administration (NHTSA), US DOT, 2013.  

Alphonse VD, Kemper AR, and Duma SM. Effect of Orbital Geometry on Eye Response to Survivable 
Primary Blast Overpressure. Proceedings of the 2014 Biomedical Engineering Society Annual Meeting, San 
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Rowson S, Cobb BR, Daniel RW, MacAlister A, Young T, Kemper AR, and Duma SM. Rotational Head 
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Testing. Proceedings of the 41st International Workshop on Human Subjects for Biomechanical Research, 
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Review). 
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MANUSCRIPTS UNDER PREPARATION 
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TITLE: Injury risk from primary blast overpressure to the unprotected porcine eye  
AUTHORS: Alphonse VD, Kemper AR, and Duma SM  
PROPOSED JOURNAL: Journal of Biomechanics  
STATUS: Manuscript will be submitted August 2016 
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PROPOSED JOURNAL: Archives of Ophthalmology  
STATUS: Manuscript will be submitted by December 2016 
 

TITLE: Intraorbital and facial response corridors for primary blast overpressure exposure  
AUTHORS: Alphonse VD, Kemper AR, and Duma SM  
PROPOSED JOURNAL: Biomechanics and Modeling in Mechanobiology  
STATUS: Manuscript will be submitted December 2016 
 

TITLE: Evaluating the FOCUS headform for exposure to primary blast overpressure  
AUTHORS: Alphonse VD, Kemper AR, and Duma SM  
PROPOSED JOURNAL: Biomedical Sciences Instrumentation  
STATUS: Manuscript will be submitted February 2017 
 

TITLE: An area-sensitive synthetic eye that differentiates between blunt and blast loading  
AUTHORS: Alphonse VD, Kemper AR, and Duma SM  
PROPOSED JOURNAL: Journal of Trauma  
STATUS: Manuscript will be submitted February 2017 
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ingly more popular over the past decade. Although literature exists comparing the effects of anterior
cervical discectomy and fusion and cervical total disc replacement (CTDR) on neck kinematics and
loading, the vast majority of these studies apply only quasi-static, noninjurious loading conditions
to a segment of the cervical spine.
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STUDY DESIGN: This study used a full-body, 50th percentile seated male finite element (FE)
model to evaluate neck response during a dynamic impact event. The cervical spine was modified
to simulate either an arthrodesis or arthroplasty procedure at C5–C6.
METHODS: Five simulations of a belted driver, subjected to a 13.3 m/s DV frontal impact with
air bag deployment, were run in LS-DYNAwith the Global Human Body Models Consortium full-
body FE model. The first simulation used the original model, with no modifications to the neck,
whereas the remaining four were modified to represent either interbody arthrodesis or arthroplasty
of C5–C6. Cross-sectional forces and moments at the C5 and C6 cervical levels of the neck, along
with interbody and facet forces between C5 and C6, were reported.
RESULTS: Adjacent-level, cross-sectional neck loading was maintained in all simulations without
exceeding any established injury thresholds. Interbody compression was greatest for the CTDRs,
and interbody tension occurred only in the fused and nonmodified spines. Some interbody separa-
tion occurred between the superior and inferior components of the CTDRs during flexion-induced
tension of the cervical spine, increasing the facet loads.
CONCLUSIONS: This study evaluated the effects of C5–C6 cervical arthrodesis and arthroplasty
on neck response during a simulated frontal automobile impact. Although cervical arthrodesis and
arthroplasty at C5–C6 did not appear to significantly alter the adjacent-level, cross-sectional neck
responses during a simulated frontal automobile impact, key differences were noted in the interbody
and facet loading. � 2014 Elsevier Inc. All rights reserved.
Keywords: Arthrodesis; Arthroplasty; ProDisc-c; Prestige ST; Finite element analysis; GHBMC
Introduction

The use of finite element (FE) methods for orthopedic
applications, particularly those involving the cervical spine,
began over 20 years ago with a simple two-dimensional
model used to study postlaminectomy deformities [1]. The
first FE study of an anterior cervical spine fusion was con-
ducted by Kumaresan et al. [2] to evaluate the effects of
fusion materials and surgical procedure on the biomechani-
cal response of a C4–C6 spine model. Since this publication,
close to two-dozen additional FE studies have been con-
ducted, evaluating the effects of both anterior cervical dis-
cectomy and fusion (ACDF) and cervical total disc
replacement (CTDR) on the biomechanics of the cervical
spine [3–25]. Typically, the implant was modeled between
either C4–C5 or C5–C6, and the simulations were run as
quasi-static events using an implicit FE solver (Table 1).
The present study uses a state-of-the-art full-body FE model
to evaluate dynamic neck kinematics and loading, with
simulated arthrodesis and arthroplasty at the C5–C6 level,
during a frontal automobile collision.
Materials and methods

General model overview

The Global Human Body Models Consortium
(GHBMC) 50th percentile seated male FE model (version
3.5) was used to study the cervical spine response because
of a simulated arthrodesis and arthroplasty [26,27]. The bi-
ofidelity of the neck (Fig. 1) has been rigorously validated
both at individual cervical segment levels and for the full
cervical spine [28–31]. Additionally, whole body validation
has been conducted for a number a different impact scenar-
ios [32–35]. Neck muscle activation, based on the experi-
mental volunteer studies, was included in the current
simulations [36]. The flexor and extensor muscles were ac-
tivated 74 ms after impact and remained active for 100 ms.

Cervical spine modifications for ACDF and CTDR

To mimic actual surgical technique for both these proce-
dures, the intervertebral disc (IVD), end plates, and anterior
longitudinal ligaments (ALL) associated with this level of
the cervical spine were removed from the model. Vertebral
body (VB) geometric modifications consistent with these sur-
geries were accomplished through a combination of select
element deletion and advanced morphing techniques using
HyperMesh version 11.0 (Altair Engineering, Troy, MI,
USA). The geometries of both CTDRs used in this studywere
reverse engineered from the corresponding physical implants.
The ACDF and CTDRs were secured to the VBs using tied
nodes to surface offset contacts. Material properties for the
IVDs, ACDF, and CTDRs are reported in Table 2 [24,37–42].

Arthrodesis at the C5–C6 cervical level was modeled
using two different methods, one involving constrained
nodal rigid bodies (CNRBs) and the other a cage, core,
and anterior plate (ACDF). The CNRB fusion rigidly con-
strained more than 100 individual node sets from the inferior
VB surface of C5 to the superior VB surface of C6. The geo-
metries of VB surfaces were not modified, and no additional
contacts were required because a physical implant was not
modeled. The ACDF was modeled as a 14�15�6 mm solid
organic polymer polyether ether ketone cage, 1 mm thick,
and a solid trabecular bone core (Fig. 2, Top Left). The C5
and C6 VBs were modified to create surfaces parallel to



Table 1

Literature review of FE simulations involving cervical arthrodesis and arthroplasty

Reference Implant Implant location Model FE code

Kumaresan et al. [2] Fusion C4–C5 C4–C6 NASTRAN

Maiman et al. [3] Fusion C4–C5, C5–C6 C4–C6 NASTRAN

Natarajan et al. [4] Fusion C5–C6 C5–C6 ADINA

Galbusera et al. [5] Bryan C5–C6 C5–C6 ABAQUS

Ha [6] Elastomer Disc, Fusion C4–C5 C3–C6 ANSYS

Lopez-Espina et al. [7] Fusion C3–C4, C4–C5, C5–C6, C6–C7 C3–C7 ANSYS

C3–C5, C4–C6, C5–C7

Dang et al. [8] Fusion C2–C3, C3–C4, C4–C5, C5–C6, C6–C7 THUMS LS-DYNA

C2–C4, C3–C5, C4–C6, C5–C7

Galbusera et al. [9] Bryan C5–C6 C4–C7 ANSYS

Rousseau et al. [10] Ball and Socket C5–C6 C5–C6 ANSYS

Faizan et al. [11] Ball and Socket C5–C6 C3–C7 ABAQUS

Lin et al. [12] Bryan, Prestige LP, ProDisc-C C5–C6 C5–C6 Voxelcon

Womack [13] ProDisc-C C4–C5 C3–C7 ABAQUS

Crawford et al. [14] Prestige ST, ProDisc-C, Synergy C5–C6 C3–C7 ABAQUS

Galbusera et al. [15] Spherical Joint C5–C6 C5–C6 ANSYS

Kang et al. [16] Bryan, Prestige LP, ProDisc-C C5–C6 C5–C6 Voxelcon

Kulkarni [17] Prestige ST, ProDisc-C, Synergy C5–C6 C3–C7 ABAQUS

Li and Lewis [18] Fusion, Nucleus C5–C6 C1–C7 ABAQUS

Bhattacharya [19] Prestige ST, ProDisc-C C5–C6 C5–C6 ABAQUS

Bhattacharya et al. [20] ProDisc-C C5–C6 C5–C6 ABAQUS

Faizan et al. [21] Discover, Fusion C4–C5, C5–C6 C3–C7 ABAQUS

Fernandes et al. [22] Fusion C5–C6 C5–C6 ABAQUS

Lee et al. [23] ProDisc-C, Mobi-C C5–C6 C2–C7 ABAQUS

Womack et al. [24] ProDisc-C C4–C5 C3–C7 ABAQUS

Zhao et al. [25] ProDisc-C, Fusion C4–C5, C5–C6, C4–C6 C3–C7 ABAQUS

FE, finite element; THUMS, Toyota Human Model for Safety.
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and coincident with the implant. Titanium shell elements
were used to model a simplified anterior plate by again con-
necting the anterior-inferior VB surface of C5 to the
anterior-superior VB surface of C6.

Arthroplasty at the C5–C6 cervical level was modeled
with the Prestige ST and ProDisc-C CTDRs. The Prestige
ST is a two-piece, ball-and-trough design with one point of
articulation. This stainless steel, metal-on-metal implant is
capable of rotation in all three axes and translation in the
anterior-posterior (AP) direction, allowing for a mobile, in-
stantaneous center of rotation. The nominally 16-mm-deep,
7-mm-high CTDR was modeled with rigid shells, with the
ball positioned at the center of the trough (Fig. 2, Top Right).
The C5 and C6VBs were modified to create surfaces parallel
and coincident with the implant.

The ProDisc-C is a three-piece, ball-and-socket design
with one point of articulation. The end plates are con-
structed of cobalt-chromium-molybdenum and the polymer
insert of ultra–high-molecular weight polyethylene, creat-
ing a metal-on-polymer articulation. This design encour-
ages three-axis rotation, thus establishing a nearly fixed
center of rotation. The CTDR is a press fit between adjoin-
ing vertebrae, with central keels nested into the VBs. The
nominal dimensions of this implant were 14�15�6 mm
(Fig. 2, Bottom). The end plates were modeled with rigid
shells and the semispherical inlay with deformable tetrahe-
drons. The C5 and C6 VBs were modified to create surfaces
parallel and coincident with the implant and channels
matching the geometry of the central keels.
Simulation

Five simulations of a belted driver, subjected to a 13.3
m/s DV frontal impact with air bag deployment, were run
with the GHBMC model in LS-DYNA R4.2.1 (LSTC, Liv-
ermore, CA, USA) (Fig. 3) [43]. The first simulation used
the original model, with no modifications to the neck.
The remaining four simulations included a CNRB fusion,
ACDF, Prestige ST implant, or ProDisc-C implant at the
C5–C6 cervical level. A series of cross-sections were
included to capture the forces and moments at each cervical
level of the neck in their respective local coordinate sys-
tems (LCSYS) using a methodology previously described
by White et al. [44]. Cross-sections were also used to cap-
ture forces transmitted though the C5–C6 IVD of the non-
modified neck, the cage, core, and plate of the ACDF neck,
and the C5–C6 facets for all neck models.
Data analysis

The simulation results were postprocessed using Oasys
T/HIS 10.2-64 bit (Arup, London, UK). Cross-sectional
forces were filtered at CFC (Channel Frequency Class)
1,000 and moments at CFC 600 [45]. The outputs from
the nodal force groups were filtered at CFC 1,000 and the
nodal displacements used to calculate VB rotation at CFC
60. The filtered data were then processed using in-house
code written in Matlab version 7.12.0 (R2011a; Math-
Works, Natick, MA, USA). A quantitative validation



Fig. 1. Midsagittal cross-section of the Global Human Body Models Consortium neck including the C1–T1 vertebrae, intervertebral discs, ligaments, mus-

culature, and soft tissue.
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method developed by Sprague and Geers [46] was used to
compare time history plots. This method computes the
magnitude (M) and phase (P) contributions to the total error
Table 2

Material and model properties for the FE models of the ACDF, Prestige ST, and

Implant Part Material

ASTM

standard Material model

ACDF Cage PEEK F2026-02 Elastic

Core Trabecular bone N/A Plastic-Kinematic

Plate Ti-6Al-4V F136 Elastic

Prestige ST End plates 316L SST F138 Rigid

ProDisc-C End plates CoCrMo F75 Rigid

Insert UHMWPE F648 Elastic

ACDF, anterior cervical discectomy and fusion; ASTM, American Society for

element; N/A, not available; PEEK, polyether ether ketone; UHMWPE, ultra–hi
(difference between the benchmark and experimental
curves) and combines these metrics into a single compre-
hensive (C) metric [47,48]. For example, a magnitude error
ProDisc-C

Element type

Density

(kg/mm3)

Elastic

modulus (GPa)

Poisson

ratio Reference

Solid Hex 1.30�10�6 3.6 0.4 [40,41]

Solid Hex 1.10�10�6 0.4 0.3 [27]

Shell 4.43�10�6 116.0 0.3 [38,41]

Shell 8.00�10�6 190.0 0.3 [39,41]

Shell 8.30�10�6 210.0 0.3 [37,42]

Solid Tet 9.36�10�7 1.3 0.3 [24,37,41]

Testing and Materials; CoCrMo, cobalt-chromium-molybdenum; FE, finite

gh-molecular weight polyethylene.



Fig. 2. Midsagittal cross-section of the C5 and C6 vertebrae with an (Top Left) anterior cervical discectomy and fusion (ACDF), (Top Right) Prestige ST

cervical total disc replacement (CTDR), and (Bottom) ProDisc-C CTDR. The cross-section extends through the ACDF showing the cage, core, and plate,

whereas CTDRs were left intact for better visualization.
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of 10% would indicate that the magnitude of the experi-
mental curve is 10% greater than the magnitude of the
benchmark curve. A phase error of 50% would indicate that
the experimental curve was 50% (90�) out of phase with the
benchmark curve. The comprehensive error is the square
root of the sum of the squares of the magnitude and phase
errors.
Fig. 3. Belted driver subjected to a frontal impact w
Results

Overview

The simulation time histories are separated into two
categories, fusion (CNRB/ACDF) and CTDR (Prestige
ST/ProDisc-C), with the nonmodified (IVD) simulation
ith 13.3 m/s DV and air bag deployment [43].
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results reported in both categories as a baseline. Positive
polarities for the different loading modes reported in
these time histories are illustrated in Fig. 4 [45]. Each
time history plot includes vertical lines indicating the ap-
proximate time of maximum shoulder belt loading (70
ms) and maximum contact force between the air bag
and the occupant (85 ms) (Fig. 5). Each time history plot
also includes two vertical dotted lines indicating the win-
dow of time (t5119–124 ms) where the maximum C5 and
C6 cross-sectional bending moments occurred for all
simulations.

Midsagittal rotations of C5 and C6 about their respective
center of gravity are reported in Fig. 6 with peak rotations
reported in Table 3. Interbody loading with respect to the
C6 LCSYS is reported in Fig. 7. The sum of the right
and left facet forces, referred to as the total facet force, is
reported with respect to C6 in Fig. 8. Peak interbody and
total facet forces are reported in Table 4. Adjacent-level,
cross-sectional AP shear and axial forces and flexion/
extension moments about VB CGs are reported at the C5
and C6 cervical levels in their respective LCSYS (Figs.
9–11) with peak loading reported in Table 3. Pertinent re-
sults are described in a time line fashion, broken into three
distinct phases based on the maximum occupant/restraint
contact times: Phase 1 from 0 to 70 ms, Phase 2 from 70
to 85 ms, and Phase 3 from 85 to 150 ms. Phase 1 begins
at the onset of sled acceleration, continuing up to the ap-
proximate time of maximum shoulder belt loading. At this
point in time, Phase 2 begins and continues up to the time
of maximum contact force between the air bag and the
occupant. Phase 3 represents the remainder of the simula-
tion time.
Fig. 4. Relative head and chest motion corresponding to SAEJ211 standards for

moment [45].
Phase 1 (0–70 ms)

Midsagittal rotations of both C5 and C6 VBs begin early
in this phase and are almost identical for all simulations
(Fig. 6). An exception to this observation occurs between
50 and 70 ms where the C5 VB rotations from the CTDR
simulations are slightly lower than the other VB rotations.

Anterior-posterior shear and axial interbody loading
(Fig. 7) is negligible for the CTDRs in this phase. Negative
AP shear interbody loading in the IVD and ACDF begins at
approximately 55 ms, becoming more noticeable just
before the end of the phase. Interbody tension in both the
IVD and ACDF begins at approximately 50 ms, reaching
global peaks of 325.8 and 517.3 N, respectively.

Total AP shear facet loading (Fig. 8) is negligible for the
CTDRs in this phase. Total positive AP shear facet loading
in the IVD and ACDF begins at approximately at 55 ms,
reaching global peaks of 12.1 and 5.2 N, respectively. Peak to-
tal facet global tension is achieved for all simulations toward
the end of the phase. The CTDR total facet tension traces are
almost identical, reaching a peak value of 159.5N for the Pres-
tige STand 158.4N for the ProDisc-C. Peak total facet tension
for the IVD and ACDF are 79.4 and 33.0 N, respectively.

Cross-sectional negative AP shear (Fig. 9) begins at
approximately 55ms for all simulations. Cross-sectional ten-
sion (Fig. 10) is produced for all simulations with global
peaks reached at the end of the phase. Peak tension ranged
between 1,052.6 and 1,059.1 N at the C5 VB level and be-
tween 1,121.2 and 1,127.5 N at the C6 VB level. A cross-
sectional flexion-bending moment (Fig. 11) is experienced
at both levels in all simulations, with a noticeable increase
at approximately 50 ms.
positive neck anterior-posterior (AP) shear force, axial force, and bending



Fig. 5. Representative time histories of the shoulder belt loading and con-

tact force between the air bag and occupant.

Fig. 6. Midsagittal rotation of C5 and C6 about their center of gravity for

the (Top) fusion and (Bottom) cervical total disc replacement simulations.

ACDF, anterior cervical discectomy and fusion; CNRB, constrained nodal

rigid body; CTDR, cervical total disc replacement; IVD, intervertebral disc.
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Phase 2 (70–85 ms)

During this phase, the C5 and C6 rotations of the IVD
VBs begin to differentiate, with C6 rotating less than C5
(Fig. 6). The relative difference in rotations between C5
and C6 in both fusion simulations remains negligible, with
the traces running midway between the IVD C5 and C6
traces. The C5 rotations of the CTDRs surpass the C6 rota-
tions during this phase.

Approximately halfway through this phase, the CTDRs
begin to experience interbody negative AP shear loading
and compression (Fig. 7). Interbody tension decreases to
approximately zero for both the IVD and ACDF by the end
of this phase. The combined AP shear facet loading for the
IVD changes polarity during this phase, whereas the ACDF
loading approaches zero (Fig. 8). The global peak negative to-
tal AP shear facet loads for the CTDRs are achieved during
this phase: �49.6 N for the Prestige ST and �39.1 N for the
ProDisc-C.Whereas the total facet axial loading is decreasing
during this phase for all simulations, tension is maintained.
The same is true for the adjacent-level, cross-sectional axial
loading (Figs. 9–11).
Phase 3 (85–150 ms)

Peak rotations of C5 and C6 occur between 121 and 128
ms for all simulations (Fig. 6). For the IVD, rotation of C5 is
always greater than C6, with a maximum relative difference
of 4.8� between to the two VBs. As would be expected, C5
and C6 rotations are almost identical for the fusions. The fu-
sion traces run midway between the IVD C5 and C6 rota-
tions. The CTDR traces follow the IVD traces much
closer. The maximum relative difference in rotation between
C5 and C6 is 2.4� for the Prestige ST and 4.6� for the Pro-
Disc-C.

Peak negativeAP shear interbody loading occurs between
118 and 128 ms and peak compressive interbody loading
between 130 and 132 ms for all simulations (Fig. 7). Peak
negative AP shear ranged from �405.4 N for the IVD
to �527.7 N for the ACDF, whereas peak compression
ranged from �1,091.7 N for the ACDF to �1,351.9 N for
the ProDisc-C.

The peak adjacent-level, cross-sectional negative AP
shear force occurs between 118 and 124 ms for all simula-
tions (Fig. 9). The peak flexion moment occurs between
119 and 124 ms (Fig. 11). The larger negative AP shear
force occurs at the C5 level, ranging from �365.6 N for
the IVD to �415.5 N for the CNRB. The greatest flexion
moment occurs at the C6 level, ranging from 64.6 Nm
for the IVD to 65.7 Nm for the CNRB.

During the 5-second window where the maximum cross-
sectional C5 and C6 bending moments occurs (t5119–124
ms), shoulder belt loading sharply decreases, whereas occu-
pant to air bag contact force plateaus (Fig. 5). The majority
of the peak adjacent-level, cross-sectional negative AP
shear forces occur within this window (Fig. 9). A point of
inflection in the total AP shear facet loading occurs for
all simulations immediately after this window (Fig. 8, Top).



Table 3

Peak adjacent-level, cross-sectional loading through the C5 and C6 VB

level with respect to the corresponding local coordinate systems

Simulation VB

6AP

Shear (N) Ten/comp (N)

Flex/ext

(Nm) Rot ( �)

IVD C5 5.7 �365.6 1,053.4 �2.1 63.4 �0.4 �39.0
C6 28.6 �236.8 1,121.2 �4.8 64.6 �0.3 �34.2

ACDF C5 8.5 �403.1 1,053.2 �2.4 62.6 �0.4 �36.4
C6 35.3 �234.6 1,121.9 �4.2 65.0 �0.3 �36.6

CNRB C5 13.5 �415.5 1,059.1 �2.2 62.8 �0.4 �35.5
C6 37.9 �222.3 1,125.2 �3.9 65.7 �0.3 �35.8

Prestige ST C5 8.7 �395.8 1,052.6 �3.1 62.8 �0.3 �37.6
C6 31.2 �247.3 1,125.7 �6.9 64.9 �0.3 �35.2

ProDisc-C C5 10.2 �397.0 1,058.3 �2.2 62.8 �0.3 �38.6
C6 35.7 �268.7 1,127.5 �2.7 65.1 �0.3 �34.0

ACDF, anterior cervical discectomy and fusion; AP, anterior-posterior;

CNRB, constrained nodal rigid body; flex/ext, flexion/extension; IVD,

intervertebral disc; rot, rotation; ten/comp, tension/compression; VB, ver-

tebral body.

Note: Maximum midsagittal rotation was taken about the VB center of

gravity.

Fig. 7. Interbody (Top) anterior-posterior (AP) shear and (Bottom) axial

force time histories between C5 and C6 reported in the C6 local coordinate

systems. The forces for the intervertebral disc (IVD) and anterior cervical

discectomy and fusion (ACDF) are reported from cross-sections and the

constrained nodal rigid bodies from contact forces.
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Quantitative comparison

Two separate quantitative comparisons of the adjacent-
level, cross-sectional loading and VB rotational time histor-
ies were conducted using the method by Sprague and Geers
[46]. The first analysis compares the ACDF (benchmark) to
the CNRB (experiment) with the results reported in Table 5.
The largest comprehensive errors occur at the C6 level with
errors ranging from 4.53% for AP shear loading to 0.78%
for moment loading. The magnitude was underestimated
by the CNRBs for AP shear loading, axial loading, and
midsagittal rotation. The second analysis compares the
IVD (benchmark) to the fusions and CTDRs (experiments)
with the results reported in Table 6. The largest errors for
the adjacent-level, cross-sectional AP shear loading occur
at the C5 level with 11.82% for the CNRB and 10.22%
for the Prestige ST. In both cases, the magnitudes overesti-
mate the IVD response. The largest errors for the adjacent-
level, cross-sectional axial loading occur at the C5 level
with 3.83% for the CNRB and 3.26% for the Prestige ST.
The largest compressive error for flexion/extension moment
is 2.24% for the CNRB and 1.54% for the Prestige ST, both
occurring at the C6 level. In both cases, the magnitudes
overestimate the IVD response.
Discussion

ACDF versus CNRBs

Implementation of CNRBs into the neck to simulate a
fusion between adjacent VBs was a less time-consuming
and computationally less expensive approach than modeling
an ACDF. One of the major drawbacks of the CNRBmethod
was that interbody shear and axial forces were not available
for comparison with IVD results. For adjacent-level, cross-
sectional loading, the comprehensive errors were less than
2% for the axial loading and 1% for the moment for both
vertebral levels. Difference in bending moment was negli-
gible for both VB levels.

Prestige ST versus ProDisc-C

Rotation of both VB levels matched between CTDRs up
to the time of maximum occupant/air bag interaction: the
end of Phase 2. The simulation kinematics revealed that
the Prestige ST reached its maximum AP translation at this
time. The ProDisc-C allowed more rotation and some addi-
tional AP translation because of deformation of the semi-
spherical inlay. The maximum relative rotational difference
between C5 and C6 of the ProDisc-C was within 0.2� of
the IVD rotation, closer than for the Prestige ST.

For adjacent-level, cross-sectional loading, the peak neg-
ative AP shear forces for both CTDRs were almost identical
at the C5 level and 8.0% greater for the ProDisc-C at the C6
level. Peak negative AP interbody shear force was 6.8%
greater for the Prestige ST than for the ProDisc-C. At the



Fig. 8. Facet (Top) anterior-posterior (AP) shear and (Bottom) axial force

time histories between C5 and C6 reported in the C6 local coordinate sys-

tems. The reported forces are the sum of both the left and right facet forces.

ACDF, anterior cervical discectomy and fusion; IVD, intervertebral disc.

Fig. 9. Adjacent-level, cross-sectional anterior-posterior (AP) shear force

time histories for the (Top) fusion and (Bottom) cervical total disc replace-

ment (CTDR) simulations. The forces are reported in their respective ver-

tebral body local coordinate systems. ACDF, anterior cervical discectomy

and fusion; CNRB, constrained nodal rigid body; IVD, intervertebral disc.
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time of peak negative AP shear, the simulation kinematics
reveal the superior socket of the ProDisc-C catching on the
semisphere inlay, deforming it slightly. The nondeformable
Prestige ST reached its maximum AP translation much ear-
lier and was purely rotating at this point in time.

The peak adjacent-level, cross-sectional tensile force was
almost identical between CTDRs and IVD for both VB
Table 4

Peak interbody and peak total facet AP shear and axial loading between C5 and

Simulation

Peak interbody load (N)

6AP shear Ten/comp

IVD 0.5 �405.4 325.8 �1,18
ACDF 9.6 �527.4 517.3 �1,09
Prestige ST 0.4 �439.0 0.6 �1,26
ProDisc-C 0.1 �411.0 0.0 �1,35

ACDF, anterior cervical discectomy and fusion; AP, anterior-posterior; flex/e

sion.

Note: Cross-sections were used to capture the interbody loading for the IVD a

sections were used to capture the left and right superior C6 facet cartilage and l
levels. As neither of the CTDRs was capable of supporting
interbody tension, the axial interbody forces remained neg-
ligible until compression occurred. During this period, a
physical separation between the inferior and superior CTDR
components was visualized in the simulation. Interbody
compression followed a similar trend for both CTDRs with
C6 with respect to the C6 local coordinate systems

Peak facet total load (N)

6 AP shear Ten/comp

7.0 12.1 �61.5 79.4 �48.3
1.7 5.2 �39.3 33.0 �41.4
3.3 1.6 �49.6 159.5 �19.5
1.9 2.9 �39.1 158.4 �4.3
xt, flexion/extension; IVD, intervertebral disc; ten/comp, tension/compres-

nd ACDF and contact forces for the cervical total disc replacements. Cross-

igaments and then summed for the total loading.



Fig. 10. Adjacent-level, cross-sectional axial force time histories for the

(Top) fusion and (Bottom) cervical total disc replacement (CTDR) simula-

tions. The forces are reported in their respective vertebral body local coor-

dinate systems. ACDF, anterior cervical discectomy and fusion; CNRB,

constrained nodal rigid body; IVD, intervertebral disc.

Fig. 11. Adjacent-level, cross-sectional bending moment time histories

for the (Top) fusion and (Bottom) cervical total disc replacement (CTDR)

simulations. The moments are taken about the vertebral body (VB) center

of gravity and are reported in their respective VB local coordinate systems.

ACDF, anterior cervical discectomy and fusion; CNRB, constrained nodal

rigid body; IVD, intervertebral disc; ext, extension; flex, flexion.
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a peak compression force 7.0% greater for the ProDisc-C
than for the Prestige ST.

For adjacent-level, cross-sectional loading, the peak
bending moment was almost identical between CTDRs and
IVD for both VB levels. The comprehensive errors were all
less than 2%, indicating minimal difference in bending mo-
ment between the modified and nonmodified cervical spines.
Fusion versus CTDRs

Biomechanical injury assessment reference values
(IARVs) for the upper and lower neck of the 50th percentile
male occupant have been previously defined [49]. Peak
loading below these thresholds minimizes the risk of neck
injury. The peak adjacent-level, cross-sectional loading at
C5 and C6 were well below these IARVs for all simula-
tions. As would be expected, the CTDRs maintained mid-
sagittal rotation of the C5 and C6 VBs closer to the IVD
than the fusions. Rotation was best preserved by the
ProDisc-C in terms of peak rotation, peak relative rotation,
and comprehensive error. The largest comprehensive error
was less than 12% for all adjacent-level, cross-sectional
loading time histories with the majority less than 5%. This
indicates that the overall neck loading time histories adja-
cent to a simulated arthrodesis or arthroplasty were not
greatly altered. There was negligible difference between
simulations for peak bending moment and peak tension.
The largest comprehensive errors for all simulations
occurred for AP shear loading. Both fusions created a stiff
interface between adjacent VBs, thereby altering the shear
loading. When the translation of the superior ball of the
Prestige ST reached the anterior end of the trough, only
rotation could occur, increasing the shear force at the C5
and C6 VB levels. The ProDisc-C did not allow for trans-
lation, other than that because of minor deformation of
the semispherical inlay that increased the shear force at
adjacent VB levels.

The largest interbody AP shear force occurred in the
ACDF, followed by the Prestige ST, ProDisc-C, and then
IVD. The cage, core, and anterior plate of the ACDF



Table 5

Quantitative comparison analysis of the two fusion simulations

Loading

C5 C6

M P C M P C

AP Shear 2.70 0.94 2.86 �4.06 2.02 4.53

Axial �1.13 1.09 1.57 �1.30 0.99 1.64

Moment 0.19 0.50 0.53 0.63 0.47 0.78

Rotation �1.82 0.24 1.83 �2.28 0.08 2.28

AP, anterior-posterior.

Note: Magnitude (M), phase (P), and comprehensive (C) Sprague and

Geers error factors [46] are expressed as a percentage for the cross-

sectional loading and vertebral body rotation time histories. The corre-

sponding anterior cervical discectomy and fusion curve was defined

as the benchmark data and the constrained nodal rigid body curve as the

experimental data.
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prevented relative AP displacement between C5 and C6,
therefore creating the greatest shear forces. The Prestige
ST allowed for some AP translation; however, once maxi-
mum translation was reached, shear force increased. The
Prestige ST shear force remained lower than the ACDF.

Although the ProDisc-C is not designed to allow AP
translation, the increased VB rotation and some deforma-
tion of the semispherical inlay created a shear force larger
than the IVD but less than the ACDF and Prestige ST.
The increase in adjacent-level translation in both CTDRs
increased the combined AP shear facet loading. Interbody
tension occurred only in ACDF and IVD. Without a firm
connection between the inferior C5 and superior C6 VB
surfaces, interbody tension was not supported through the
CTDRs, allowing for a period of VB separation during
the simulations. This separation almost doubled the amount
of tension measured in the facets versus the tension meas-
ured in the IVD simulation. Lee and Winkelstein [50]
reported the response of the human cervical facet capsular
ligament during failure from quasi-static retraction of one
joint. Average gross failure was reported at 61.81626.40
N, partial failure at 45.81622.99 N, and ligament yielding
at 30.65625.54 N. The reported facet tension for the
present study was the summation of the left and right joints.
If the axial total facet loading is equally distributed
Table 6

Quantitative comparison analysis of the nonmodified and modified neck simulat

VB level Simulation

AP Shear Axial

M P C M P

C5 ACDF 8.80 1.09 8.87 �2.28 1.23

CNRB 11.73 1.39 11.82 �3.38 1.80

Prestige ST 10.08 1.68 10.22 �2.80 1.67

ProDisc-C 8.78 1.64 8.93 �0.78 1.64

C6 ACDF �5.77 2.66 6.35 �0.85 0.86

CNRB �9.59 3.21 10.12 �2.14 1.41

Prestige ST 1.13 2.08 2.37 �1.06 1.41

ProDisc-C 7.73 2.87 8.25 �0.36 1.45

ACDF, anterior cervical discectomy and fusion; CNRB, constrained nodal ri

Note: Magnitude (M), phase (P), and comprehensive (C) error factors by Sp

loading and VB rotation time histories. The corresponding intervertebral disc curv
between both the left and right facets in the present study,
the peak tensile values for the CTDR simulations poten-
tially fall within an injurious range.

The ACDF experienced the least amount of interbody
compression, even less than the IVD. However, it is impor-
tant to note that the peak shear and tension occurred at
approximately the same time for the IVD and ACDF. The
difference in the resultant force between the IVD and
ACDF interbody forces is much less than the difference
in individual force components, indicating similar loading
through the interbody space. The difference in relative rota-
tions between the VBs in these two simulations most likely
accounts for the mismatch in peak shear and compression.
Both CTDRs produced greater interbody axial compression
than the IVD and ACDF, potentially because of the change
in center of rotation and combined facet loading.

Comparison with quasi-static experiments

Although the vast majority of cervical arthrodesis and
arthroplasty experimental studies are quasi-static, they give
insight into the change in kinematics and loading from these
procedures. Attention is given to flexion as it was the pri-
mary bending mode in the present study. Biomechanical
studies conducted by DiAngelo et al. [51,52] investigated
the change in motion patterns of C2–T1 cadaveric cervical
spines after surgical implantation of an ACDF, Prestige
ST, and ProDisc-C at C5–C6 using a displacement con-
trolled method. The motion patterns at the operated and
adjacent levels were not altered during physiological flexion
for both CTDRs, unlike the ACDF in which motion was de-
creased. The motion preservation experimentally observed
in the CTDR specimens corresponds well with observations
from the present study. Chang et al. [53] conducted a series
of tests on C3–T2 cadaveric cervical spines using a load-
control, pure-moment method to investigate the effect on
load transmission through the IVDs and facets after surgical
implantation of an ACDF, Prestige ST, and ProDisc-C at
C6–C7. The adjacent-level IVD pressure did not vary
greatly between the intact spine and CTDRs; however, the
pressure did increase for the ACDF in flexion at the
ions

Moment Rotation

C M P C M P C

2.59 0.34 0.49 0.59 �5.96 0.39 5.98

3.83 0.53 0.65 0.84 �7.67 0.59 7.70

3.26 1.13 0.62 1.29 �4.59 1.13 4.73

1.82 �1.13 0.85 1.41 �2.37 1.31 2.71

1.21 1.51 0.55 1.61 7.05 0.42 7.07

2.56 2.14 0.66 2.24 4.61 0.46 4.63

1.77 1.47 0.46 1.54 3.11 0.16 3.12

1.49 �0.31 0.86 0.91 0.59 0.46 0.75

gid body; VB, vertebral body.

rague and Geers [46] are expressed as a percentage for the cross-sectional

e was defined as the benchmark to which all others curves were compared.
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proximal level. There was no significant change in facet
loading noted in flexion. Cadaveric studies conducted by
Jaumard et al. [54] and Bauman et al. [55] reported that a
ProDisc-C arthroplasty did not significantly alter facet joint
contact pressure during lateral, axial, or sagittal bending.

Although adjacent-level IVDs were not investigated
in the present study, the cross-sectional axial loading gives
insight into the change in adjacent-level loading. The peak
tension adjacent to the implant site was almost identical for
the IVD, fusions, and CTDRs, indicating that there would
be little change in adjacent IVD pressure. It is important
to note, however, that the reported cross-sectional forces
include contributions from other load-bearing tissue struc-
tures besides the skeleton. A FE study by Womack et al.
[24] used a C3–C7 lower cervical spine model to investi-
gate alterations in kinematics and load transmission from
a ProDisc-C modeled between C4–C5. Implant size was
found to strongly affect the facet and interbody implant
forces. The increase in CTDR interbody loading for the
present study may be explained by this finding.
Conclusions

This study evaluated the effects of C5–C6 cervical
arthrodesis and arthroplasty on neck response during a
simulated frontal automobile impact. Cross-sectional load-
ing above and below C5–C6 interbody space was main-
tained in all simulations without exceeding any IARVs.
The midsagittal rotations of the C5 and C6 VBs were main-
tained well with the CTDRs. Interbody compression was
greatest for the CTDR cases, possibly because of a change
in center of rotation and its effects on facet loading. Inter-
body tension occurred only in the ACDF and IVD, as the
superior and inferior components of the CTDRs were inde-
pendent of one another. The design of the CTDRs allowed
for some interbody separation to occur between the superi-
or and inferior components during flexion-induced tension
of the cervical spine subsequently increasing the total facet
tension. According to the existing knowledge regarding the
injury tolerance of the facet joints, this additional tension
may increase the risk of injury to the facet capsule liga-
ments. Although cervical arthrodesis and arthroplasty at
C5–C6 did not appear to significantly alter the adjacent-
level, cross-sectional neck responses during a simulated
frontal automobile impact, key differences were noted in
the interbody and facet loading.
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Head and Neck Response of a
Finite Element Anthropomorphic
Test Device and Human Body
Model During a Simulated
Rotary-Wing Aircraft Impact
A finite element (FE) simulation environment has been developed to investigate aviator
head and neck response during a simulated rotary-wing aircraft impact using both an FE
anthropomorphic test device (ATD) and an FE human body model. The head and neck
response of the ATD simulation was successfully validated against an experimental sled
test. The majority of the head and neck transducer time histories received a CORrelation
and Analysis (CORA) rating of 0.7 or higher, indicating good overall correlation. The
human body model simulation produced a more biofidelic head and neck response than
the ATD experimental test and simulation, including change in neck curvature. While
only the upper and lower neck loading can be measured in the ATD, the shear force, axial
force, and bending moment were reported for each level of the cervical spine in the
human body model using a novel technique involving cross sections. This loading distri-
bution provides further insight into the biomechanical response of the neck during a
rotary-wing aircraft impact. [DOI: 10.1115/1.4028133]

Introduction

Since WWII, rotary-wing aircraft have become a staple in all
major military conflicts including the Korean War, Vietnam War,
Gulf War, and the War on Terror [1]. Aviator training is a very
time-consuming and expensive process, typically requiring
1.5–2.5 yr of preparation and costing U.S. taxpayers as much as
$2 million per pilot [2]. Due to the large investment required to
produce these highly skilled pilots, as well as the obvious concern
for loss of life or injury, it is very important that these individuals
be protected in the event of crash. Occupant response during
rotary-wing aircraft crashes have been studied through full-scale,
sled, and surrogate component-level experimental testing [3–11].
In many cases, the head and neck response were the focus of these
studies.

Bass et al. conducted several series of ATD and cadaver tests to
study and to evaluate the effects of head-supported mass (HSM)
on neck injury risk during experimentally simulated rotary-wing
aircraft impacts [3,4]. The results from a variety of head-neck
component and whole-body experiments were used to both further
elucidate the overall neck response and to develop a new injury
criterion, the beam criterion (BC), for the lower neck [3,4]. For
the component tests, injury severity was found to be less sensitive
to the location of the HSM as compared to the initial neck angle
and the peak sled acceleration. However, a linear relationship
existed between the length of the moment arm, from the HSM
to the lower neck, and both the peak force and moment. Lower
neck anteroposterior (AP) shear force was not found to be a signif-
icant factor in injury predication, unlike axial force and flexion
moment. In the whole-body cadaver tests, the cervical spine
experienced sigmoid bending after the initial impact, due to gross

shearing motion in the lower neck, followed by a transition into
C-shaped, simple bending.

Paskoff and Sieveka conducted an extensive series of rotary-
wing aircraft sled tests to study the effects of ATD size, helmet
mass properties, and impact severity on neck response [10,11].
Testing included a 50th percentile male, 95th percentile male, and
5th percentile female Hybrid III ATD with varying HSM configu-
rations and three different severity sled pulses. The HSM did not
have a statistically significant effect on the magnitude of the neck
forces or moments for a given ATD size. However, both ATD
size and pulse severity were found to have a statistically signifi-
cant effect on most neck loading parameters.

The primary goal of this study was to evaluate the head and
neck response of the Global Human Body Models Consortium
(GHBMC) FE human body model during a simulated rotary-wing
aircraft impact. The forces and moments at each cervical level of
the neck were captured using a novel technique previously
described by White et al. [12]. The seat geometry, belt configura-
tion, and sled pulse were based on one of the experimental sled
tests conducted by Paskoff and Sieveka [10,11]. The boundary
conditions of this simulation were first validated through simula-
tion of the experimental sled test with an FE ATD model. The
head, neck, and chest response of the FE ATD model were quanti-
tatively compared to the reported experimental results.

Materials and Methods

Overview. In the current study, two low-severity rotary-wing
aircraft impact simulations were conducted using LS-DYNA
R4.2.1 (LSTC, Livermore, CA) to examine the head and neck
response of an ATD and human body FE model. The sled pulse,
sled configuration, seat geometry, and belt preload were based on
the low-severity, 7.62 m/s delta-V, sled test (#530) conducted by
Paskoff and Sieveka [10,11]. This particular experimental test
simulated a 30 deg pitch-down helicopter ground impact using a
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50th percentile Hybrid III ATD with 1.8 kg of HSM proximate to
the head center of gravity (CG). A generic five-point restraint sys-
tem was then modeled according to established military aircraft
personnel restraint design principles [13]. In order to simulate the
experimental preloading of the restraint system, modeled preten-
sioners applied approximately 181 N of belt loading prior to any
sled acceleration. To allow this initial belt tension to be achieved,
as well as model settling due to gravity, both simulations were run
for 70 ms prior to the initiation of the sled pulse (Fig. 1).

ATD FE Model. The Humanetics (Plymouth, MI) 50th percen-
tile Hybrid III ATD FE model (v8.0) was used to validate the
boundary conditions of the simulation by comparing the model and
experimental responses. This FE model has been extensively vali-
dated on the component, subassembly, and whole ATD levels [14].
The original seated, driving posture of the ATD model was modi-
fied, increasing the neck extension angle by 15 deg and the thorax
extension angle by 3 deg. The upper arms were rotated until they
were in line with the torso and the lower legs were flexed until the
feet were parallel with the sled floor. These modifications aligned
the ATD model more closely to the experimental test initial posi-
tion. Lumped mass elements were equally distributed around the
head accelerometer mounting block, representing the HSM in the
experimental test. Neck forces and moments were extracted from
the upper and lower load cell transducers and transformed to the
occipital condyle and base of the neck, respectively.

Prior to data analysis, the experimental data was zeroed and time
shifted 70 ms, matching the start time of the simulation sled pulse.
The time intervals for analysis were defined from 70 to 270 ms for
acceleration and force data and 70–290 ms for moment data. These
time intervals were chosen since they focus on the most relevant
parts of the respective time histories. A quantitative comparison
analysis was then conducted to compare the experimental results
with the ATD simulation results using CORA, v3.6.1 (Partnership
for Dummy Technology and Biomechanics, Germany).

The CORA analysis uses two different methods to quantitatively
compare signals [15–17]. The corridor method rates, from 0 to 1,
how well the subject curve fits within a narrow inner corridor and a
wide outer corridor, both defined about the benchmark curve. For
purposes of the current study, the subject curve is the simulation
time history and the benchmark curve is the experimental test time
history. A rating of 1 is assigned if the subject curve falls completely
within the narrow corridor and a 0 if it falls completely outside of
the wide corridor. The cross-correlation method analytically

analyzes the characteristics of the signal including phase shift, size,
and shape using individual weighing factors. For each of these three
submethods, a rating between 0 and 1 is also calculated. An overall,
global rating is then calculated as the weighted sum of the corridor
and correlations ratings, ranging from 0 for a poor match to 1 for a
perfect match. While there is no definitive rating indicative of a
“good” match, correlations with a rating of 0.7 or greater have been
designated as a good match in past studies [16]. It is important to
note that the CORA rating is dependent on the control variables
within the program. Default global settings were used for both the
corridor and cross-correlation methods.

Human Body FE Model. The GHBMC seated, 50th percentile
male FE model (v3.5) was used to simulate the experimental ATD
sled test [18–20]. This state-of-the-art human body model was
developed by an international team of research institutions to
investigate injury to the human body during dynamic impact
events. It has been validated on both segmental and full cervical
spine levels [21–24]. Additionally, whole-body validation has
been conducted in a number of different impact scenarios
[25–28]. The model, as a whole, is composed of 1.3� 106 nodes,
1.95� 106 elements, and 847 parts. The neck model includes the
seven cervical vertebrae, intervertebral discs, ligaments, and
muscles. The cancellous bone is modeled with hexahedral solid
elements and the cortical bone with shell elements; both with
plastic-kinematic material behavior. The intervertebral discs
include the annulus fibrosis and nucleus pulposus. The fiber layers
of the annulus fibrosis are modeled with a series of shell layers
and the ground substance between fiber layers with an Ogden-
rubber solid component. The nucleus pulposus is modeled as a
solid, visco-elastic material. Multiple 1D nonlinear rate dependent
tension-only beam elements represent the ligaments. The facet
joint articular cartilage is modeled as a superior and inferior layer
of visco-elastic solid elements. The joint synovial fluid is simu-
lated using a squeeze-film model. Twenty-six neck muscles are
modeled with solid elements using an Ogden-rubber material, rep-
resenting the passive response. Active response is simulated with
corresponding embedded Hill-type 1D elements.

The LS-PrePost (v4.0, LSTC, Livermore, CA) mass trimming
function was used to equally distribute the additional head mass
about the skull while maintaining the original head CG. Unlike in
ATDs, there are no load cells to directly measure neck forces and
moments in the GHBMC model since it is based off of the human
anatomy. To capture this neck loading, cross sections were
defined at each cervical level of the neck using a methodology

Fig. 1 Positioning at the time of sled pulse initiation (t 5 70 ms)
for the (a) ATD and (b) GHBMC simulations

Fig. 2 Midsagittal cut of the GHBMC head and neck with trans-
verse cross sections indicated by the solid lines. The LCSYS for C1
and C7 is visualized, along with the cross section at the level of C5.
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previously developed by White et al. [12]. Effectively, each of
these seven cross sections represents a virtual load cell in the
GHBMC model neck. For each cervical level, a local coordinate
system (LCSYS) was defined according to SAEJ211 sign conven-
tion [29] with the origin located at the CG of the corresponding
vertebra (Fig. 2). The positive x-direction was directed along the
midsagittal plane from the origin to the midpoint of the anterior
vertebral body. The positive z-direction was directed inferiorly
from the origin, orthogonal to the local x-axis. A cross section
was then defined in the local xy-plane for each level of the
cervical spine using the appropriate LS-DYNA keywords. The
axial and shear forces reported for each of these planes is
the summation of the internal nodal forces from the respective
cross-sectional interface, reported in the respective LCSYS. The
moments reported for each of these planes is calculated as the
cross product of the internal nodal force and the vector from
the centroid of the given cross section to the location of this force.
The moment about the respective local origin was then calculated

using the concept of equivalent force systems. These forces and
moments include the cross-sectional loading contributions from
the bones, ligaments, active muscles, passive muscles, and sur-
rounding flesh for a given cervical level.

The upper neck loading was reported at the C1 level with bend-
ing moment reported about the CG of the C1 vertebra. Unlike the
upper neck load LCSYS in the ATD, which rotated with the head,
the C1 loads were reported in a LCSYS that rotated with the verte-
bra. This method of reporting upper neck loading provided a more
realistic load response in the human body model since the major-
ity of the neck loading was transmitted through the bony skeleton,
either directly or indirectly through muscle and ligament attach-
ments. The lower neck loading was reported at the C7 level with
bending moment reported about the CG of the C7 vertebra.

Data Analysis. The results of each simulation were postpro-
cessed using Oasys T/HIS (v11, Arup, London, UK). For consis-
tency with the reported experimental results, all simulation data
was filtered using a 100 Hz, eight-pole Butterworth filter. The fil-
tered cross-sectional force and moment results from the GHBMC
model were then processed using in-house code written in MATLAB

(v7.12.0, R2011a, MathWorks, Natick, MA).

Results

Overview. The head and neck response is reported for the
experimental and simulated rotary-wing aircraft impacts, with the
upper and lower neck load polarities reported in accordance with
SAE J211 sign convention [29]. Data is only reported prior to the
time of head to head restraint contact. Results of the quantitative
comparison analyses between the experimental test and corre-
sponding ATD simulation are reported in Table 1. Global extrema
for upper and lower neck loading, as well as Nij (neck injury crite-
ria) and BC values are reported in Table 2 for the experimental
test and both simulations.

Table 1 Quantitative comparisons between the benchmark
experimental data and the ATD simulation data

CORA

Transducer Corridor Correlation Overall

Acceleration (magnitude) Head 0.761 0.803 0.782
Chest 0.826 0.849 0.838

Upper neck loading FX 0.736 0.903 0.819
FZ 0.721 0.751 0.736
MY 0.589 0.818 0.704

Lower neck loading FX 0.578 0.577 0.578
FZ 0.698 0.701 0.700
MY 0.803 0.914 0.858

Table 2 Maximum upper and lower neck loads for the experiment and simulation along with established IARVs. Time is reported
in milliseconds.

Loading mode IARV Parameter Experiment ATD GHBMC

Upper neck loading AP shear Fx (N) 3100 t max 132 124 136
Fx max 496.6 371.6 790.3

�3100 t min 204 204 176
Fx min �538.6 �690.2 �678.8

Tension/compression Fz (N) 4170 t max 178 174 182
Fz max 665.5 809.4 735.5

�4000 t min 134 121 134
Fz min �1604.5 �1560.1 �898.2

Flexion/extension moment My (Nm) 190 t max 192 211 189
My max 53.7 63.8 77.2

�96 t min 142 146 149
My min �34.1 �20.9 �1.6

Nij 1 t max 136 122 188
Nij max 0.36 0.32 0.35

Lower neck loading AP shear Fx (N) 3100 t max 126 90 180
Fx max 182.9 46.1 198.8

�3100 t min 202 204 136
Fx min �731.7 �594.3 �491.9

Tension/compression Fz (N) 4170 t max 178 174 179
Fz max 752.3 908.3 1416.7

�4000 t min 133 121 134
Fz min �1945.4 �2261.5 �1312.7

Flexion/extension moment My (Nm) 380 t max 213 206 196
My max 128.8 155.8 110.5

�192 t min 127 127 146
My min �33.2 �25.6 �25.5

BC 1 t max 208 205 193
BC max 0.93 1.19 0.98
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Head and Chest Response. While not reported in the experi-
mental test, midsagittal head rotations for the two simulations are
presented in Fig. 3. Head rotation remained minimal prior to 70 ms,
during the settling phase of the simulations. While the GHBMC
head underwent approximately 11 deg of extension during the begin-
ning of the sled acceleration, head flexion was the primary form of
rotation for both simulations. Maximum head flexion occurred
16 ms later for the GHBMC simulation than in the ATD simulation.
Chin-to-chest contact did not occur in either of the simulations.

The resultant head CG accelerations are presented in Fig. 4.
The global peak accelerations occurred during the first half of
the time history plot for both the experimental test and ATD simu-
lation and were almost identical in magnitude. Unlike the ATD
simulation, the global peak in the experimental test exhibited
bimodal-behavior. The overall CORA rating between the head
accelerations in the experimental test and ATD simulation indi-
cates good correlation between the two time histories. While the
resultant head acceleration in the GHBMC simulation followed a
similar trend to both ATD time histories, the global peak accelera-
tion occurred during the second half of the simulation.

The peak chest resultant linear accelerations were very similar
in magnitude between the experimental test and ATD simulation
(Fig. 5). The overall CORA rating indicated good correlation
between the two acceleration time histories. A bimodal-peak
occurred for both the experimental test and GHBMC simulation,
around the time of peak chest acceleration.

Upper and Lower Neck Response. Upper neck loading is
reported in Figs. 6–8. The CORA analysis of the upper neck

loading showed good agreement between the experimental test
and ATD simulation time histories for all loading modes. A period
of positive AP shear and compression followed by a period of
negative AP shear and tension occurred in the experimental test
and both simulations. The change in load direction appeared to
correlate with head rotation for the simulations. During compres-
sion, the experimental test exhibited bimodal-behavior, similar to
the head acceleration time history. The experimental test and
ATD simulations experienced a short period of extension fol-
lowed by a more pronounced flexion moment, while the GHBMC
simulation experienced primarily a flexion moment. The Nij for
the upper neck was calculated using critical intercepts defined in
FMVSS 208 [30]. Neither the peak loading values nor the Nij val-
ues approached established injury assessment reference values
(IARVs).

Lower neck loading is reported in Figs. 9–11. The CORA anal-
ysis of the lower neck loading showed good agreement between
the experimental test and ATD simulation for both the axial force
and bending moment time histories. The degree of agreement
between AP shear time histories was less clear. The experimental
test and simulations experienced a period of compression
followed by tension, similar to the upper neck axial loading.
Again, the change in load direction appeared to correlate with
head rotation. A small extension moment occurred in the experi-
mental test and simulations, followed by a more pronounced flex-
ion moment. While the peak loading values did not approach
established IARVs, the BC value approached or exceeded 1, indi-
cating approximately a 50% risk of a moderate injury to the lower
cervical spine [3,4].

Fig. 3 Midsagittal head rotation for the two FE simulations.
Head rotation from the experimental test was not available for
comparison.

Fig. 4 Resultant head CG acceleration for the experimental
test and simulations

Fig. 5 Resultant chest acceleration for the experimental test
and simulations

Fig. 6 Upper neck AP shear force for the experimental test and
simulations
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GHBMC Cervical Column Response. While only the upper
and lower neck loading can be reported from the ATD, loading
throughout the cervical column can be captured in the GHBMC
model. To further investigate the loading distribution throughout
the entire neck, cross-sectional AP shear forces (Fig. 12), axial
forces (Fig. 13), and bending moments (Fig. 14) are reported for
each cervical level in the GHBMC simulation with peak axial and
moment values reported in Table 3. The solid vertical line
(t¼ 167 ms) indicates the initiation of primary head rotation and
the dashed vertical line (t¼ 231 ms) indicates maximum head
rotation. The lower cervical levels tended to experience greater
axial forces and bending moments than the upper levels. During

the first 150 ms a marked difference is noted between both the
polarity and peak values of the AP shear force between the upper
and lower cervical levels. Incremental, midsagittal neck kinemat-
ics with respect to the C7 local origin are presented in Fig. 15,
illustrating the change in cervical spine curvature during the dif-
ferent phases of loading.

Discussion

Simulation Configuration. Each simulation was allowed to
settle under the effects of gravity and belt pretensioning for 70 ms,

Fig. 7 Upper neck axial force for the experimental test and
simulations

Fig. 8 Upper neck bending moment for the experimental test
and simulations

Fig. 9 Lower neck AP shear force for the experimental test and
simulations

Fig. 10 Lower neck axial force for the experimental test and
simulations

Fig. 11 Lower neck bending moment for the experimental test
and simulations

Fig. 12 Cross-sectional AP shear force for each cervical level
of the GHBMC simulation. The forces are reported in their
respective LCSYS.
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prior to the onset of the sled acceleration pulse. While some
head and chest acceleration and neck loading occurred during the
settling phase of the simulation, almost all of the time histories
returned to zero at the onset of the sled acceleration pulse
(t¼ 70 ms). Combining both the settling and sled acceleration into
a single simulation allowed for the initial stresses, particularly the
belt pretensioning, to be maintained. This process avoided some
of the complications associated with applying initial stress and
nodal positioning obtained from separate settling runs.

Only one HSM-configuration was evaluated in the current study
with the location of the CG remaining relatively close to the
original head CG. Since added head mass and CG location had no
statistically significant effect of the magnitude of the measured
forces or moments for the experiments as reported by Paskoff and

Sieveka [10,11], any minor differences in CG location for the sim-
ulations were considered negligible.

Numerical Validation of the ATD Simulation. From a visual
standpoint, the salient features of the experimental time histories
appeared to be adequately simulated by the ATD model. This
observation is supported by the quantitative analysis where an
overall CORA rating of 0.7 or greater was achieved for all accel-
eration, force, and moment time histories, except for lower neck
shear loading. The chest acceleration, upper neck shear loading,
and lower neck bending moment received an overall rating of
greater than 0.8. This relatively high degree of correlation vali-
dates the boundary conditions of this simulated rotary-wing air-
craft impact.

Between 100 and 150 ms, distinct bimodal-peaks occurred in
the experimental head and chest accelerations, as well as the
upper and lower neck axial loading. The magnitude of the second
peak was always larger than the first peak and the local minimum
between these peaks occurred at approximately 130 ms. Even
though this bimodal-peak behavior was not reproduced by the
ATD model, the simulation peaks always aligned in time with the
first, smaller peaks of the experimental bimodal-response. While
the experimental belt loading was not reported in the literature, it
was examined in the ATD simulation. It appeared that the ATD
began to pitch forward and load the shoulder harness at around
130 ms, the same time the local minimum occurs in the experi-
mental bimodal-response. Due to the high degree of correlation
between the experimental test and simulation in terms of head and
neck response, it is reasonable to deduce that the simulated belt
loading approximated the experimental loading. Therefore, the
bimodal-response in the experiment data may be the result of the
initial shoulder harness interaction with the ATD, creating a sharp,
momentary deceleration of the upper torso. Minor differences in

Fig. 13 Cross-sectional axial force for each cervical level of
the GHBMC simulation. The forces are reported in their respec-
tive LCSYS.

Fig. 14 Cross-sectional bending moment for each cervical
level of the GHBMC simulation. Each moment is reported about
the CG of its LCSYS.

Table 3 Maximum cross-sectional axial force and bending moment for each cervical level in the GHBMC simulation

Compression Tension Extension Flexion

Level Time (ms) Fz (N) Time (ms) Fz (N) Time (ms) My (Nm) Time (ms) My (Nm)

C1 134 �898.2 182 735.5 149 �1.6 189 77.2
C2 134 �1110.9 182 900.3 149 �3.6 189 78.1
C3 135 �1383.9 181 1040.4 148 �11.8 190 84.5
C4 135 �1352.0 178 1271.6 150 �34.8 193 96.7
C5 134 �1319.9 177 1344.3 150 �39.9 195 106.5
C6 134 �1334.0 178 1399.6 149 �33.0 195 106.4
C7 134 �1312.7 179 1416.7 146 �25.5 196 110.5

Fig. 15 Incremental, midsagittal neck kinematics of the
GHBMC simulation. The position of the local origin for each
vertebra is plotted with respect to the C7 local origin at different
points in time.
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belt placement, pretensioning, and friction properties may explain
why the bimodal-response was not produced in the simulation.

The largest discrepancy between the experimental test and sim-
ulation response occurred for the lower neck AP shear, as was evi-
dent by the low overall CORA rating. A clear, visual difference
between the experimental test and simulation responses occurred
between 100 and 150 ms. In the experimental test, a short duration
positive AP shear peak occurred at 126 ms, just prior to a large,
almost instantaneous reverse in polarity at approximately 130 ms.
The simulation produced neither this distinct positive AP shear
peak nor such a sharp polarity change. The disparity in simulation
and experiment responses was most likely due to a difference in
initial shoulder harness interaction with the ATD.

GHBMC Biomechanical Response. The GHBMC model pro-
duced a more biofidelic neck response during the simulated
impact. Similar to the upper and lower neck loads reported at the
C1 and C7 levels, the AP shear, axial, and bending moment loads
were also reported for the C2–C6 levels; effectively capturing
the response of the entire GHBMC neck. Prior to onset of head
flexion rotation, all levels underwent axial compression with peak
levels occurring at approximately the same time, between 134 and
135 ms. Maximum compression was noticeably larger for C3–C7
levels than for the C1 and C2 levels. At approximately 136 ms,
the C1 and C2 levels experienced maximum positive AP shear as
the C3–C7 levels experienced a local peak negative AP shear.
From the incremental kinematics (Fig. 15), it appeared that the
cervical spine takes on an S-shaped curvature during this period
of time, with the transition in curvature occurring between the C3
and C4 levels. This transition was even more pronounced at the
time of maximum extension moment. Similar observations in spi-
nal curvature were reported in the cadaver component and sled
tests by Bass et al. [4]. This S-shaped curvature can be explained
using basic beam deflection theory. From the simulation anima-
tion, it was observed that the global head CG translation from the
onset of the sled pulse to the onset of head flexion occurred almost
exclusively in the horizontal direction. This creates a paradigm
where the neck can be represented as a beam fixed at the C7 level
and free, but guided, at the C1 level. From the corresponding
beam deflection equation, it can be shown that the beam, in this
case the neck, will bend into a sigmoidal shape. Transition of the
curvature occurs at the midpoint of the beam, which would corre-
spond most closely to the C4 level.

The onset of axial tension began at approximately 160 ms for
the C4–C7 levels and 167 ms for C1–C3 levels. This delay
between the lower and upper levels appeared in the incremental
kinematics illustration, where the lower vertebrae began to
straighten out prior to the onset of head flexion. Straightening in
the upper levels occurred by the time of maximum tension, creat-
ing a C-shaped curve in the cervical spine, indicative of simple
beam bending. Maximum tension was reached at approximately
the same time for all levels, with the C4–C7 levels reaching
greater peak values than the C1–C3 levels. Shortly after maximum
tension occurred, maximum flexion moment was achieved for all
levels. The largest peak moments were achieved at the C5–C7 lev-
els, due to the longer moment arm from these levels to the head.
Peak flexion moments were smallest for the C1–C3 levels, due to
the shorter moment arm.

To assess injury risk, the Nij was calculated for the upper neck
and the BC for the lower neck. The Nij was originally developed
to assess the risk of upper neck injury during a frontal automotive
crash through a linear combination of normalized axial force and
sagittal bending moment. Federal regulations set a threshold of
1.0 for the Nij in the upper neck, corresponding to a 22% risk of a
serious injury [30]. Using the axial loading and bending moment
from the C1 cross section, the calculated Nij value was well below
this injury threshold. The BC was developed to assess the risk of
lower neck injury during combined vertical-frontal crashes with
through a linear combination of normalized axial force and

sagittal flexion moment [3]. Using the axial loading and flexion
moment from the C7 cross section, the calculated BC value
approached a value of 1, indicating a 50% risk of moderate injury
to the lower cervical spine.

Limitations. The current work is not without limitations. One
is that there is no direct method to validate the cross-sectional
forces and moments calculated at the different levels of the
GHBMC neck. Even if experimental cadaver tests were conducted
using the same setup as the ATD, these values could not be meas-
ured in the actual cadavers. While it is possible to use inverse
kinematic methods in to estimate the forces and moments at the
occipital condyle [31] and T1 [32] in cadavers, there is no direct
measurement method. Traditionally, inverse kinematic
approaches have been acceptable. Cross sections are a predictive
tool, as is the model itself, which estimate the loading response of
the cervical spine during a simulated dynamic impact. A second
limitation is that there is no intrinsic method to position the joints
of the GHBMC model so that the initial position perfectly
matches that of the ATD in the experimental sled test. However,
given the overall head, neck, chest response of the GHBMC
model followed that of the ATD, any difference in model response
due to initial positioning is considered minimal.

Conclusions

The head and neck response of an FE ATD during a simulated
rotary-wing aircraft impact was successfully validated against
experimental test data. A quantitative analysis was conducted to
compare the responses of the simulation and experimental test.
All but one time history received a CORA rating of 0.7 or higher,
indicating good overall correlation. The neck response of a human
body FE model was also investigated during a simulated rotary-
wing aircraft impact. Detailed neck loading for each cervical level
was reported. While the maximum axial and AP shear forces and
bending moments did not exceed existing IARVs, the BC value
calculated from the C7 axial loading and flexion moment indi-
cated a 50% risk of moderate injury to the lower cervical spine.
The loading distribution throughout the cervical spine may help to
explain the kinematic response, including change in spinal curva-
ture. Sigmoidal curvature of the cervical spine was most promi-
nent during the early part of the simulation when compression and
extension moment were greatest. At this time, the AP shear force
was positive in the upper cervical spine and negative in the lower
cervical spine. Relating load distribution in the cervical spine to
kinematic response has potential to explain the mechanism of
injury during dynamic impact. These observations highlight the
importance of human body modeling in understanding the under-
lying biomechanics of potential neck injury, a much harder task to
complete when using an ATD.
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Cross-sectional neck response of a total human body FE model during simulated frontal
and side automobile impacts
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Human body finite element (FE) models are beginning to play a more prevalent role in the advancement of automotive
safety. A methodology has been developed to evaluate neck response at multiple levels in a human body FE model during
simulated automotive impacts. Three different impact scenarios were simulated: a frontal impact of a belted driver with
airbag deployment, a frontal impact of a belted passenger without airbag deployment and an unbelted side impact sled test.
Cross sections were created at each vertebral level of the cervical spine to calculate the force and moment contributions of
different anatomical components of the neck. Adjacent level axial force ratios varied between 0.74 and 1.11 and adjacent
level bending moment ratios between 0.55 and 1.15. The present technique is ideal for comparing neck forces and moments
to existing injury threshold values, calculating injury criteria and for better understanding the biomechanical mechanisms of
neck injury and load sharing during sub-injurious and injurious loading.

Keywords: finite element methods; cross section; cervical spine; neck; biomechanics; injury

Introduction and background

Neck injury biomechanics and tolerances

Motor vehicle collisions (MVCs) are the most common

cause of cervical spine fracture and dislocation (McElha-

ney et al. 2002). According to the National Spinal Cord

Injury Statistical Center (2011), MVCs were responsible

for 39.2% of all reported spinal cord injuries between 2005

and 2011. A previous review of epidemiological data from

clinical and accident database files found MVC-related

cervical spine injuries tended to manifest between the

occipital condyle (OC) and C2 of the upper region and

C5–C6 in the lower region (Yoganandan et al. 1989).

Upper cervical spine injuries were commonly associated

with fatalities and lower cervical spine injuries with

survivors. Of the serious injuries reported, 20% were of the

spinal cord and 65% of the bone. Still, the majority of

MVC-related injuries to the cervical spine are minor soft

tissue injuries usually resulting from low-speed, rear-end

impacts (Schmitt et al. 2010). Although not life-

threatening, these injuries are associated with high-

socioeconomic costs on a global level (White et al. 2009).

In 1976, General Motors introduced the Hybrid III

50th percentile male anthropomorphic test device (ATD)

as a biofidelic surrogate to study occupant protection in

simulated frontal and rear MVCs (Mertz 2002). In the

following years, scaled versions of the ATD were

developed, representing the small 5th percentile female,

large 95th percentile male, 3- and 6-year-old child, and a

6-, 12- and 18-month infant. Each of these ATDs is

instrumented with a single six degree of freedom load cell

in both the upper and lower neck. These load cells allow

for forces and moments to be calculated at the levels of the

OC–C1 junction and at T1 and compared with defined

injury assessment reference values (IARVs) (Mertz 2002;

Mertz et al. 2003). These IARVs were selected so that the

risk of associated injuries would be minimised for a

particularly sized occupant, as long as the IARVs are not

exceeded. To account for the viscoelastic properties of

tissue, time-dependent loading criteria for the neck in

tension, compression and shear have also been developed

in the form of exceedence plots (Society of Automotive

Engineers 2010).

The Nij neck injury criterion (NIC) is the primary

method to evaluate the risk of neck injury from a frontal

MVC, including any airbag interaction (Klinich et al. 1996;

Kleinberger et al. 1998; Eppinger et al. 1999; Eppinger et al.

2000). The criterion is based on matched 3-year-old ATD

and animal airbag interaction tests that linearly combine

normalised axial and sagittal bending moments from the

upper neck load cell (Mertz and Weber 1982; Mertz et al.

1982; Prasad and Daniel 1984). Four possible loading

scenarios are evaluated: tension/extension, tension/flexion,

compression/extension and compression/flexion. Rear-end

impact criterion includes the NIC, neck protection criterion

(Nkm) and lower neck load index (LNL). The NIC value is

calculated from the relative acceleration and velocity

between the upper and lower neck in the anterior–posterior

(AP) direction (Bostrom et al. 1996). It is based on the

hypothesis that transient pressure changes in the cervical
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spinal canal, caused by a quick extension/flexion motion of

the neck, lead to ganglion injuries. The Nkm value is based

on the summation of normalised shear loads in the AP

direction and flexion/extension moments, similar to the Nij

(Schmitt et al. 2002). The critical intercepts used to

normalise the load and moment were based on non-

injurious volunteer studies (Mertz and Patrick 1971;

Goldsmith and Ommaya 1984). The LNL value takes into

account three force components and two bending moments

of the lower neck load cell normalised by critical intercept

values (Heitplatz et al. 2003).

Government-mandated occupant crash protection

regulations differ from region to region around the

world. In the USA, Federal Motor Vehicle Safety

Standards (FMVSS) 208 sets peak reaction forces and

moments and Nij critical intercept values for the upper

neck during frontal crash tests for different ATD sizes

(NHTSA 2008a). In Europe, the Economic Commission

for Europe (ECE) R94 sets thresholds for maximum neck

extension moment, as well as time-dependent loading

criteria for neck tension and shear for frontal impact test

(United Nations Economic Commission for Europe 2007).

Brief review of finite element neck models

Although physical crash testing with ATDs is the standard

for evaluating the safety of new vehicles, computer

simulations have become more and more prevalent in

studying the potential for MVC-induced injury. Math-

ematical modelling of occupant kinematics during a

vehicle crash was born close to 50 years ago with the

advent of computers (McHenry 1963; Prasad and Chou

2002). Extensive reviews of human body computational

models used to study impact biomechanics exist in the

literature (Prasad and Chou 2002; Yang et al. 2006; Hu

2007). One of the first finite element (FE) neck models

developed was a simplified geometry 2D model to study

laminectomy deformity (Saito et al. 1991). As technology

has progressed, more complex 3D FE neck models with

detailed geometries based on CT and MRI scans were

developed with numerous injury biomechanics appli-

cations, including frontal, lateral and rear impacts

(Kleinberger 1993; Dauvilliers et al. 1994; de Jager et al.

1996; Nitsche et al. 1996; Camacho et al. 1997;

Kumaresan et al. 1997; Maurel et al. 1997; van der

Horst et al. 1997; Yang et al. 1998; Deng et al. 1999;

Halldin et al. 2000; Deng and Fu 2002; Meyer et al. 2004;

Zhang et al. 2005; Hu 2007).

This study utilised the Global Human Body Models

Consortium 50th percentile male model (GHBMC M50,

v3-5-rev-03 g), a state-of-the-art FE model of a seated

average-sized male built for LS-DYNA, R4.2.1 (LSTC,

Livermore, CA, USA) (Figure 1) (Gayzik et al. 2011;

Stitzel 2011; Gayzik et al. 2012). The model was

developed by a team of research university centres of

excellence (COEs) around the world with the Full Body

Model COE model integration centre located at Wake

Forest University School of Medicine and the Virginia

Tech – Wake Forest Center for Injury Biomechanics. The

GHBMC neck model was developed at the Neck COE, the

University of Waterloo, in Ontario, Canada (Fice et al.

2011; DeWit and Cronin 2012; Fice and Cronin 2012;

Mattucci et al. 2012). It is composed of seven cervical

vertebrae with detailed facet joints and accompanying

intervertebral discs (IVDs), as well as nonlinear rate-

dependent ligaments, 3D passive muscles and 1D active

muscles (Figure 2). Element types include hexahedral

solids, shells, 1D beams and discrete springs with a 1.5-

mm representative mesh size for the vertebrae and neck

muscles and 1.0-mm size for the IVDs. The neck model

has been rigorously validated both at individual cervical

segment levels and for the full cervical spine (Stitzel 2011;

Vavalle et al. 2012). At the segmental level, non-injurious

axial, lateral, shear, flexion, extension, compression and

tension loading mode validations were carried out.

Traumatic flexion, extension, compression and tension-

loading mode validations have also been completed. The

full cervical spine has been validated against lateral,

frontal and rear-end car crash events, as well as in tension.

Cross sections

The purpose of this study is to describe a methodology to

evaluate neck forces and moments at multiple levels of a

human body FE model during simulated MVCs. Cross

Figure 1. The GHBMC 50th percentile seated male model.
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sections were implemented in the neck to capture loading

contributions of different anatomical components. For

each cervical level, transverse cutting planes were created

according to a locally defined coordinate system. Cross-

sectional interfaces were then automatically calculated

using LS-DYNA. Each of these interfaces contained a

node set defining the cutting surface and one or more

element sets. Only deformable elements to one side of the

interface were selected. Forces and moments for each

anatomical component, at every cervical level, were

reported in the corresponding local coordinate system

(LCSYS) and compared with the current IARVs and injury

criteria.

Methodology

Simulations

The GHBMC whole-body model was validated against

various regional impacts and full body cadaver sled tests

(Stitzel 2011; Vavalle et al. 2012). Three of these

validation simulations, two frontal and one side impact,

have been repeated in this study to examine the neck

response at each cervical level using cross sections. The

first simulation was of a force-limited, three-point belted

driver subjected to a 13.3-m/s DV frontal impact with

airbag deployment (Forman et al. 2006). The second

simulation was of a three-point belted (no retractor)

passenger subjected to an 11.1-m/s DV frontal impact

without airbag deployment (Shaw et al. 2009). The third

simulation was a 6.7-m/s DV lateral impact using a

Heidelberg-type seat fixture with no side wall padding

(Cavanaugh et al. 1990a, 1990b; Cavanaugh et al. 1993).

The simulations were run under LS-DYNA, (R4.2.1) on

the WFU DEAC Cluster, a high-performance computing

environment with 238 computational nodes containing

1904 processors, 11.4TB of total memory and 100TB of

disk storage.

Local coordinate system

A LCSYS (Figure 3) was defined for vertebral bodies C1–

T1 in accordance with SAE J211 sign convention (Society

of Automotive Engineers 2007). The centre of gravity

(CG) for each vertebra, including both shell and solid

elements, was computed with the Mass Trimming

interface in LS-PrePost (LSTC, Livermore, CA, USA).

The local origin of the vertebra was defined by a node

placed at this CG. A second node was defined at the

midpoint of the superior and inferior portion of the anterior

vertebral body, in the same sagittal plane as the CG,

indicating the positive x-direction. A third node was then

defined in the local xy-plane, with the positive y-direction

to the right, orthogonal to the sagittal plane. Constrained

nodal rigid bodies (*CNRBs) were used to rigidly attach

the LCSYS to a node on its corresponding vertebra,

allowing local axes to rotate with the vertebra. The global

coordinates of these nodes were output at 0.1-ms

increments.

Cross sections

Six part sets were created, separating the neck into

anatomical components including bones, IVDs, ligaments,

soft tissue, active muscles and passive muscles. Database

cross section planes (*DCSPs), parallel with the local xy-

plane, were defined at each cervical level (Figure 4). These

cross sections were centred at the vertebral local origin and

extended radially, just past the outer surface of the neck

skin. The same plane was defined six times for each

vertebra, allowing capture of the six part sets individually.

The model was run for a single time step, allowing for LS-

DYNA to automatically capture all elements and nodes

associated with each cross-sectional interface, reporting

them in the D3HSP (high-speed printer) ASCII output file

under the heading ‘interface definition’. The captured

elements and nodes for each interface were extracted and

Figure 2. Breakdown of the GHBMC neck model including (a) passive muscles and vasculature, (b) ligaments, (c) active muscles and
(d) supportive discrete elements.

Computer Methods in Biomechanics and Biomedical Engineering 295

D
ow

nl
oa

de
d 

by
 [

V
ir

gi
ni

a 
T

ec
h 

L
ib

ra
ri

es
] 

at
 0

7:
37

 1
7 

N
ov

em
be

r 
20

14
 



placed into individual sets. Database cross section sets

(*DCSSs) were then created based on these element sets

and incorporated into the model (Figure 5). Projected

views of the cross-sectional cuts are presented in Appendix

A. It is important to note that only deformable bodies are

included in cross sections, not rigid bodies.

Cross section force (CSF), cross section moment

(CSM) and cross section centroid (CSC) data were output

at 0.1-ms increments for each *DCSS. The CSF is the

summation of the internal node forces defined at the cross-

sectional interface. The moment contribution from each

node defined in the cross-sectional interface is calculated

as the cross product of the internal nodal force and the

vector from the CSC to the location of this force. The CSM

is the summation of these cross products, representing the

total moment about the CSC, not the local origin. Because

the CSC varies throughout time and is dependent on which

part set is defined in the *DCSS, the reported moments

require transformation to the local origins. Using the

concept of equivalent force systems, the moments about

the local origins were calculated by adding the CSM to the

cross product of the CSF and vector from the local origin

to the CSC.

Although the CSF and CSM can be directly reported in

the specified LCSYS, a problem lies with the CSC which is

only reported in global coordinates, regardless of how the

*DCSS is defined. Even though this issue may be resolved

in newer versions of LS-DYNA, currently the GHBMC

model is stable only in R4.2.1. To properly transform the

CSMs to the local origin, a 3 £ 3 direction cosine rotation

matrix was constructed from the global coordinate time

histories of the nodes used to define the vertebral LCSYSs.

The CSC data were transformed into the LCSYS using this

matrix prior to moment correction. For consistency, this

rotation matrix was used to rotate both the CSF and CSM

global results into LCSYSs.

Discrete elements

Because version R4.2.1 of LS-DYNA does not capture

discrete elements using either *DCSP or *DCSS, the force

and moment contributions of these elements must be

added to the CSF and CSM results for each cervical level.

The global forces and nodal coordinates of each discrete

element were output at 0.1-ms increments. Analytical

geometry was used to calculate the intersection points of

Figure 3. LCSYS for each vertebral level with the origin at the
CG for each vertebrae and axes oriented according to SAE J211
convention (Society of Automotive Engineers 2007).

Figure 4. View of the GHBMC head and neck along the mid-
sagittal plane. Cross-sectional planes were defined coplanar with
each LCSYS xy-plane, capturing only elements and nodes within
the neck and trying to avoid redundant measurement
(overlapping section planes).

N.A. White et al.296

D
ow

nl
oa

de
d 

by
 [

V
ir

gi
ni

a 
T

ec
h 

L
ib

ra
ri

es
] 

at
 0

7:
37

 1
7 

N
ov

em
be

r 
20

14
 



the discrete elements with the cross-sectional interfaces.

The coordinates of any point, ln, along a discrete element

can be calculated using Equation (1), where la and lb
correspond to the coordinates of the two nodes defining the

element. Although the value of t may be any real number,

it must remain between 0 and 1 for ln to lie within the

physical boundaries of the discrete element. The

coordinates of any point, pn, on the plane defined by

three, non-collinear points p0, p1 and p2, can be calculated

using Equation (2). These three points correspond to the

coordinates of the three nodes defining the xy-plane of a

vertebral LCSYS. A parametric equation can be created by

equating Equations (1) and (2), where t can be solved and

then plugged back into Equation (1) to calculate the point

of intersection. For each cervical level, the cross product of

the vector from the local origin to the point of intersection

and discrete element force was used to calculate the

moment contribution from each discrete element. These

individual moments were summed and rotated into the

LCSYS using the rotation matrix.

ln ¼ la þ ðlb 2 laÞt; t [ R ð1Þ

pn ¼ p0 þ ðp1 2 p0Þuþ ðp2 2 p0Þv; u; v [ R ð2Þ

Data processing

The binary output files were post-processed using Oasys

T/HIS 10.2-64 bit (Arup, London, UK). The CSF results

were filtered at CFC 1000 and CSM results at CFC 600

according to SAE J211 specifications for neck load cells in

the Hybrid III ATD (Society of Automotive Engineers

2007). For purposes of Nij calculation, both the CFC and

CSM results were filtered at CFC 600 according to

FMVSS regulation (NHTSA 2008a). The nodal displace-

ments and CSC results were filtered at CFC 60. Seatbelt

and airbag loading with the occupant were also filtered

at CFC 60 (Society of Automotive Engineers 2007). The

occupant–wall interaction forces measured in the

Cavanaugh side impact simulation were filtered with

CFC 300. All of the filtered data were then processed using

in-house code written in MATLAB 7.12.0 (R2011a,

MathWorks, Natick, MA, USA).

Results

Animated results of the overall occupant kinematics are

presented as individual d3plots for the start, middle and

end of each simulation (Figures 6–8). Total force and

moment time histories were created for each simulation

Figure 5. Projected cross-sectional view of the (a) bone, passive muscles and soft tissue, (b) *SET_SHELL and (c) *SET_SOLID
captured at the level of C6.

Figure 6. Simulation d3plots for the Forman 13.3m/s DV force-limited, three-point belted driver frontal impact with airbag deployment
at (a) t ¼ 0ms, (b) t ¼ 75ms and (c) t ¼ 150ms (Forman et al. 2006).
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from the summation of bone, ligament, active muscle,

passive muscle and soft tissue anatomical components and

discrete element loading contributions, in the rotated

LCSYS for each respective cervical level (Figures 9–11).

A summary of force and moment polarity with respect to

head and chest motion based on SAE J211 is presented in

Table 1 (Society of Automotive Engineers 2007).

Maximum and minimum neck forces and moments are

summarised in Table 2. The individual force and moment

contributions of the anatomical components and discrete

elements are reported in the Appendices B–D. Force time

histories of occupant–restraint systems and occupant–

wall interaction are reported in Figures 12–14.

For purposes of this study, only the total forces and

moments (Figures 9–11) will be reported in this section.

Many of the local extrema in the force and moment curves

correlate with occupant–restraint interactions. In the

Forman simulation, maximum engagement of the upper

shoulder belt occurred at 70ms and maximum occupant–

airbag interaction at 85ms. Prior to maximum airbag

interaction, the time of maximum engagement with the

upper shoulder belt coincided with the largest negative AP

shear force in the upper cervical spine and the largest axial

tension force at all levels. Although AP shear force

decreased in magnitude for both C1 and C2 just after the

maximum engagement of the upper shoulder belt, an

inflection point was noted for both cervical levels at the

time of maximum occupant–airbag interaction, where

AP shear subsequently increased in magnitude (larger

negative value). At the approximate time of maximum

occupant–airbag interaction, a local axial tension force

minimum and local axial moment maximum were reached

for all cervical levels.

In the Shaw simulation, maximum engagement of the

upper shoulder belt occurred at 90ms and of the lower

shoulder belt at 116ms. A force plateau was noted

Figure 7. Simulation d3plots for the Shaw 11.1m/s DV three-point belted (no retractor) passenger frontal impact at (a) t ¼ 0ms, (b)
t ¼ 75ms and (c) t ¼ 150ms (Shaw et al. 2009).

Figure 8. Simulation d3plots for the Cavanaugh 6.7m/s DV lateral impact using a Heidelberg-type seat fixture with no side wall padding
at (a) t ¼ 0ms, (b) t ¼ 50ms and (c) t ¼ 100ms (Cavanaugh et al. 1990a, 1990b; Cavanaugh et al. 1993).
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Figure 9. Total force and moment time histories from the Forman frontal impact simulation. These total load curves are the summation
of bone, ligament, active muscle, passive muscle, soft tissue and discrete element anatomical component contributions in the rotated,
LCSYS for each respective vertebral level. The vertical solid line corresponds to the time of maximum engagement of the upper shoulder
belt (t ¼ 70ms) and the vertical dashed line to the time of maximum occupant–airbag interaction (t ¼ 85ms).

Figure 10. Total force and moment time histories from the Shaw frontal impact simulation. These total load curves are the summation of
bone, ligament, active muscle, passive muscle, soft tissue and discrete element anatomical component contributions in the rotated,
LCSYS for each respective vertebral level. The vertical solid line corresponds to the time of maximum engagement of the upper shoulder
belt (t ¼ 90ms) and the vertical dashed line to of maximum engagement of the lower shoulder belt (t ¼ 116ms).
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between both of these points in time for the lateral shear

and axial force, for all levels of the cervical spine. The

magnitude of the AP shear force began to increase (larger

negative value) at a faster rate from the time of maximum

engagement of the upper shoulder belt to that of the lower

belt. All levels of the cervical spine experienced a flexion

moment for the entire simulation. At maximum engage-

ment of the lower shoulder belt, peak axial moments were

experienced in the lower cervical spine (C4–C7).

Although there were no restraints in the Cavanaugh

simulation, time of maximum occupant-to-wall interaction

and estimated maximum lateral neck rotation were

reported. Occupant-to-wall force time histories were

reported for the upper body (shoulder, thorax and abdomen

forces) and pelvis. The maximum force between the upper

body and wall occurred at t ¼ 18ms and that between the

pelvis and wall at t ¼ 19.5ms. Lateral rotation of the

cervical spine in the frontal plane was approximated in

LS-PrePost. This estimated maximum lateral rotation was

measured between C1 and C7 and occurred at t ¼ 55ms.

Lateral shear forces first peaked shortly after pelvis-to-

wall contact at all levels of the cervical spine. Peak axial

force occurred for all levels at approximately the same

time, between maximum pelvis-to-wall contact and

maximum lateral cervical spine rotation. Peak lateral

moments occurred roughly 10ms prior to the time of

maximum rotation for the lower cervical spine (C5–C7)

and at the approximate time of maximum rotation for the

upper cervical spine (C1–C4).

The time of maximum total axial force and the time of

maximum total bending moment were determined for each

simulation. Force and moment values for each cervical

level corresponding to these two times are presented in

Figures 15–16. Adjacent vertebral level ratios, C1/C2,

C2/C3, C3/C4, C4/C5, C5/C6 and C6/7, were calculated

using these force and moment values (Figures 17 and 18).

Figure 11. Total force and moment time histories from the Cavanaugh side impact simulation. These total load curves are the
summation of bone, ligament, active muscle, passive muscle, soft tissue and discrete element anatomical component contributions in the
rotated, LCSYS for each respective vertebral level. The vertical solid line corresponds to the time of maximum upper body-to-wall
contact force (t ¼ 18ms), the vertical dashed line to the time of maximum pelvis-to-wall contact force (t ¼ 19.5ms) and the vertical
dotted line to the approximate time of the maximum lateral rotation of C1 with respect to C7 in the frontal plane (t ¼ 55ms).

Table 1. Polarity relative to sign convention for the measured neck loads and moments (Society of Automotive Engineers 2007).

Parameter Measurement Head–neck motion Manipulation for positive polarity

Neck load Fx Anterior/posterior shear Head rearward, chest forward
Fy Lateral shear Head leftward, chest rightward
Fz Axial Head upward, chest downward

Neck moment Mx Lateral Left ear towards left shoulder
My Flexion/extension Chin towards sternum (flexion)
Mz Axial (torsion) Chin towards left shoulder
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D3plot images for these two times (approximate) are

presented in Figure 19. The Forman simulation produced a

maximum axial force of 1.1 kN at the C7 vertebral level

(t ¼ 70.2ms) and a maximum flexion moment of 64.6 Nm

at the C6 vertebral level (t ¼ 122.4ms). The adjacent

vertebral level axial force and flexion moment ratios were

0.80, 0.79, 0.74, 0.95, 0.94, 1.00 kN and 0.96, 0.88, 0.78,

0.87, 0.97, 1.00 Nm, respectively. The Shaw simulation

produced a maximum axial force of 1.3 kN at the C7

vertebral level (t ¼ 121.3ms) and a maximum flexion

moment of 113.5 Nm at the C5 vertebral level

(t ¼ 144.9ms). The adjacent vertebral level axial force

and flexion moment ratios were 0.89, 0.91, 1.04, 1.07,

0.87, 0.97 kN and 0.98, 0.91, 0.75, 0.84, 1.02, 1.15 Nm,

respectively. The Cavanaugh simulation produced a

maximum axial force of 2.0 kN at the C4 vertebral level

(t ¼ 30.8ms) and a maximum lateral moment of 1104Nm

at the C6 vertebral level (t ¼ 46.2ms). The adjacent

vertebral level axial force and lateral moment ratios were

0.87, 0.84, 0.80, 1.05, 1.07, 1.11 kN and 0.60, 0.55, 0.69,

0.85, 0.95, 1.14 Nm, respectively.

Neck tension time-dependent curves were calculated

for each simulation at each cervical level (Figure 20).

None of the calculated curves exceeded the injury

tolerance threshold, indicating that serious injury due to

neck tension was unlikely.

The Nij value was calculated at each cervical level

using the axial force and flexion/extension moment for

both frontal sled tests and the corresponding critical

intercepts (Table 3) as specified in FMVSS 208 (NHTSA

Figure 12. Reported interface force time histories of the
occupant with the upper shoulder belt and airbag in the Forman
simulation. The vertical solid line corresponds to the time of
maximum engagement of the upper shoulder belt (t ¼ 70ms) and
the vertical dashed line to the time of maximum occupant–airbag
interaction (t ¼ 85ms).

Figure 13. Reported interface force time history of the occupant
with the upper and lower shoulder belt in the Shaw simulation.
The vertical solid line corresponds to the time of maximum
engagement of the upper shoulder belt (t ¼ 90ms) and the
vertical dashed line to the time of maximum engagement of the
lower shoulder belt (t ¼ 116ms).

Figure 14. Reported interface force time history of the occupant
with the wall in the Cavanaugh simulation. The vertical solid line
corresponds to the time of maximum upper body-to-wall contact
force (t ¼ 18ms) and the vertical dashed line to the time of
maximum pelvis-to-wall contact force (t ¼ 19.5ms).

Figure 15. Distribution of axial forces for each vertebral level
at the time of overall maximum axial force. Time of maximum
axial force for the Forman, Shaw and Cavanaugh simulations
occurred at t ¼ 70.2, 121.3 and 30.8ms, respectively.
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2008a). The lateral moment replaced the flexion/extension

moment in the calculation for the side impact test, and the

critical moment intercept was changed to match that used

in previous lateral impact tests (Soltis 2001; Green and

Barth 2006; DeWeese et al. 2007).

For every point in time, only one of four loading

scenarios exists when calculating Nij (Table 4). The

combined Nij calculations are presented as time histories

for each simulation at each cervical level (Figure 21).

Maximum Nij values for each cervical level are reported in

Table 5. The maximum Nij values for both frontal

simulations were below the FMVSS 208 threshold of 1,

corresponding to approximately 22% risk of serious (AIS

3 þ ) injury (Figure 22) (Eppinger et al. 1999; Association

for the Advancement of Automotive Medicine 2008). The

maximum Nij value for the Forman and Shaw simulations

was 0.313 and 0.492 at C7, respectively. The maximum

value for the Cavanaugh lateral impact simulation was

1.958 at C6. Neither FMVSS 208 nor its lateral impact

counterpart, FMVSS 214 (NHTSA 2008b), specifies a

maximum Nij for lateral impacts.

Figure 16. Distribution of bending moments for each vertebral
level at the time of overall maximum bending moment. Time
of maximum bending moment for the Forman, Shaw and
Cavanaugh simulations occurred at t ¼ 122.4, 144.9 and 46.2ms,
respectively. The flexion moment, My, was reported for the
frontal Forman and Shaw simulations and the lateral bending
moment, Mx, for the lateral Cavanaugh simulation.

Figure 17. Adjacent vertebral level axial force ratio at the time
of overall maximum axial force. Time of maximum axial force
for the Forman, Shaw and Cavanaugh simulations occurred at
t ¼ 70.2, 121.3 and 30.8ms, respectively.

Figure 18. Adjacent vertebral level bending moment ratio at the
time of overall maximum bending moment. Time of maximum
bending moment for the Forman, Shaw and Cavanaugh
simulations occurred at t ¼ 122.4, 144.9 and 46.2 ms,
respectively. The flexion moment ratio was reported for the
frontal Forman and Shaw simulations and the lateral bending
moment ratio for the lateral Cavanaugh simulation.

Figure 19. D3plots corresponding to the approximate times of
maximum neck force and moment for Forman: (a) axial force and
(b) flexion moment; Shaw: (c) axial force and (d) flexion
moment; Cavanaugh: (e) axial force and (f) lateral moment.
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Discussion

Methodology

This study created and utilised cross sections to calculate

forces and moments within the neck of a total human body

FE model during simulated frontal and lateral impacts.

The local vertebral body coordinate systems were defined

in a manner which can be easily replicated in any FE neck

model. The nodes defining a LCSYS were constrained to

their respective vertebra using *CNRBs, allowing the

LCSYS to rotate. Even though the vertebrae were

deformable bodies, no deformation was expected to

occur for the loading scenarios. Should comparison need

to be made between tracked motion of the cadaver cervical

spine using high-speed, biplane X-rays, an alternative

LCSYS defined by Padgaonkar (1976) and utilised by

White (2008, 2009) can be implemented. Using this

alternative method, the local origin is placed at the

anterior–superior vertebral body in the sagittal plane, not

requiring the location of the CG.

The interface definitions created by the *DCSPs

contain the elements and nodes associated with the cross

sections, ensuring that elements are captured from only

one side of each cut. Although the best results are obtained

when the *DCSP cuts cleanly through the middle of

all elements, this automatic interface definition handles

irregularities quite well. The captured elements and nodes

depend on the part sets defined by the user, as well as the

placement of the *DCSPs. For this study, part sets were

created based on anatomical components within the neck,

including bones, IVDs, ligaments, soft tissue, active

muscles and passive muscles. Because none of the

*DCSPs cut through the IVDs, no forces or moments

were reported for this component. The user can always add

in additional *DCSPs to capture IVDs or other structures

of interest. Once the nodes and elements for each cross

section are captured, they are separated into element sets

and used to define *DCSSs. This step allows the user even

more control over which elements are included in a cross

section. In addition, the creation of these element sets

allows for visualisation and inspection of the elements and

nodes automatically selected by the *DCSPs.

In LS-PrePost, the SPlane option is an interactive

method to report cross-sectional data. Unlike *DCSPs or

*DCSSs, the SPlane option reports cross-sectional forces

and moments calculated from element stress resultants in

Figure 20. Neck tension duration results at each vertebral level with threshold boundary for the (a) Forman, (b) Shaw and (c) Cavanaugh
simulations.

Table 3. Nij critical intercept values for the OC–C1 junction as
specified FMVSS 208 (NHTSA 2008a) and for the OC–C1 and
C7–T1 junctions as specified by Mertz et al. (2003).

Nij intercept
OC–C1

(FMVSS 208)
OC–C1
(IARV)

C7–T1
(IARV)

Ft 6806 6780 6780
Fc 26160 26200 26200
Mfa 310 305 610
Mea 2135 2133 2266

a Replaced with^60 for Cavanaugh lateral impact simulation (DeWeese
et al. 2007; Green and Barth 2006; Soltis 2001).

Table 4. Summary of the four possible loading modes of the
neck used in calculating Nij.

Nij Loading mechanism Force Moment

NCF Compression/flexion F , 0 M . 0
NCE Compression/extension F , 0 M , 0
NTF Tension/flexion F . 0 M . 0
NTE Tension/extension F . 0 M , 0

Table 5. Maximum Nij value calculated at each cervical level.

Simulation C1 C2 C3 C4 C5 C6 C7

Forman 0.193 0.202 0.225 0.255 0.281 0.307 0.313
Shaw 0.312 0.329 0.367 0.422 0.464 0.491 0.492
Cavanaugh 0.656 0.826 1.217 1.618 1.887 1.958 1.744
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the d3plot data. There are three different methods of

defining a cross-sectional cut with SPlane. The first two

methods allow the section plane to be fixed in space so that

it does not move once defined or to be fixed to the model so

that it moves with the nodes used to define it. The

Lagrangian cut option, most like *DCSP and *DCSS,

captures a group of elements in the plane and tracks them

throughout the d3plot animation, even if the elements

move out of the plane. The SPlane options are considered

less accurate than *DCSS or *DCSP which use nodal

forces not included in the d3plots to calculate section

forces. In addition, the sampling rate for the SPlane data is

limited by the time interval between outputs for the

d3plots, which are typically lower than the ASCII outputs

due to the large data size of the file.

Simulation results

Several interesting observations can be made from the

force and moment time histories of the three simulations.

Axial force tended to progressively increase from the

upper to lower cervical levels. A sharp decrease in axial

tension occurred at the time of maximum occupant–airbag

interaction in the Forman simulation, attributed to

interaction with the airbag. No such decrease in axial

loading was noted in the Shaw simulation, which did not

include an airbag. Significant AP shear forces were

observed in C1 and C2 for both the Forman and

Cavanaugh simulations. The main contributors of these

forces were the ligaments. Unlike C3–C7, more extensive

ligamentous structures exist between OC–C1–C2. In

general, the flexion moment in the frontal simulations and

the lateral moment in the side impact increased caudally.

This was expected as the moment arm to the head

increases from C1 to C7.

The reported force and moment ratios allow for

comparison between adjacent vertebral levels. A ratio less

than unity indicates that the force or moment at the

superior vertebral level is less than the inferior level,

whereas a ratio greater than unity indicates that the force

or moment at the superior vertebral level is greater than the

inferior level. The force ratios for the Forman and

Cavanaugh simulations suggested a load distribution

difference between the upper (C1–C3) and lower (C4–

C7) neck. The Forman force ratios indicated that the axial

forces increased caudally whereas the Cavanaugh ratios

indicated that the axial forces increased caudally in the

upper neck and cephalically in the lower neck. The force

ratios for the Shaw simulation suggested a load distribution

difference between the upper (C1–C3), middle (C4–C5)

and lower (C6–C7) neck. This simulation used a generic

three-point seatbelt with no retractor or load limiter,

producing a more abrupt deceleration of the occupant than

the load limiting retractor in the Forman simulation.

Figure 21. Nij time histories at each vertebral level for the (a) Forman, (b) Shaw and (c) Cavanaugh simulations. For the Forman
simulation, the vertical solid line corresponds to the time of maximum engagement of the upper shoulder belt (t ¼ 70ms) and the vertical
dashed line to the time of maximum occupant–airbag interaction (t ¼ 85ms). For the Shaw simulation, the vertical solid line corresponds
to the time of maximum engagement of the upper shoulder belt (t ¼ 90ms) and the vertical dashed line to that of maximum engagement
of the lower shoulder belt (t ¼ 116ms). For the Cavanaugh simulation, the vertical solid line corresponds to the time of maximum upper
body-to-wall contact force (t ¼ 18ms), the vertical dashed line to the time of maximum pelvis-to-wall contact force (t ¼ 19.5ms) and the
vertical dotted line to the approximate time of the maximum lateral rotation of C1 with respect to C7 in the frontal plane (t ¼ 55ms).

Figure 22. Nij risk curves for AIS 3 þ to AIS 5 þ neck
injuries. The FMVSS 208 maximum allowable Nij value of 1
indicates approximately 22% risk for serious (AIS 3 þ ) injury
(Eppinger et al. 1999; NHTSA 2008a).
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The maximum shoulder belt force for the Shaw simulation

was approximately 5 kN whereas it was approximately 3.5

kN in the Forman simulation. The force ratios indicated

that the axial forces increased caudally in the upper and

lower neck and cephalically in the middle neck. This point

of inflection in the middle neck may indicate a rotation

point where the head begins to wrap around the shoulder

belt with no airbag to counteract this motion.

For the Forman and Shaw frontal simulations, the

moment ratios decreased between C1/C2 and C3/C4 and

then increased up to C6/C7, whereas the Cavanaugh lateral

simulation produced a steady increase in moment ratios

from C2/C3 to C6/C7. The moment ratio concavity in the

frontal simulations is most likely due to passive restraint

interactions with the occupant. The occupant torso and

pelvis in the lateral simulation were not restrained. The

moment ratios also indicated that the moments increased

caudally for all levels of the neck in all simulations, except

the Cavanaugh C6/C7 and the Shaw C5/C6 and C6/C7

adjacent levels, where they increased cephalically.

None of the maximum or minimum forces and

moments reported in Table 2 exceeded corresponding

IARVs, indicating that significant injury to the neck was

unlikely. The neck tension duration results were also well

below the threshold boundaries. Although axial com-

pression and AP shear duration plots could have also been

created, it is unlikely that the corresponding injury

thresholds would have been exceeded. Only minimal axial

compression was noted and AP shear tended to be about

half that of axial tension in the simulations. Although the

Nij criteria are currently used to evaluate injury risk at the

OC-C1 junction per FMVSS 208 (NHTSA 2008a), lower

neck critical intercepts do exist (Mertz et al. 2003). In this

study, the Nij criteria were applied to levels of the neck

between the OC-C1 junction and T1. Because no critical

intercept values currently exist for these levels, the

FMVSS 208 specified force and moment intercepts were

utilised for all levels of the neck as a worst-case scenario.

Although the overall efficacy of Nij in lateral impacts is

unknown, it was modified slightly for use in the lateral

Cavanaugh simulation (Soltis 2001; Green and Barth

2006; DeWeese et al. 2007).

It is important to note the contribution of the discrete

spring elements to the overall cross-sectional results. As

described in the section Methods’, the force and moment

contributions of these discrete elements were manually

added to the total force and moment plots for complete-

ness. These discrete elements represent the suprahyoid and

infrahyoid muscles which suspend the hyoid bone in the

GHBMC model. The stiffness values of these elements

were chosen for computational purposes only. In a human,

the primary actions of these muscles are to elevate and

depress the hyoid bone during speaking and swallowing

(Moore and Agur 2002), playing a minimal role in the

kinematics of the neck. Although these muscles can

actively create tension in the neck, they do not support

compressive loads. The implementation of these discrete

elements may seem counterintuitive. For example, during

head flexion, the discrete elements develop a restoring

force that counteracts the flexion moment, creating an

extension moment. This is apparent when comparing the

discrete element force and moment time histories with

the anatomical component time histories. However, both

the force and moment contributions of these discrete

elements compose only a small fraction of the total forces

and moments and are, therefore, considered negligible.

The purpose of this study was to present a method to

measure forces and moments at various levels of an FE

human body model neck and demonstrate how these data

can be used to evaluate the risk of injury based on IARVs

and injury criteria. The described method can always be

modified to exclude these discrete elements at the

discretion of the user.

Limitations and future work

There are several limitations to this work. One is that there

is no direct method to validate the forces and moments

calculated at the different levels of the neck, as these

values could not be measured in the actual cadaveric

experiments. Although it is possible to estimate the forces

and moments at the OC (Mertz and Patrick 1971) and T1

(Pintar et al. 2010) using inverse kinematic methods in

cadavers, there is no direct measurement method.

Traditionally, the inverse kinematic approaches have

been acceptable and are, therefore, the best available data

for comparison. The GHBMC T1 is modelled as a rigid

body and, therefore, cannot be included in the cross-

sectional definition. Modifications to the GHBMC neck

model are underway to make T1 deformable. Converting

T1 to a deformable body requires changing not only the

material definition, but also any associated attachment

points. Lastly, the elements initially defined in the *DCSSs

for a particular cross section may potentially move out of

plane as the neck deforms. Unless there is direct impact to

the neck or extreme head motion, the potential for this to

occur should be minimal. The reader is cautioned that the

force and moment results depend on how the cross-

sectional plane, captured elements and LCSYS are

defined. Care was taken to choose the best cross sections

for the intended purpose and to avoid redundant load

measurement axially through the entire neck.

Future work includes studying the effects of both

anterior cervical discectomy and fusion and cervical total

disc replacement (CTDR) on adjacent vertebral levels

using the described cross-sectional technique. The current

literature debates whether cervical fusion deleteriously

alters the loading of the adjacent segments, increasing

adjacent-segment disease (ASD). By preserving motion
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and loading distribution, some consider CTDRs a method

to reduce the likelihood of ASD (Galbusera et al. 2008;

Baaj et al. 2009; Bartels et al. 2010; Fekete and Porchet

2010; Kishen and Diwan 2010; Uschold et al. 2011). The

use of cross sections to measure load contributions from

the cervical zygapophysial and uncovertebral joints will

also be investigated in future studies.

Conclusions

This paper described and implemented a method to

determine cross-sectional forces and moments at various

levels of a human body FE model neck during simulated

frontal and lateral MVCs. Total force and moment time

histories were reported for each vertebral and compared

with established IARVs to determine whether significant

injury was likely to occur. Adjacent level axial force ratios

varied between 0.74 and 1.11 and adjacent level bending

moment ratios varied between 0.55 and 1.15. The

individual contribution of neck anatomical components

to the total cross-sectional forces and moments was also

evaluated. Neck tension time-dependent curves and Nij

time histories were calculated for each cervical level and

compared with injury threshold standards. The procedure

presented in this paper can be applied not only to the neck,

but also to other regions of the body. It is helpful for full

body FE models to provide transducer data similar to their

physical counterparts, ATDs, to properly evaluate the

safety of an automobile.
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Appendix A

Projected cross-sectional visualisation of the neck at each vertebral level (C1–T1) including the bone, passive muscles and soft tissue.
Beam (ligaments and active muscles) and discrete elements are not shown. Although included for completeness, forces and moments
were not calculated at the level of T1 because this vertebra is currently defined as a rigid body and cannot be included in a cross section.
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Appendix B

Forman frontal impact simulation – individual force and moment time histories of bone, ligament, active muscle, passive muscle, soft
tissue anatomical components and discrete elements loading contributions in the rotated, LCSYS for each respective vertebral level.
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Appendix C

Shaw frontal impact simulation – individual force and moment time histories of bone, ligament, active muscle, passive muscle, soft tissue
anatomical components and discrete elements loading contributions in the rotated, LCSYS for each respective vertebral level.
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Appendix D

Cavanaugh lateral impact simulation – individual force and moment time histories of bone, ligament, active muscle, passive muscle, soft
tissue anatomical components and discrete elements loading contributions in the rotated, LCSYS for each respective vertebral level.
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Effects of cervical arthroplasty on neck response during a simulated rotary-wing
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ABSTRACT
A computational finite element analysis was performed to evaluate the effects of C5-6 cervical total
disc replacement (CTDR) on cross-sectional neck loading and cervical spine kinematics during a
simulated rotary-wing aircraft ground impact. The neck of a human body finite element model was
modified to include a C5-6 interbody arthroplasty with either a Prestige ST or ProDisc-C CTDR. The
adjacent-level, cross-sectional loading for the C5-6 segment was not greatly altered by the CTDRs,
as indicated by CORrelation and Analysis (CORA) ratings of 0.988 for the Prestige ST and 0.909 for
the ProDisc-C. The CTDRs increased the interbody range of motion, altering both the interbody and
cervical facet loading. While the facet capsules experienced increased tension in both CTDR
simulations, established injury threshold levels were not reached. Overall, cervical arthroplasty at
the C5-6 level did not appear to have a deleterious effect on the dynamic neck response during a
simulated rotary-wing aircraft impact.

KEYWORDS
Cervical spine; arthroplasty;
Prestige ST; ProDisc-C; finite
element methods; GHBMC

Introduction

While degeneration of the intervertebral discs (IVDs) is
part of the normal ageing process, it typically remains
asymptomatic in most individuals [9,42,46,66]. How-
ever, surgical intervention may be required should clini-
cal symptoms manifest, such as axial neck pain,
radiculopathy, or myelopathy. Several previous studies
have investigated the epidemiology of degenerative disc
disease (DDD) in active-duty military personnel.
Between 2001 and 2010, DDD was diagnosed in 131,986
active-duty US military personnel with an overall inci-
dence rate of 9.51 per 1000 person-years [53]. During
this 10-year timespan, DDD-specific and DDD-related
medical encounters resulted in a total of 90,855 lost duty
days. Pilot and aircrew personnel composed 5505 of
those individuals diagnosed with DDD, corresponding
to a 9.87 per 1000 person-years incident rate [53]. An
earlier study reported the incidence rate of herniated
nucleus pulposus to be 1 per 1000 aviator-years in US
Army aviators [45]. Flight status was permanently
revoked in approximately 7.4% of the diagnosed
aviators.

Between 2000 and 2009, cervical radiculopathy was
diagnosed in 24,742 active-duty US military personnel,
corresponding to an incidence rate of 1.79 per 1000

person-years [69]. Even though cervical radiculopathy
may result from cervical spondylosis or spinal stenosis,
it has been reported that 56% of surgeries to treat degen-
erative cervical spine disease involved DDD [81]. When
non-operative treatment fails to adequately control the
symptoms of DDD, fusion or arthroplasty may be
required. Anterior cervical discectomy and fusion
(ACDF) has remained the primary surgical treatment
for symptomatic cervical degenerative disc disease
(CDDD) for more than half a century [4,14,54,70].
While ACDF is an effective treatment for CDDD, the
procedure does alter the biomechanics of the cervical
spine, potentially increasing the occurrence of adjacent
segment degeneration (ASD) [47,78]. In an effort to
maintain same-level and adjacent-level physiologic
motion and loading, cervical arthroplasty has become
more common as an alternative to ACDF [1,3,54,75].
Even though experimental and computational studies
have supported the functional equivalence between a
cervical total disc replacement (CTDR) and an IVD
[19,28,43,63,86], there is still much debate on the effi-
cacy of cervical arthroplasty in preventing ASD
[10,13,21,25,49,51,52, 55,67,73,77,88,89]. Irrespective of
the ASD mitigation abilities of CTDRs, several studies
have reported greater improvement in neurological
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symptoms and a shorter post-operative recovery time for
cervical arthroplasty as compared to fusion [34,52,59].

Military spine surgeons have shown an increased
interest in cervical arthroplasty as a means to safely
expedite recovery time in members of the armed forces
afflicted with CDDD [37,76]. While some medical
waiver guidelines have been established to determine the
physical readiness of a service member after CDDD sur-
gery [15�17], final discretion lies with the surgeon.
Unlike the general population, military personnel are
subjected to many physically demanding tasks, poten-
tially increasing their risk of spinal injury [6,35,38,62]. It
is important to ensure that surgical treatment for CDDD
does not place these individuals at a greater risk of
injury. Preliminary studies have indicated that military
recipients of cervical arthroplasty were able to return to
full unrestricted duty with little to no complications
[37,76]. However, more research is required to evaluate
dynamic neck response post-arthroplasty, particularly
for military helicopter pilots [64,65].

Experimental sled tests have been previously conducted
by the Naval Air Warfare Center Aircraft Division (NAW-
CAD, Patuxent River, MD) to evaluate the effects of vary-
ing helmet weight and centre of gravity (CG) on aviator
neck response during rotary-wing aircraft crashes using
Hybrid III 5th, 50th, and 95th percentile anthropomorphic
test devices (ATDs) [60,61]. A rigid, crashworthy seat sys-
tem was mounted to a horizontal accelerator, oriented to
represent a 30� pitch-down impact scenario. White et al.
previously developed and validated a finite element (FE)
environment for one of these experimental sled tests
(#530) [83]. This study reported the head acceleration,
chest acceleration, and upper and lower neck loading
response of the Global Human Body Models Consortium
(GHBMC) 50th percentile seated, male model (v3.5). The
accelerations and loading were comparable, in magnitude
and phase, between the GHBMC simulation, ATD simula-
tion, and ATD physical test. Additionally, the change in
curvature of the GHBMC cervical spine was consistent
with the change in curvature observed in cadavers sub-
jected to similar loading conditions [5,7].

The purpose of the current study was to evaluate the
effects of C5-6 CTDR on cross-sectional neck loading
and cervical spine kinematics of the GHBMC model
during a simulated rotary-wing aircraft ground impact.
Cross-sectional neck loading was captured at each level
of the cervical spine, along with the midsagittal kinemat-
ics of the C5-6 segments.

Methods

Three rotary-aircraft crash FE simulations were con-
ducted in LS-DYNA (R4.2.1, LSTC, Livermore, CA)

using the GHBMC model as a surrogate aviator
(Figure 1). This model is a high-fidelity human body
model developed to investigate human body response
during dynamic impact events and validated in various
impact scenarios [29,33,79,80]. The neck has been vali-
dated on a segmental level, as well as on the full cervical
spine level [18,26,27,48,57,58,72]. On a segment level,
the cervical spine has been validated in axial rotation,
flexion, extension, lateral bending, and translation [57].
In the majority of the simulations, the predicted
response fell within one standard deviation of the experi-
mental response corridors. The biofidelity of the cervical
spine has also been evaluated using a combined corridor
and cross-correlation analysis which yields a score from
0 (no correlation) to 1 (perfect correlation) [87]. Model
biofidelity is considered ‘good’ if the score falls between
0.65 and 0.86 [36]. The kinematic response of the cervi-
cal spine in quasi-static segment flexion and extension
and quasi-static whole spine tension was assessed [58].
A total biofidelity assessment score of 0.89 was achieved
for quasi-static loading, with a 0.83 score for bending
and 0.96 score for tension. The kinematic response of
the head from dynamic frontal impact scenarios was
also assessed [58]. A total biofidelity assessment score of
0.68 was achieved for dynamic loading, with a 0.67 score
for the 8 g case and 0.68 score for the 15 g case. The tis-
sue-level failure response of the cervical spine has been
validated in tension, compression, flexion, and extension
[18]. The model proved capable of predicting the failure
locations reported in the experimental testing and of
predicting peak failure forces within the reported experi-
mental corridors. The neck is composed of the seven cer-
vical vertebrae with detailed facet joints and
intervertebral discs. It also includes non-linear, rate
dependent ligaments, 3D passive muscles and 1D active
muscles.

The rotary-aircraft crash simulations were based on
NAWCAD experimental test #530 [60,61]. In this test, a
Hybrid III 50th percentile ATD was secured with a five-

Figure 1. Initial position of the GHBMC model, including the five-
point restraint system.
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point restraint to a rigid, crashworthy seat system
mounted to a horizontal accelerator. The seat was ori-
ented to represent a 30� pitch-down rotary-aircraft
impact scenario. The prescribed crash pulse represented
the seat pan acceleration of an energy absorbing seat
structure during a survivable rotary-aircraft impact. This
pulse consisted of a 7.62 m/s delta-V and 16.25 g peak
acceleration. An additional 1.81 kg of mass, representing
the weight of a helmet, was added to the ATD head. The
distribution of this mass essentially maintained the origi-
nal centre of mass of the head. This additional helmet
mass was added to the GHBMC skull using the LS-Pre-
Post (4.0, LSTC, Livermore, CA) mass trimming func-
tion. This built-in function allows the user to modify
part mass properties to obtain a desired mass, centre of
mass, and inertia. The additional 1.81 kg of helmet mass
was automatically distributed as nodal masses about the
skull in a manner that maintained the original head CG,
consistent with the experimental set-up. Experimental
preloading of the restraint system was simulated using a
pretensioner system in the model. To allow for settling
due to gravity and initial belt tensioning, the simulation
was run for 70 ms prior to the start of the sled pulse.

Two of the three simulations included a C5-6 CTDR;
either the Prestige ST (Medtronic, Minneapolis, MN) or
the ProDisc-C (Synthes, West Chester, PA) [84]. The
Prestige ST is a metal-on-metal implant capable of
three-axis rotation and anteroposterior (AP) translation
due to its ball-and-trough design (Figure 2(a)). Vertebral
body (VB) screws are used to secure it to the adjacent
VBs. The ProDisc-C is a metal-on-polymer implant with
a ball-and-socket design, allowing for three-axis rotation
(Figure 2(b)). It is press-fit between adjoining vertebrae,
with central keels implanted into the adjacent VBs. The
geometries of both these CTDRs were reverse engineered
from a physical implant with material properties listed in
Table 1 [20,22,32,86]. Prior to insertion of these CTDRs,
several modifications consistent with the actual surgical
procedure were made to the neck model. The IVD, end-
plates, and anterior longitudinal ligaments associated

with this level of the cervical spine were removed. The
geometry of the C5 and C6 vertebral bodies were modi-
fied using select element deletion and advanced morph-
ing techniques (Figure 3). The CTDRs were secured to
the vertebrae using tied node contacts. The modelled
CTDRs and C5-6 modifications were then reviewed and
approved by board certified neurosurgeons.

Cross sections were defined at each cervical level to
capture neck forces and moments using a method previ-
ously described by White et al. [85]. A local coordinate
system (LCS) was defined for each cervical vertebrae with
its origin located at the CG of the respective vertebrae.
Positive-x was directed to the midpoint of the superior
and inferior portion of the anterior vertebral body in the
midsagittal plane. Positive-z was directed inferiorly to the
vertebra along the midsagittal plane, orthogonal to the
local x-axis. A cross section was then defined for each
local xy-plane, with forces and moments reported in the
LCS. Force and moment polarity, according to head-
�chest manipulation, is described in Table 2 [71]. Cross
sections were also used to capture forces transmitted
though the C5-6 IVD of the unmodified neck and C5-6
facets for all neck models. The IVD and facet cross-sec-
tional forces, as well as the implant contact forces, were
reported in the C6 LCS. The cross-sectional results were
post-processed using Oasys T/HIS (v11, Arup, London,
UK) and MATLAB (v7.12.0, R2011a, MathWorks,

Figure 2. Lateral view of the (a) Prestige ST and (b) ProDisc-C
finite element models.

Table 1. Material properties assigned to the cervical implants.

Implant Part
Material
model Element

r
(kg/mm3)

E
(GPa) n

Prestige ST End plates Rigid � 316L SSTa Shell 8.00E-06 190 0.3
ProDisc-C End plates Rigid � CoCrMob Shell 8.30E-06 210 0.3

Insert Elastic � UHMWPEc Solid 9.36E-07 1.3 0.3
aSST: stainless steel.
bCoCrMo: cobalt-chromium-molybdenum.
cUHMWPE: ultra-high-molecular-weight-polyethylene.

Figure 3. The intervertebral disc and anterior longitudinal liga-
ment between C5 and C6 were removed from the GHBMC neck.
The inferior vertebral body of C5 and superior vertebral body of
C6 were modified to accept the (a) Prestige ST and (b) ProDisc-C
implants.
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Natick, MA). The forces and moments were filtered in
accordance with SAE J211 [71].

The Nij neck injury criterion was calculated for the
upper neck using the C1 cross-sectional loading [23,24].
An Nij value of 1.0 corresponds to a 22% risk of an AIS
3C (Abbreviated Injury Scale) neck injury [2,23]. The
beam criterion (BC) was calculated for the lower neck
using the C7 cross-sectional loading [5,7]. A BC value of
1.0 corresponds to a 50% risk of AIS 2C neck injury.
Critical intercepts for the 50th percentile adult male
were used for both the Nij and BC calculations. The Nij

critical values were 6806 N, 6160 N, 310 Nm, and 135
Nm for tension, compression, flexion, and extension,
respectively. The BC critical values were 5660 N,
5430 N, and 141 N m for tension, compression, and flex-
ion, respectively.

The axial force and bending moment for each cervical
level were used to calculate adjacent-level, cross-sec-
tional ratios: C1/C2, C2/C3, C3/C4, C4/C5, C5/C6, and
C6/C7 [85]. These ratios were calculated at the time of
maximum tension, compression, extension, and flexion
for the C7 level. Loading at the superior level was less
than at the inferior level for ratios less than 1 and greater
than at the inferior level for ratios greater than 1.

A quantitative analysis was conducted using CORA
(v3.6.1, Partnership for Dummy Technology and Biome-
chanics, Germany) to compare the cross-sectional load-
ing reported in the implant simulations with the loading
in a baseline simulation previously reported by White
et al., which did not included a C5-6 CTDR [30,31,74].
CORA rates the correlation of a signal with a baseline
using two different methods: a corridor method and a
cross-correlation method. An overall score is then calcu-
lated between 0 (no correlation) and 1 (perfect match)
from the weighted sum of these two ratings.

The neck kinematics in the midsagittal plane were
captured for both the entire cervical spine and for the
C5 and C6 vertebrae. Changes in cervical spine curva-
ture were depicted by plotting the CG coordinates of
each vertebra with respect to C7 [82]. Linkages between
these points created a visual interpretation of the spinal
curvature at a given time. Interbody relative motion of
C5-6 was captured using the points that defined the local
x-axes for both vertebrae. The coordinates of these

points were plotted with respect to the C6 CG and
rotated so the C6 local x-axis always remained horizon-
tal. Linkages between these points created a visual inter-
pretation of the shear, axial, and rotational relative
motion between these adjacent vertebrae at a given time.

Results

Neck loading

Cross-sectional (AP) shear force, axial force, and bend-
ing moment were captured at each cervical level of the
neck with peak values reported in Table 3. None of these
peak values approached established neck injury thresh-
olds for the mid-sized male [50]. The calculated injury
criterion values did not vary greatly between the three
simulations (Table 4). The Nij calculation predicated a
7.5% risk of AIS 3C neck injury in the upper neck while
the BC calculation predicted close to a 50% risk of AIS
2C injury for the lower neck.

The C5 and C6 cross-sectional AP shear forces, axial
force, and bending moment time histories are reported
for each simulation (Figures 4 and 5). Adjacent-level,
cross-sectional loading was adequately maintained in
both implant simulations as evidenced by the total
CORA ratings of 0.988 for the Prestige ST and 0.909 for
the ProDisc-C (Table 5). AP shear force remained pre-
dominantly negative throughout each simulation. Both
cervical levels initially experienced a period of compres-
sion and extension followed by a period of predomi-
nantly tension and flexion. A plateau in flexion moment
occurred between t D 195�234 ms, ending at the
approximate time of maximum head flexion.

Adjacent-level loading ratios were similar between
simulations for each level (Figure 6, Table 6). Noticeable
changes occurred in load ratios between the C3/C4 and
C4/C5 adjacent-levels at maximum tension and exten-
sion, and C2/C3 and C3/C4 adjacent-levels at maximum
compression. The lower level ratios approached or
exceeded 1.0, while the upper level ratios remained less
than 1.0. At the maximum flexion moment, adjacent-
levels in the upper and lower neck approached a ratio of
1.0 while a noticeable dip in ratio occurred in the middle
levels.

Table 2. Polarity of the cross-sectional forces and moments according to the relative motion between the head and chest
[71].
Load type Transducer Polarity Head�chest manipulation Load name

AP shear force Fx C Head rearward, chest forward Positive AP shear
¡ Head forward, chest rearward Negative AP shear

Axial force Fz C Head upward, chest downward Tension
¡ Head downward, chest upward Compression

Bending moment My C Chin toward chest Flexion
¡ Chin away from chest Extension

4 N. A. WHITE ET AL.
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AP shear and axial interbody loads between C5 and
C6 are presented in Figure 7 with peak loads reported in
Table 7. Negative AP shear force was the predominant
shear loading in the implant simulations, while sustained
periods of both positive and negative shear occurred in
the non-modified simulation. The timing of peak nega-
tive AP shear was similar for all three simulations, but
the implant simulations experienced a larger peak load.
The interbody axial loading remained in compression
for the duration of all simulations with the largest peak
value occurring in the unmodified simulation.

AP shear and axial loading between the inferior C5
and superior C6 facets are presented in Figure 8 with
peak loads and average maximum capsule ligament
strains reported in Table 8. The facets experienced pri-
marily negative AP shear and compression with peak
values occurring within 4 ms of one another. Up to
approximately 175 ms, the difference between left and
right facet loading was negligible for a given simulation.
A departure between left and right side loading occurred
after this point. The right facet experienced noticeably
larger negative AP shear and compressive loads than the
left facet. Obvious axial tension occurred in the left facets
toward the end of both implant simulations.

Table 3 . Peak cross-sectional forces and moments reported at each cervical level in the respective local coordinate system.
AP shear (CFx) AP shear (-Fx) Tension (CFz) Compression (-Fz) Flexion (CMy) Extension (-My)

VB Simulation Time (ms) Force (N) Time (ms) Force (N) Time (ms) Force (N) Time (ms) Force (N) Time (ms) Moment (Nm) Time (ms) Moment (Nm)

C1 GHBMC 136 793.8 177 ¡694.5 183 751.4 134 ¡929.0 189 77.4 300 ¡5.6
Prestige ST 135 794.4 177 ¡691.0 182 738.9 135 ¡928.2 189 77.4 300 ¡5.6
ProDisc-C 138 786.8 177 ¡679.9 182 755.3 134 ¡907.5 192 78.2 300 ¡6.6

C2 GHBMC 135 542.8 174 ¡485.4 183 918.9 135 ¡1132.2 192 78.2 300 ¡5.4
Prestige ST 135 545.7 174 ¡478.2 182 910.1 135 ¡1138.6 189 78.7 300 ¡5.5
ProDisc-C 135 541.1 174 ¡478.6 184 933.4 134 ¡1113.7 193 79.0 300 ¡6.6

C3 GHBMC 284 124.3 217 ¡415.7 183 1050.3 135 ¡1404.6 192 84.7 148 ¡11.7
Prestige ST 282 128.4 228 ¡432.1 181 1064.3 135 ¡1412.3 190 85.0 148 ¡11.5
ProDisc-C 272 124.1 218 ¡460.0 183 1068.5 134 ¡1383.1 193 86.4 148 ¡12.5

C4 GHBMC 297 162.8 219 ¡740.1 178 1286.1 135 ¡1372.1 193 96.8 150 ¡35.1
Prestige ST 300 192.8 227 ¡781.3 178 1275.3 135 ¡1395.1 193 97.4 150 ¡35.0
ProDisc-C 300 225.2 219 ¡790.1 180 1276.7 135 ¡1359.0 195 101.5 150 ¡36.4

C5 GHBMC 300 149.3 217 ¡740.8 178 1348.7 134 ¡1345.9 195 106.7 150 ¡40.3
Prestige ST 300 173.5 226 ¡782.2 178 1347.2 135 ¡1367.7 196 107.7 150 ¡40.4
ProDisc-C 300 197.7 219 ¡797.5 178 1344.6 134 ¡1329.6 222 116.2 150 ¡41.9

C6 GHBMC 293 143.7 215 ¡636.9 178 1415.5 134 ¡1363.4 195 106.7 149 ¡33.7
Prestige ST 300 158.7 226 ¡674.6 178 1409.8 135 ¡1373.7 195 108.3 149 ¡33.9
ProDisc-C 300 210.9 217 ¡655.8 180 1403.6 134 ¡1329.9 218 114.5 149 ¡35.3

C7 GHBMC 179 204.7 138 ¡504.9 180 1426.0 134 ¡1344.7 196 110.7 149 ¡26.4
Prestige ST 180 221.0 138 ¡535.0 180 1392.8 135 ¡1411.6 197 112.1 149 ¡26.2
ProDisc-C 293 183.0 137 ¡540.8 181 1443.6 134 ¡1337.6 217 120.0 149 ¡27.5

Table 4. Neck injury criteria calculated for the upper and lower
cervical spine. The Nij was calculated for the upper neck (C1) and
the beam criterion was calculated for the lower neck (C7). An Nij
value of 1.0 corresponds to a 22% risk of an AIS 3C neck injury
[2,23]. A BC value of 1.0 corresponds to a 50% risk of AIS 2C
neck injury [5,7].
Simulation C1 FMVSS 208 C7 BC

GHBMC 0.35 0.98
Prestige ST 0.35 0.98
ProDisc-C 0.36 1.05

Figure 5. Cross-sectional AP shear forces, axial forces, and bend-
ing moments for the C6 level.

Figure 4. Cross-sectional AP shear forces, axial forces, and bend-
ing moments for the C5 level.
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Head and neck kinematics

Midsagittal head rotations were similar for the three
simulations with an initial period of extension followed
by a more pronounced period of flexion (Figure 9). Max-
imum head extension was almost identical for all simula-
tions. Maximum head flexion was almost identical
between the unmodified and Prestige ST simulations,
while the flexion magnitude was approximately 4.5�

greater in the ProDisc-C simulation (Table 9).
Comparison of cervical spine incremental kinematics

between the unmodified and implant simulations is pre-
sented in Figure 10. The spine curvature was reported at
specific points in time corresponding to major loading

and kinematic events in the unmodified simulation
(Table 10). Peak cross-sectional loading at the C7 level
was used. The overall curvature did not vary greatly
between the unmodified and implant simulations. For
all simulations, an S-shaped curvature was produced
during neck compression followed by a C-shaped curva-
ture during neck tension. The most notable difference in
curvature was seen at the time of maximum head flexion
for the ProDisc-C simulation. There appeared to be an
increase in rotation of C5 with respect to C6, increasing
flexion of the entire neck.

Interbody relative motion of C5-6 with respect to C6
is presented for each simulation in Figure 11. The
motion is described relative to the initial midsagittal

Table 5. Quantitative analysis of the cross-sectional neck loading
response of the Prestige ST and ProDisc-C models to the baseline
GHBMC model. The CORA rating system ranges from 0 (no corre-
lation) to 1 (perfect correlation).
Simulation Total rating VB level Transducer Corridor Correlation Overall

Prestige ST 0.988 C5 Fx 0.986 0.985 0.985
Fz 0.984 0.992 0.988
My 0.999 0.989 0.994

C6 Fx 0.981 0.977 0.979
Fz 0.988 0.992 0.990
My 0.998 0.987 0.992

ProDisc-C 0.909 C5 Fx 0.940 0.953 0.946
Fz 0.788 0.886 0.837
My 0.897 0.948 0.922

C6 Fx 0.963 0.965 0.964
Fz 0.805 0.903 0.854
My 0.906 0.949 0.928

Figure 6. Adjacent-level loading ratios at the time of maximum C7 cross-sectional (a) tension, (b) compression, (c) flexion, and (d)
extension.

Table 6. Adjacent-level, cross-sectional loading ratios calculated
at the times of maximum C7 tension, compression, flexion, and
extension.
Loading Simulation C1/C2 C2/C3 C3/C4 C4/C5 C5/C6 C6/C7

Tension GHBMC 0.82 0.85 0.82 0.95 0.95 0.97
Prestige ST 0.80 0.85 0.82 0.96 0.95 1.01
ProDisc-C 0.79 0.86 0.86 0.96 0.94 0.95

Compression GHBMC 0.82 0.81 1.02 1.02 0.99 1.01
Prestige ST 0.81 0.81 1.02 1.02 1.00 0.97
ProDisc-C 0.81 0.81 1.02 1.02 1.00 0.99

Flexion GHBMC 0.98 0.92 0.86 0.90 1.00 0.96
Prestige ST 0.97 0.92 0.85 0.90 1.00 0.96
ProDisc-C 0.95 0.91 0.78 0.86 1.01 0.95

Extension GHBMC 0.42 0.30 0.33 0.87 1.19 1.27
Prestige ST 0.37 0.29 0.33 0.87 1.18 1.28
ProDisc-C 0.49 0.34 0.34 0.87 1.18 1.28
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orientation of C5 with respect to C6 at t D 0 ms. Mini-
mal relative motion occurred in the simulations during
the initial 70 ms settling phase. Extension of the C5-6
interbody space occurred for the first 180 ms in all simu-
lations, with the greatest rotation occurring in the
implant simulations. By the time of maximum flexion
moment, t D 196 ms, the implant extension angles were
minimal. The time of maximum flexion moment for the
ProDisc-C simulation did not occur until t D 217 ms,
10�11 ms later than the unmodified and Prestige ST
simulations. Interbody flexion increased up to the time

of maximum head flexion, t D 231 ms, most noticeably
in the ProDisc-C simulation.

Discussion

Overall neck response

The introduction of a CTDR at the C5-6 level did not
appear to greatly alter the global neck response during a
simulated rotary-wing aircraft impact. Midsagittal head
rotation in the implant simulations was maintained in
both extension and flexion, though the peak flexion in
the ProDisc-C simulation was slightly larger than for the
other two simulations. The incremental, midsagittal cer-
vical spine kinematics for the implant simulations were
almost identical to the unmodified simulation up to the
time of maximum head flexion. Both S-shaped and C-
shaped bending were reported during the simulations,

Figure 7. Interbody (a) AP shear force and (b) axial force
reported in the C6 LCS. These forces were reported as cross-sec-
tional forces from the IVD in the non-modified GHBMC simula-
tion and as contact forces for both implant simulations.

Table 7. Peak C5-6 interbody loading reported in the C6 LCS.
AP shear (CFx) AP shear (-Fx) Compression (-Fz)

Simulation Time (ms) Force (N) Time (ms) Force (N) Time (ms) Force (N)

GHBMC 156 107.2 232 ¡395.3 222 ¡2085.2
Prestige ST 116 70.9 220 ¡1507.7 227 ¡1658.4
ProDisc-C 49 24.1 223 ¡1570.0 238 ¡1836.3

Table 8. Peak cross-sectional C5-6 cervical facet loading reported in the C6 LCS and average maximum capsule ligament strain.
AP shear (-Fx) Tension (CFz) Compression (-Fz)

Simulation Facet Time (ms) Force (N) Time (ms) Force (N) Time (ms) Force (N) Average maximum

GHBMC Left 153 ¡443.4 242 4.4 153 ¡437.0 6.4 § 2.9
Right 157 ¡428.2 ¡ ¡ 157 ¡422.6 3.9 § 1.9

Prestige ST Left 154 ¡424.4 246 29.9 154 ¡413.1 10.0§ 2.5
Right 154 ¡415.0 300 3.3 155 ¡403.9 5.6 § 1.6

ProDisc-C Left 153 ¡482.0 249 50.1 153 ¡448.3 14.1§ 3.3
Right 154 ¡475.1 258 12.5 154 ¡441.4 12.2§ 2.7

Figure 8. Left and right C5-6 cervical facet (a) AP shear force and
(b) axial force reported in the C6 LCS.
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similar to observations made in previous cadaver studies
[5,7]. Minimal difference was noted in the simulation
for adjacent-level loading ratios, indicating load trans-
mission through the neck was maintained. Injury criteria
calculations in the upper and lower neck were almost
identical in all simulations, indicating the risk of injury
did not appear to change due to the CTDRs. The calcu-
lated BC values in all simulations correspond to a proba-
bility of an AIS 2C neck injury, indicating that this type
of impact, while survivable, is not benign.

Adjacent-level response

The C5-6 adjacent-level, cross-sectional loading was
maintained with the CTDRs, as was evident by the quan-
titative analysis comparison. The largest discrepancy
occurred in the axial loading phase of the ProDisc-C sim-
ulation, most notably during the last 100 ms of the event.
All simulations produced a similar flexion moment pla-
teau period, however, the moment in the ProDisc-C sim-
ulation remained larger than the other simulations
during this time. Additionally, the peak flexion moment
occurred at the end of the plateau for the ProDisc-C sim-
ulation, unlike in the unmodified and Prestige ST simula-
tions. Some of the differences in adjacent-level loading
may be explained by the C5-6 relative motion. This dif-
ference in relative motion can be attributed to the differ-
ence in the degrees-of-freedom allowed by the CTDRs.
The Prestige ST permitted both rotation and AP transla-
tion while the ProDisc-C permitted rotation only.

While the initial 70 ms of settling and belt pretension-
ing had a negligible effect on the unmodified C5-6 orien-
tation, minimal extension occurred in both implant
simulations. The C5-6 segment in both implant simula-
tions remained more mobile than the unmodified simu-
lation throughout time, with the ProDisc-C segment
producing the greatest rotation and translation. This
increase in mobility and subsequent change in segment
kinematics is most likely responsible for any deviation in
adjacent-level, cross-sectional loading from the unmodi-
fied simulation.

Even though the kinematics of the GHBMC cervical
spine have been previously validated in numerous

Figure 9. Rotation of the head centre of gravity in the midsagit-
tal plane.

Table 9. Peak midsagittal head rotation for extension and
flexion.

Maximum head extension Maximum head flexion

Simulation Time (ms) Rotation (deg) Time (ms) Rotation (deg)

GHBMC 146 11.3 231 ¡53.8
Prestige ST 147 11.7 234 ¡53.4
ProDisc-C 147 11.9 234 ¡58.3

Figure 10. Incremental, midsagittal kinematics of the cervical
spine for the (a) Prestige ST and (b) ProDisc-C simulations. The
position of the local origin for each vertebra is plotted with
respect to the C7 local origin, at different points in time. The
solid lines represent the kinematics of the non-modified GHBMC
simulation while the dashed lines represent the kinematics of
the respective implant simulation.

Table 10. Timing of major loading and kinematic events for the
non-modified GHBMC simulation.
Event Time (ms)

Sled pulse initiation 70
Max compression 134
Max extension moment 149
Onset of head flexion 167
Max tension 180
Max flexion moment 196
Max head flexion 231

8 N. A. WHITE ET AL.
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Figure 11. Relative C5-6 interbody midsagittal motion with respect to C6 at (a) sled pulse onset, (b) maximum compression, (c) maxi-
mum extension moment, (d) maximum tension, (e) maximum flexion moment (GHBMC and Prestige ST simulations), and (f) maximum
head flexion. For reference purposes, the initial orientation of the non-modified GHBMC C5-6 interbody space (t D 0 ms) was included
in all plots.
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loading scenarios, a limitation of this study is that there
is no direct validation of the cervical spine with CTDRs.
However, the simulated kinematics of both the ball-and-
trough Prestige ST and the ball-and-socket ProDisc-C
appear physically appropriate. Additionally, the simu-
lated range of motion (ROM) of the modified spinal seg-
ment can be indirectly validated against several cadaver,
volunteer, and FE studies. Increased mobility at the
implant level has been previously reported in cadaver,
volunteer, and FE studies. Chang et al. [12] evaluated
the ROM of cadaver cervical spines with a Prestige II
and ProDisc-C implanted at the C6-7 level. The ROM
increased at the surgically treated segment in both
implant specimens as compared to the intact spine, with
the ProDisc-C producing the greatest increase in flexion
and extension. FE studies have also found that introduc-
tion of a CTDR increased the ROM in midsagittal bend-
ing [41,68]. A volunteer, in vivo study conducted by
Kowalczyk et al. [39] investigated the effect of arthro-
plasty on spinal kinematics. The Prestige LP implant
was found to preserve segmental ROM, while the Pro-
Disc-C either maintained or increased the ROM. A simi-
lar finding was reported by Bertagnoli et al. [8] where
flexion ROM was evaluated pre- and post-arthroplasty.
Segmental rotation was found to increase from 4� to 12�

with implantation of the ProDisc-C.

Interbody loading

Many of the peak interbody loads correspond to distinct
events visualised in the simulation. In the Prestige ST
simulation, positive AP shear force starts with the onset
of the sled pulse at 70 ms and peaks at 116 ms when the
implant ball reaches the posterior end of the trough.
Unable to translate any farther, the ball rotates in place
until approximately 128 ms. The AP shear force polarity
reverses at this point as the ball translates anteriorly. The
ball contacts the end of the trough at 220 ms, correspond-
ing with the peak negative AP shear force. The implant
continues to rotate in place, flexing the C5-6 segment. As
this implant is unable to sustain any tension by design,
compression was the sole mode of axial loading. Peak
compression occurred 7 ms after the peak negative AP
shear force, the apparent time of maximum implant rota-
tion. Interbody loading decreases to zero at approximately
287 ms, at which point separation between the ball and
trough was visualised. Tension in adjacent-level, cross
sections, caused by the relative motion of the head with
respect to the torso, was responsible for this separation.
Separation did not occur earlier in the simulation due to
flexion-induced compression experienced by the implant.

Unlike the Prestige ST simulation, the ProDisc-C
simulation produced negligible AP shear force between

t D 70 ms and t D 100 ms. During this 30 ms time
period, rotation in the form of extension occurred, pro-
ducing only axial compression. As the extension
moment increases at both vertebral levels, the interbody
AP shear force becomes negative, corresponding to the
compression of the posterior aspect of the semi-spherical
inlay. The negative AP shear force increased with onset
of flexion in the neck, reaching its peak at 223 ms. Both
the peak rotation and axial load occurred approximately
15 ms later. While the design of the ProDisc-C allows
for rotation only, some AP translation occurred as a
result of inlay deformation. Interbody loading decreased
to zero at approximately 278 ms, at which point separa-
tion between the ball and socket was visualised. Tension
in adjacent-level, cross sections, caused by relative head
motion, was responsible for this separation. As with the
Prestige ST simulation, separation did not occur earlier
in the ProDisc-C simulation due to flexion-induced
compression experienced by the implant.

Interbody loading though the IVD in the unmodified
simulation differed from the loading in the implant sim-
ulations. The IVD allowed for simultaneous points of
attachment to the adjacent vertebrae as opposed to the
single point of contact for the CTDRs. A positive AP
shear force was produced for the first 175 ms followed
by a negative AP shear force lower in magnitude than
for the implant simulations. The peak compression was
noticeably larger in the unmodified simulation, aligning
closer in time with the Prestige ST peak than the Pro-
Disc-C peak. The larger compressive force helped to
limit the overall rotation of the vertebral segment, poten-
tially protecting the facets from increased loading.
Unlike the CTDRs, the IVD was capable of supporting
tension, though only approximately 5 N of tension
occurred at the end of the simulation.

Facet loading

Due to geometrical symmetry, purely midsagittal motion
of the head and neck should produce equal loading of the
left and right facets for any given cervical level. However,
a divergence in loading between the left and right facets
at C5-6 was noted for all simulations. Midsagittal head
and neck flexion was the dominant form of motion in
the simulations; however, a small amount of lateral rota-
tion occurred at the C5-6 segment. This lateral rotation
accounted for the difference in facet loading, most nota-
bly in the unmodified and Prestige ST simulations. All
three simulations experienced tension in the facet capsu-
les; however, this load was much more prominent in the
implant simulations, particularly for the left facets. The
increased midsagittal rotation of the C5-6 segment with
either implant appears to have increased the facet tension.
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Failure from quasi-static retraction of the human cer-
vical facet capsule ligament has been previously reported
[40]. The average load for gross failure, partial failure,
and ligament yielding was 61.81 § 26.40, 45.81 § 22.99,
and 30.65 § 25.54 N, respectively. While both the Pres-
tige ST and ProDisc-C left facet tension reached these
potentially injurious levels in the simulations, it should
be noted that this loading only lasted for approximately
40 ms. Due to this dynamic loading environment, it may
not be best to compare the loads with those of a quasi-
static experiment run at 0.5 mm/s. Dynamic tests con-
ducted at 150�250 s¡1, comparable to the actual strain
rate experienced in the cervical facet during a 20 g fron-
tal automobile impact, have yielded a failure force of
286 § 73 N [48]. These simulated facet loads fell well
below the dynamic failure range.

Ligament failure is built into the cervical facet capsule
material model such that sequential beam deletion
occurs at predefined average failure distraction levels
[72]. Failure of the C5-6 facet capsule did not occur in
any of the simulations. Cervical facet strain is also a
common metric used to predict both ligament failure
and potential for persistent neck pain. In the simula-
tions, the distraction of each C5-6 cervical capsule beam
element was extracted and divided by the neutral liga-
ment length to calculate the strain [56,72]. The results of
dynamic experimental tests found the average failure
strain of the cervical facet capsule to be 111.0 § 46%,
well above the average maximum strains calculated in
the simulations [48]. Facet capsule strain of 45.0 §
15.1% has been shown to correlate with persistent nerve
after discharge in the caprine surrogate model, leading
to persisting pain [11,44]. Again, the maximum tensile
strain in the simulations did not approach this injurious
range. While any tension in the cervical facet capsule
has potential to cause injury, the increased loads in the
CTDR simulations did not appear to reach injurious
levels.

Conclusions

The effects of cervical arthroplasty on neck response
during a simulated rotary-wing aircraft impact have
been examined. Upper and lower neck loading and head
kinematics were only minimally affected with the intro-
duction of a CTDR at the C5-6 cervical level. Neck
injury criteria calculations were almost identical between
the unmodified and implant simulation. Quantitative
analysis of the adjacent-level, cross-sectional neck load-
ing above and below the site of the CTDRs showed very
little difference with the adjacent-level loading of the
IVD in the unmodified simulation. The AP shear C5-6
interbody force was greater for the CTDRs than IVD,

though the axial compression was greatest for the IVD.
The C5-6 interbody kinematics were slightly altered
with the CTDRs, with an increase in ROM in both flex-
ion and extension. Additionally, the CTDRs were inca-
pable of supporting tension, allowing for interbody
separation to occur. This increased mobility created ten-
sion in the C5-6 facets not seen in the unmodified simu-
lation. While tension in the facet capsules may lead to
injury, the reported loads and strains did not appear to
reach any established injury thresholds. Overall, cervical
arthroplasty at the C5-6 level did not appear to have a
deleterious effect on the dynamic neck response during
a simulated rotary-wing aircraft impact.
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