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Computational identification and analysis of
signaling subnetworks with distinct functional
roles in the regulation of TNF production†‡

Maurizio Tomaiuolo,§a Melissa Kottke,b Ronald W. Matheny Jr.,b Jaques Reifman*a

and Alexander Y. Mitrophanova

Inflammation is a complex process driven by the coordinated action of a vast number of pro- and anti-

inflammatory molecular mediators. While experimental studies have provided an abundance of

information about the properties and mechanisms of action of individual mediators, essential system-

level regulatory patterns that determine the time-course of inflammation are not sufficiently understood.

In particular, it is not known how the contributions from distinct signaling pathways involved in cytokine

regulation combine to shape the overall inflammatory response over different time scales. We investigated

the kinetics of the intra- and extracellular signaling network controlling the production of the essential

pro-inflammatory cytokine, tumor necrosis factor (TNF), and its anti-inflammatory counterpart, interleukin

10 (IL-10), in a macrophage culture. To tackle the intrinsic complexity of the network, we employed a

computational modeling approach using the available literature data about specific molecular interactions.

Our computational model successfully captured experimentally observed short- and long-term kinetics of

key inflammatory mediators. Subsequent model analysis showed that distinct subnetworks regulate IL-10

production by impacting different temporal phases of the cAMP response element-binding protein (CREB)

phosphorylation. Moreover, the model revealed that functionally similar inhibitory control circuits regulate

the early and late activation phases of nuclear factor kB and CREB. Finally, we identified and investigated

distinct signaling subnetworks that independently control the peak height and tail height of the TNF

temporal trajectories. The knowledge of such subnetwork-specific regulatory effects may facilitate

therapeutic interventions aimed at precise modulation of the inflammatory response.

Background

The inflammatory process is the initial and critical phase of the
mammalian response to injury and infection, and is necessary
for tissue repair.1 It involves the recruitment of several types
of inflammatory cells and the production of both pro- and

anti-inflammatory molecular mediators, many of which are
categorized as cytokines.2 The coordinated balance in the
dynamics of these mediators determines the inflammation status
of the tissue after injury. Uncontrolled production of inflam-
matory mediators results in undesired and pathological out-
comes, such as chronic inflammation and sepsis.3,4 Therefore,
an understanding of inflammatory response regulation is key for
the development of enhanced therapeutic anti-inflammatory
strategies.

A large number of molecular mediators are known to be
involved in inflammation. Among them, tumor necrosis factor
(TNF-a, or simply TNF) is known as the primary extracellular
pro-inflammatory cytokine, whose expression plays a central role
in the activation of inflammation.5 TNF is produced by different
cell types, but its major source is macrophages. Exposure to
bacterial lipopolysaccharide (LPS), which is the most frequently
used inflammatory trigger for both in vitro and in vivo experi-
mental studies, elicits robust production of TNF by macrophages.
A lack of TNF expression leads to a disorganized inflammatory
response, which could result in death,6 impaired bone repair,7
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or increased susceptibility to infection,8 while excessive pro-
duction of TNF may lead to tissue damage.9

The activity of anti-inflammatory mediators is necessary
to prevent the damage inflicted by an otherwise unrestrained
inflammatory response. In particular, interleukin 10 (IL-10) is
an essential anti-inflammatory cytokine with important clinical
applications.10,11 The signaling downstream of IL-10 inhibits
pro-inflammatory cytokine production,12 thereby acting as a
tissue protector. The LPS challenge in macrophages initiates a
cascade of reactions that leads to the temporally regulated
production of both TNF and IL-10. While TNF controls the
initial phase of the inflammatory response, the expression of
IL-10 serves as a negative feedback mechanism that down-
regulates TNF expression.

Research using both in vitro and in vivo systems has generated
a wealth of mechanistic information regarding inflammatory
signaling and its regulation by cytokines.2,13 This accumulated
evidence renders inflammation as a process of immense com-
plexity involving dozens (or perhaps hundreds) of functional
elements engaged in intricate interactions. While it is known
that the normal (i.e., physiological) resolution of inflammation
results from the action of dedicated molecular mechanisms,14

the contributions of distinct mechanisms to different phases of
inflammation resolution are unknown. Specifically, it is not
known how the interactions of the stimulatory and inhibitory
signaling circuits acting on different time scales shape the long-
term dynamics (occurring over dozens of hours) of key pro-
inflammatory mediators, such as TNF. Yet, it is the details
of this long-term regulation that often define the difference
between normal and pathological inflammation.15

Here, we attempted to address these challenges by using a
research strategy that relied on computational modeling. Such
an approach offers unique advantages for the integration of
diverse data sets to develop a consistent representation of inflam-
matory signaling. Whereas computational models have been used
to investigate different aspects of the inflammatory process, the
majority of published studies focus on the short-term regulation
of a key transcription factor16–20 or examine inflammation without
detailed intracellular reactions.21–29 None, however, have examined
the long-term regulation of inflammation by key intracellular
signaling pathways.

Many mechanistic details of the signaling networks involved
in the long-term inflammatory response are yet unresolved. We
thus attempted to determine whether a self-consistent network
of molecular interactions and the corresponding kinetic model
could be constructed to reproduce a broad spectrum of experi-
mental findings describing the short- and long-term inflam-
matory response. We performed an extensive literature analysis
and used it as a basis to develop a mathematical model reflecting
the biochemical reactions occurring in LPS-challenged macro-
phages and leading to the production of pro-inflammatory
(i.e., TNF) and anti-inflammatory (i.e., IL-10) cytokines. We
used the model to gain insights into the mechanistic regulation
of the long-term inflammatory response. Analysis of our
model’s network topology revealed functional similarities
between the transcriptional control of TNF and that of IL-10.

These similarities lie in the two inhibitory mechanisms regulating
the activity of nuclear factor kB (NF-kB) and cAMP response
element-binding protein (CREB), which act as transcription factors
regulating the production of TNF and IL-10, respectively. Further-
more, we found that the temporal regulation of IL-10 production
can be naturally decomposed into two phases. The first phase
is controlled by the mitogen-activated protein kinase kinase
(MKK)-dependent signaling subnetwork, which is regulated only
by intracellular mediators. In contrast, the second phase is con-
trolled by the interferon-b (IFN-b)-dependent subnetwork, which is
regulated by both intracellular and extracellular mediators. Finally,
we found that the peak height and tail height of the TNF temporal
trajectories are controlled by distinct signaling subnetworks.
Specifically, the peak height is controlled by the direct negative
feedback exerted by the protein IkBa on NF-kB, whereas the tail
height is controlled by the negative feedback exerted by IL-10 on
TNF transcription. This study suggests the possibility to indepen-
dently regulate distinct quantitative features of inflammatory
mediators’ temporal trajectories, and highlights approaches for
fine-tuning the inflammatory response.

Materials and methods
Computational model and simulations

We constructed a computational model that simulates the LPS-
induced inflammatory response in a macrophage culture.
Specifically, the model reflects key biochemical reactions that
connect the extracellular concentrations of LPS and TNF with the
nuclear localization of the transcription factors NF-kB and CREB,
as well as with the subsequent synthesis of pro-inflammatory
(i.e., TNF) and anti-inflammatory (i.e., IFN-b and IL-10) cytokines.
The model is based on mass action kinetics and comprises
78 coupled ordinary differential equations (ODEs), each of which
expresses the rate of change in the concentration of a bio-
chemical species. The model’s input is the extracellular LPS
concentration and its output is the concentration time course
(i.e., kinetic trajectory) for each biochemical species considered.
The model contains 192 parameters (Table S1, ESI‡) representing
the rates of different molecular and cellular processes, such as
enzyme–substrate association/dissociation and cytokine produc-
tion/degradation. Where possible, we included the reactions and
equations from previously developed models.16,18,19,21 All compu-
tational analyses were performed in the software suite MATLAB
R2014a (MathWorks, Natick, MA), and the ODEs were solved
using the ODE15S solver with an absolute tolerance of 10�8 mM
and a relative tolerance of 10�6.

The expression of many inflammatory genes is activated in a
specific temporal order, which previous studies (see, e.g., ref. 16)
modeled using ad hoc time delays. Recently published experimental
data demonstrated that the transcription of NF-kB-activated genes,
such as nfkbia, nfkbie, tnf, and tnfaip3, is initiated simultaneously,
whereas their expression timing differences are caused by splicing
delays.30 To reflect this mechanism, we modeled the temporally
ordered gene activation process by including model variables for
immature mRNA (pre-mRNA), mRNA bound to the spliceosome
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complex (smRNA), and mature mRNA. We modeled gene transcrip-
tion regulation using the equations defined as follows:

f ðxÞ ¼ vxn

kn þ xn
; (1)

d½pre-mRNA�
dt

¼ f ðxÞ þ gconst
� gdecay þ gbind
� �

½pre-mRNA�: (2)

In eqn (1), f (x) represents the transcription rate of the gene in
question, and x denotes the concentration of the corresponding
transcription activator. The parameter v denotes the maximum
transcription rate, k denotes the value of x at which half of the
maximum rate is achieved, and n is the Hill coefficient.31,32

Eqn (2) shows a typical model ODE describing gene transcription
kinetics; the brackets in the equation denote species concentration.
In eqn (2), gconst denotes the baseline rate of gene transcription,
gdecay denotes the pre-mRNA decay rate, and gbind denotes the rate
at which pre-mRNA binds with the spliceosome complex.

We modeled the transition from pre-mRNA to smRNA in the
following way:

d½smRNA�
dt

¼ gbind½pre-mRNA� � rrelease½smRNA�; (3)

where rrelease denotes the rate at which mature mRNA is released
from the spliceosome complex. To simplify the model, in eqn (3)
we assumed that there is no unbinding of pre-mRNA from the
spliceosome complex. We simulated the transition from smRNA to
mRNA in a similar way. To reflect the presence of splicing delays,
the rrelease values were chosen to be small.

For all transcription factors in the model, we used eqn (1)
with the same k and n values, which were selected so that the
behavior of f (x) was nearly linear in the concentration range
0–100 nM. In contrast, the value of v was optimized for each
individual transcription factor. We used the same approach
(with the same set of k and n values) to model two additional
processes. One of them was enzyme recruitment when the inter-
mediate steps of this process were not included in the model, as
in the case of the activation of myeloid differentiation primary
response protein 88 (MyD88) and TIR-domain-containing
adapter-inducing interferon-b (TRIF)-dependent TNF receptor-
associated factor 6 (TRAF6). The second process was the LPS-
induced internalization of the TNF receptor.33

Our model reflected the IL-10-dependent inhibition of the
TNF production. To achieve this, we modeled the signal trans-
ducer and activator of transcription 3 (STAT3)-dependent pro-
duction of a repressor protein (REP) inhibiting NF-kB binding
to the tnf promoter. While it is known that IL-10-mediated TNF
inhibition is regulated by STAT3-dependent gene transcription,
the exact regulatory mechanism or protein is not known.34,35

For this reason, the REP protein in our model represents a
‘‘placeholder’’ protein. We modeled the IL-10-mediated TNF
inhibition using a linear function of the REP concentration:

gð½REP�Þ ¼
arep � ½REP�

�
brep; ½REP� � arepbrep;

0; ½REP�4 arepbrep;

(
(4)

where arep is the parameter defining the value of the function
when [REP] = 0, and brep reflects the inverse of the inhibition
strength. We chose to use the linear function in eqn (4) rather
than the more commonly used hyperbolic function31,32 because
the former allowed for better control over the considered range
of REP concentrations. The function h(NF-kB, REP) describing
the TNF production rate is the product of the right-hand sides
of eqn (1) and (4).

The initial concentrations for the biochemical species are
defined in the model initial conditions. The initial conditions
for model simulations were obtained as follows. We ran each
simulation using a specific set of model parameters that corre-
sponded to the wild type (WT) or to a specific gene knockout. For
each specified parameter set, we first ran a simulation in the
absence of any stimulatory challenge (i.e., no LPS) until it
reached a steady state. In such a simulation, the initial concen-
trations of NF-kB, inactive IkB kinase (IKK), inactive transform-
ing growth factor b activated kinase-1 (TAK1), and unbound
toll-like receptor 4 (TLR4) were set to 0.125, 0.1, 0.1, and 0.1 mM,
respectively [the concentrations for the first three species were
taken from a previous study,16 and the unbound TLR4 concen-
tration was assumed]. All other species in such a simulation
were initialized at zero. From this simulation, we obtained the
steady-state values of the species concentrations. We then used
these steady-state values as initial conditions to simulate a
challenge with 10 ng ml�1 of LPS.

We accounted for the dilution effect for the proteins being
released into the extracellular compartment by multiplying the
protein concentration by a constant. This multiplication
effected the conversion of the intracellular to the extracellular
concentrations, assuming spherical cells with a 10 mm radius
and a volume of 4.18 � 10�9 ml.

Model parameter values and global optimization

Table S1 (ESI‡) gives the names, values, units, descriptions, and
references for all the model parameters. The numerical values of
the parameters were taken from available literature, assumed, or
fitted (59, 54, and 79 parameters, respectively, of the total 192
parameters). We used assumed or fitted values for the parameters
whose values could not be derived directly from available pub-
lished data. We reflected the kinetics of some species by modeling
the transition from an active (e.g., phosphorylated or bound to an
activating ligand) to an inactive state, but we did not explicitly
model their synthesis and degradation. Thus, we assumed that
the total concentration of such species did not change over time;
here, we refer to them as ‘‘conserved species’’. As done in other
studies,16,17,36 the total concentration of every conserved species
was assumed to be 0.1 mM. We also assumed the values of the
parameters representing the rates that were not critical for our
model development. For example, the degradation of pre-mRNA
was not considered, and thus the parameter value representing
the rate of this process was set to zero. The binding of all the pre-
mRNA species to the spliceosome complex is fast,30 thus, for all
such binding rates, we assumed a single large value that was
obtained after manual parameter tuning to match model output
to available experimental data (Fig. S1, ESI‡). We tuned all the
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remaining parameters using the particle swarm constrained global
optimization method,37 which is a population-based stochastic
optimization technique, implemented in the MATLAB toolbox
SBTOOLBOX2.38 We defined the lower and upper bounds for the
parameters that needed tuning to be one order of magnitude
below and above, respectively, a reference value characterizing a
similar biological process for which the corresponding parameter
value was known. For example, the measured value of the TNF
mRNA degradation rate was 0.014 s�1.39 To calibrate the unknown
value of the IFN-b mRNA degradation rate, we set the lower and
upper bounds for this parameter to 0.001 and 0.1 s�1, respectively.
The data used for the calibration procedure are referenced in the
caption of Fig. 2 and in the ‘‘Model calibration’’ subsection of the
Results section.

Sensitivity analysis

Given the uncertainty in some of the model’s parameter values, we
tested the robustness of the model using single-parameter sensitivity
analysis and global sensitivity analysis. To compute the single-
parameter sensitivities, each kinetic trajectory of each modeled
biochemical species was analyzed to extract four distinct quantitative
features of response timing and intensity: the trajectory peak height,
the peak time, the area under the curve, and the steady-state level.
These features are informative characteristics of kinetic trajectories
and are frequently used to analyze biological system behavior (see,
e.g., ref. 40 and 41). Logarithmic local sensitivities were calculated
according to the standard definition (see, e.g., ref. 23 and 31):

sij = q log Xi/q log pj = (dXi/Xi)/(dpj/pj), (5)

where Xi represents a quantitative feature calculated for the
model’s ith output variable, and pj denotes the model’s jth
parameter. The local sensitivity sij reflects the relative change in
the quantitative feature calculated for the model’s ith output
variable induced by a small relative change in the model’s jth
parameter. We approximated the derivatives in eqn (5) using a
central finite difference formula with parameter values varied
by �1% of their default value. Moreover, we used this same
formula to calculate sensitivities when parameter values were
perturbed by �50%. The global sensitivity analysis was per-
formed by computing the partial rank correlation coefficients
(PRCCs) between each parameter and each model variable
evaluated for the kinetic trajectories at different times.42 We
ran 50 000 simulations; for each simulation we generated a
random set of parameters using the Latin hypercube sampling
scheme, where the value of each parameter in the model was
drawn from a uniform distribution with 50% and 200% of the
default parameter value as lower and upper bounds, respectively.
We evaluated the PRCCs at four time points (namely, at 1, 12, 24,
and 48 hours) along the kinetic trajectory of each variable.

Results
Construction of the model network diagram

We used available literature data to construct a network
of biochemical reactions with the goal of reproducing and

predicting diverse experimental findings characterizing the
LPS-induced macrophage signaling response (Fig. 1). The net-
work comprised the biochemical reactions that facilitate the
modulation of the pro- and anti-inflammatory cytokine produc-
tion in response to an LPS challenge. To construct the network,
we integrated and analyzed information from dozens of journal
articles. In this process, whenever possible, we selected studies
that examined the impact of specific signaling pathways on the
inflammatory response in murine macrophages. As a result of
this literature analysis, we proposed a comprehensive, non-
redundant, and self-consistent picture of the short- and long-
term regulation of pro- and anti-inflammatory cytokines, which
is outlined below.

As shown in Fig. 1, LPS activates two cytoplasmic adaptor
proteins, MyD88 and TRIF.43 Activation of the MyD88-dependent
pathway leads to the recruitment of TRAF6 and TAK1.44 The
MyD88-independent pathway signals via TRIF after the inter-
nalization of the LPS:TLR4 complex.45 TAK1 activation results
in IKK recruitment, thereby leading to the degradation of IkB
proteins and freeing NF-kB to translocate to the nucleus and to

Fig. 1 Color-coded network diagram of the signaling pathways repre-
sented in our computational model. Every protein reflected in the model is
shown in the figure. The node coloring is provided to visually facilitate the
network structure interpretation. The two boxes for JAK1 reflect the
participation of JAK1 in distinct complexes with IFNAR and IL10R (i.e., with
the cell-surface receptors for IFN-b and IL-10, respectively). See the con-
struction of the model network diagram subsection of the Results section
for a detailed description of the network components and interactions.
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initiate gene transcription.46 Although NF-kB regulates the
transcription of many proteins, we restricted our attention to
IkBa, IkBe, alpha-induced protein 3 (A20), and TNF. Both IkBa
and IkBe act as direct negative feedback regulators of NF-kB via
sequestration.36 Indirect negative feedback on NF-kB is mediated
by A20 via IKK inhibition.47 We did not model other reported
inhibitory mechanisms mediated by A20,48,49 because they would
not affect the model’s behavior.

Two additional pathways are activated by LPS signaling,
resulting in the production of anti-inflammatory cytokines. The
first pathway (which we term the ‘‘MKK-dependent pathway’’)
leads to the sequential activation of TAK1, dual specificity
mitogen-activated protein kinase kinase (MKK) 3 and 6,
extracellular-signal-regulated kinase (ERK) 1 and 2, mitogen-
activated protein kinase (P38), and mitogen- and stress-activated
protein kinase (MSK) 1 and 2 (reviewed in ref. 50). For simplicity,
in our model we treated MKK3 and MKK6 as a single species
(labeled MKK3/6), and we did the same with ERK1 and ERK2
(labeled ERK1/2). MSK1 and MSK2 phosphorylate two transcrip-
tion factors.51 The first is cyclic AMP-dependent transcription
factor 1 (ATF1), which mediates the transcription of dual-
specificity phosphatase 1 (DUSP1), a negative regulator of P38
activity.52 The second is CREB, which mediates the IL-10 gene
(i.e., il10) transcription.

The second pathway (which we term the ‘‘IFN-b-dependent
pathway’’) activated by LPS is TRIF-dependent and involves the
recruitment of TANK-binding kinase 1 (TBK1), leading to the
phosphorylation of interferon regulatory factor 3 (IRF3) and
the expression of IFN-b.53 IFN-b signals via the Janus kinase
1 (JAK1), which is bound to the IFN-b receptor (IFNAR),54

phosphatidylinositol-3-kinase (PI3K), and glycogen synthase
kinase 3 (GSK3).55 PI3K inactivates the constitutively active GSK3,
which inhibits CREB phosphorylation. For modeling purposes,
we considered a lack of GSK3-induced CREB inhibition as a
CREB activation process.

Thus, we modeled two pathways that control the LPS-induced
IL-10 production: the MKK-dependent and the IFN-b-dependent
pathways. Immediately downstream of these pathways, IL-10
signals via its receptor (IL10R) and its receptor-associated JAK1,
which, in combination with its associated tyrosine kinase-2,
facilitates the phosphorylation of STAT3.56 This, in turn, leads
to TNF downregulation, although the precise mechanism of
this inhibition is unknown. In our model, STAT3 leads to
the transcription of the protein REP (see the Materials and
methods section) that acts as a repressor of the NF-kB-mediated
TNF production.

Model calibration

We calibrated our model by adjusting (i.e., fitting) its para-
meters using multiple in vitro data sets (from different research
groups) that were available for key model components. When-
ever possible, we used experimental data from LPS-challenged
murine macrophages, such as bone marrow derived macro-
phages, alveolar macrophages, or the RAW264.7 macrophage-
derived cell line. We favored published studies where the data
were recorded over a period of several hours to days.

LPS-induced TNF production and secretion occurs within
hours, a process followed by the production and secretion of
IL-10. The result is an increase and a subsequent decrease in
the TNF level. This level is modulated by IkBa/e-mediated
NF-kB inhibition in the short-term,57 and by IL-10-mediated
inhibition in the long-term,58 which is further investigated in
the following subsections. These dynamics were captured, both
quantitatively and qualitatively, by our model (Fig. 2A and B).
The initial delay in the simulated trajectory of IL-10 compared
to experimental data (Fig. 2B) could have resulted from missing
biochemical components in the model network diagram, from
an oversimplification of the IL-10 production mechanism, or
from the constraints of the multiple-parameter, multiple-data-
set fitting procedure. The simulated trajectory of secreted IFN-b
(Fig. 2C) was in a satisfactory agreement with the experimental
IFN-b data.59

Our model correctly reproduced the short-term dynamics of
the LPS-induced production of TNF mRNA (Fig. 2D) and TAK1
(Fig. 2E). The phosphorylation and dephosphorylation of TAK1
have been demonstrated experimentally,60 but they have not
been modeled computationally.21 TAK1 can be dephosphorylated
by several phosphatases.61–63 For modeling simplicity, we modeled
TAK1 inactivation as was previously done for IKK.19 The transient
activation of P38 was also matched reasonably well by our simu-
lated P38 trajectory (Fig. 2F).

We used available data on the dynamics of unspliced (pre-
mRNA) and spliced (mRNA) transcripts30 to computationally
reproduce the timing differences in protein expression (Fig. S1,
ESI‡). Thus, our model involves a causal mechanism to explain
observed kinetic differences, instead of using artificially introduced
delays lacking explanatory power.16 Moreover, our model accurately
reproduced the temporal trajectories of the intermediate species
following TAK1 activation. These signaling events were modeled
using the equations from previously published studies.16,19,21 As
expected, the model-simulated dynamics of IkBa, IkBe, A20, NF-kB,
and IKK were quantitatively and qualitatively similar to the
published results (results not shown).

Model validation

We performed model validation to ensure that our model
can facilitate predictive analyses. As validation data sets, we
selected four experimental studies in which different compo-
nents of the signaling network leading to IL-10 production were
blocked. LPS activates two biochemical pathways leading to the
production of IL-10, namely, the MKK-dependent pathway and
IFN-b-dependent pathway. The first pathway we analyzed was
the sequential activation of MKK, P38, and MSK1 occurring
after TAK1 activation (the MKK-dependent pathway, shown in
red in Fig. 1). In this pathway, MSK1 phosphorylates CREB,
thereby enabling it to translocate into the nucleus and initiate
IL-10 transcription. The importance of this pathway has been
established experimentally by blocking the IFN-b contribution
to CREB phosphorylation and measuring the IL-10 and IL-10
mRNA production either one time after 24 h53 or at several time
points.64 Our model correctly reproduced the results from both
of those studies (Fig. 3A and B, respectively).
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The second pathway we considered was the sequential activa-
tion of TRIF, TBK, and IRF3 occurring after LPS-induced activa-
tion (the IFN-b-dependent pathway, shown in blue in Fig. 1). In
this pathway, phosphorylated IRF3 initiates the transcription of
IFN-b, which, once secreted, binds to its receptor and activates a
JAK1-dependent signaling pathway, resulting in CREB phosphoryl-
ation. The contribution of this pathway to IL-10 production has
been tested by challenging dendritic cells with IFN-b while
blocking the GSK3 kinase downstream of IFN-b,55 which resulted
in an attenuated production of IL-10. To reproduce this result,
we assumed an incomplete blockage of GSK3 activity (90%), and
under this assumption, the model predictions were in a good
agreement with the experimental data (Fig. 3C). In a different
study, the contribution of the MKK pathway was removed by
blocking the kinases MSK, and the contribution of the LPS-
induced, IFN-b-dependent IL-10 production was measured.51

This resulted in delayed IL-10 synthesis, which occurred because
the synthesis and secretion of IFN-b needed to occur first. The
delayed synthesis of IL-10 was captured by our model with some
quantitative discrepancies (Fig. 3D). This disagreement between
the model and the data could have resulted from network
structure simplifications in the model, from the imperfections
of our model calibration strategy, or from inter-laboratory and
inter-assay variability in the data sets used to calibrate and
validate the model. Overall, however, the model satisfactorily
reproduced the experimental behavior from a variety of genetic
and pharmacologic perturbations (Fig. 3).

We tested the robustness of the model to parameter variations
using local and global sensitivity analysis (see the Materials and
methods section). A small value of the sensitivities, usually less

than 3, indicates that the corresponding model variable is robust
to a small perturbation in a parameter value and, therefore, the
uncertainty in that parameter’s value is unlikely to strongly affect
the results.23 We used two different perturbation magnitudes
(namely, 1% and 50% of the default parameter value) and
computed the local sensitivities for the quantitative features
calculated for the species’ temporal trajectories. We found that
our model was robust to local perturbations for all the four
features considered, i.e., the trajectory peak height, the peak
time, the area under the curve, and the steady-state level
(Fig. S2 and S3, ESI‡). Indeed, only 0.13% and 12% (for the
1% and 50% perturbation magnitudes, respectively) of the
59 904 computed sensitivity values exceeded a threshold value
of 3. We also evaluated how the entire simulated trajectory of
selected species (i.e., TNF, NF-kB, IFN-b, and IL-10) was modi-
fied after perturbing the values of each parameter in the model
by �50%. These selected species demonstrated a reasonable
sensitivity to perturbations (Fig. S4, ESI‡). Taken together,
these results demonstrate that the uncertainty in the parameter
values is expected to only moderately affect the conclusions
derived from our modeling results.

The results of the global sensitivity analysis evaluated at 1,
12, 24, and 48 h (Fig. S5–S8, ESI‡) can be briefly summarized as
follows. First, the majority of the parameters had little or no
effect on the model behavior. Indeed, 13 662, 13 700, 13 701,
and 13 723 PRCCs (out of a total of 14 976, evaluated at 1, 12, 24,
and 48 h, respectively) did not exceed 0.5. Second, only a
few parameters (controlling gene transcription rates) affected
the kinetic trajectories of Z20 biochemical species (out of
a total of 78), which was reflected by the corresponding

Fig. 2 Model calibration. Shown are experimental traces (dashed lines), with error bars where available, and model fits (solid lines). (A and B) Extracellular
TNF and IL-10 concentrations, respectively, measured from bone marrow-derived macrophages challenged with LPS (100 ng ml�1) for 48 h.58

(C) Extracellular IFN-b concentrations, measured from RAW264.7 cells challenged with LPS (10 ng ml�1) for 12 h.59 (D) TNF mRNA concentrations measured
from RAW264.7 cells challenged with LPS (100 ng ml�1) for 4 h.83 (E) Phos-TAK1/total TAK1 concentrations measured from bone marrow-derived
macrophages challenged with LPS (100 ng ml�1) for 1 h.60 (F) Phos-P38/total P38 concentrations measured from RAW 264.7 cells challenged with LPS
(250 ng ml�1) for 1 h.84 In panels D, E, and F, the concentrations of the selected species are shown in normalized arbitrary units obtained by first reducing all
values of a particular species by subtracting the minimum of that species, and then dividing all values of the species by the maximum value of that species.
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parameter-species PRCC exceeding 0.5. Specifically, this condi-
tion was satisfied for 3, 3, 3, and 5 parameters (out of a total
of 192) evaluated at 1, 12, 24, and 48 h, respectively. Third,
some parameters affected the kinetics of biochemical species
(PRCC 4 0.5) only at early, but not at late, time points, or vice
versa (563 of the combined 59 904 PRCCs evaluated for all
4 considered times). To sum up, both local and global sensi-
tivity analyses showed that our model is generally robust to
parameter perturbations.

Distinct pathways control different temporal phases of CREB
phosphorylation

The transcription factor CREB can be phosphorylated by distinct
kinases that are under the control of different signaling path-
ways (Fig. 4A). Here, we examined how the topology of those
pathways shapes the kinetics of LPS-induced il10 gene transcrip-
tion via CREB phosphorylation.

First, we eliminated the contribution of the MSK1 pathway
to CREB phosphorylation, which was accomplished by setting
the MSK1 initial concentration to zero. As a result, the activa-
tion of CREB was delayed. This delay occurred because CREB
phosphorylation became entirely dependent on the IFN-b-
activated pathway, which needed IFN-b synthesis and secretion
to occur first. This result implies that the initial rise in CREB
phosphorylation is controlled primarily by MSK1 (Fig. 4B, red
dash-dotted line).

Second, we simulated the absence of DUSP1 by setting to
zero the dusp1 gene transcription rate. Our simulation showed
that the inhibition exerted by DUSP1 on the P38 kinase activity
limited the short-term CREB phosphorylation. Without DUSP1,
P38 remained active for a longer time period, and thus CREB
phosphorylation continued to occur over a longer period of
time compared to the control case (Fig. 4B, blue dashed line).

Third, we simulated the absence of IFN-b by setting to zero
the ifnb1 gene transcription rate. CREB phosphorylation showed
a fast increase followed by a decrease, which were MSK1- and
DUSP1-dependent, respectively. Thus, the long-term dynamics of
CREB phosphorylation are controlled by IFN-b, and the contri-
bution of the IFN-b-dependent pathway controls the sustained
activation of CREB (Fig. 4B, green dotted line).

In sum, the simulated trajectory of LPS-induced CREB
phosphorylation appeared to be shaped by the interactions of
distinct biological mechanisms acting on different temporal
phases of CREB phosphorylation and, consequently, of il10 gene
transcription (Fig. 4C).

NF-jB and CREB are modulated by functionally similar,
but structurally different, inhibition mechanisms

Temporal regulation via negative feedback has been demon-
strated experimentally for LPS-induced NF-kB translocation
to the nucleus. After an LPS challenge, NF-kB is activated and
controls the transcription of several genes, including two genes,
nfkbia and tnfaip3, that encode the proteins IkBa and A20,
respectively, which mediate NF-kB inhibition (Fig. 5A). Specifically,
IkBa controls the short-term inhibition, while A20 controls
the long-term inhibition of NF-kB.16 Interestingly, our model
predicted a functionally similar, but structurally different,
negative regulation of CREB phosphorylation (Fig. 5A and B),
as described below.

In our simulations, upregulation of IkBa (by changing the
NF-kB-induced transcription rate of the nfkbia gene) led to
diminished short-term NF-kB translocation to the nucleus.
Conversely, IkBa downregulation led to increased short-term
NF-kB activity (Fig. 5C). In contrast, the modulation of A20
expression (by changing the NF-kB-induced transcription rate

Fig. 3 Model validation: IFN-b-dependent and MKK-dependent pathway
contributions to IL-10 production. In all panels black bars represent
published data, whereas white bars are the results of simulations using
the calibrated model. We normalized both experimental and simulated
values for comparison purposes. Normalization was obtained by first
reducing all values of a species by subtracting the minimum of that
species, and then dividing all values of the species by the maximum value
of that species. In all studies, ‘‘WT’’ (wild type) represents the control case,
which was simulated using the default values of the model parameters.
(A) IL-10 measured from bone marrow-derived macrophages challenged
with LPS (100 ng ml�1) for 24 h.53 The labels ‘‘TRIF,’’ ‘‘IRF3,’’ and ‘‘IFNAR’’
refer to specific knockouts of proteins upstream of IFN-b synthesis (i.e.,
TRIF and IRF3) or of the IFN-b receptor (i.e., IFNAR). All the knockout
conditions abrogate the IFN-b-dependent pathway contribution to IL-10
production. The knockout conditions were simulated by setting to zero
the model parameters representing total concentrations of TRIF, IRF3,
or IFNAR. (B) IL-10 mRNA measured from bone marrow-derived macro-
phages challenged with LPS (100 ng ml�1) for up to 24 h.64 Both the
experimental data and the simulations show the relative amount of the
IL-10 mRNA for the IFN-b receptor knockout with respect to that for the
control case at different time points. The receptor knockout condition was
simulated by setting to zero the model parameter representing the total
IFNAR concentration. (C) IL-10 measured from dendritic cells challenged
with IFN-b (1000 IU ml�1) for 24 h.55 ‘‘GSK3 knockin’’ represents a genetic
modification that prevents the phosphorylation (and, therefore, deactiva-
tion) of the constitutively active inhibitory kinase GSK3. This knockin
condition was simulated by a 90% reduction in the parameter reflecting
the inhibitory activity of PI3K towards GSK3. (D) IL-10 measured from bone
marrow-derived macrophages challenged with LPS (100 ng ml�1) for 8 h.51

Both the experimental data and the simulations show the ratio of the IL-10
concentration for the MSK double knockout to that for the control case at
each measured time point. The double knockout condition was simulated
by setting to zero the concentration of MSK1/2.

Molecular BioSystems Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Ja

nu
ar

y 
20

16
. D

ow
nl

oa
de

d 
on

 2
3/

02
/2

01
6 

15
:4

6:
46

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1039/c5mb00456j


This journal is©The Royal Society of Chemistry 2016 Mol. BioSyst., 2016, 12, 826--838 | 833

of the tnfaip3 gene) regulated the long-term NF-kB activation
after the initial peak (Fig. 5E). Thus, IkBa and A20 represented
two negative feedback mechanisms controlling distinct phases
of the NF-kB dynamics.

Modeling revealed that CREB is under the control of a
functionally similar inhibitory mechanism. In our model, over-
expression of DUSP1 (by changing the dusp1 gene transcription
rate) led to a weaker early phase of CREB activation, while
DUSP1 downregulation led to a stronger initial CREB activation
(Fig. 5D). Similarly, overexpression of GSK3 (by changing the
total GSK3 concentration) led to reduced long-term CREB activa-
tion, while GSK3 downregulation resulted in a more pronounced
long-term CREB activation (Fig. 5F). These data suggest that
DUSP1 was responsible for the initial phase of CREB activation,

while GSK3 was responsible for the late phase. Thus, the roles of
DUSP1 and GSK3 with respect to CREB activation were function-
ally similar to those of IkBa and A20, respectively, in regard to
NF-kB activation.

In summary, our modeling suggests that the LPS-induced
inflammatory response presented some functional similarities
between the regulation of NF-kB and CREB. Indeed, both
transcription factors were regulated by inhibitory mechanisms
controlling different temporal phases of their activation.

Distinct signaling subnetworks regulate the peak height and
tail height of the TNF temporal trajectory

We used our model network topology (Fig. 1) to examine the
regulation of TNF synthesis. In our model, TNF synthesis was
under the direct control of NF-kB and under the indirect control
of IL-10. We investigated the differences between the direct and
the indirect inhibition of TNF synthesis by examining the effects
of changes in the IkBa and IL-10 levels on the kinetic trajectory
of TNF. We found that the peak height and tail height of the TNF
trajectory could be fine-tuned independently.

Fig. 4 Control of CREB activation. Plotted curves represent nuclear
pCREB (phosphorylated CREB). (A) Diagram illustrating the MSK1-driven
(intracellular) and the IFN-b-driven (extracellular) CREB activation path-
ways. (B) Absence of MSK1 delays CREB phosphorylation (red dash-dotted
line), absence of DUSP1 enhances CREB phosphorylation (blue dashed
line), and absence of IFN-b fails to sustain the late phase of CREB
phosphorylation (green dotted line). See the Results section for details
about the simulation protocols. (C) Simulated trajectory of LPS-induced
CREB phosphorylation illustrating the distinct phases of CREB activation
under the control of MSK1, DUSP1, and IFN-b.

Fig. 5 Functionally similar inhibitory control of nuclear NF-kB and pCREB.
(A and B) Diagrams illustrating the direct and indirect inhibitory mecha-
nisms regulating NF-kB and CREB activity, respectively. (C) IkBa expression
modulates the early activation of NF-kB. All simulated NF-kB trajectories
returned to baseline within 2 h, but displayed different levels of activation
during the first hour. (D) DUSP1 expression modulated early CREB activation.
DUSP1 underexpression (overexpression) resulted in enhanced (reduced)
early CREB phosphorylation. (E) A20 expression controlled the late phase
of NF-kB activation. When A20 was underexpressed, NF-kB took longer to
return to baseline. (F) GSK3 overexpression (underexpression) led to reduced
(enhanced) CREB activation.
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First, we simulated a range of values (50–200% of the default
value) for the NF-kB-induced transcription rate of the nfkbia
gene and the transcription rate of the il10 gene (encoding IkBa
and IL-10, respectively), to determine their effects on secreted
TNF. The modulation of IkBa resulted in variations of the TNF
peak height, but the peak time and the TNF tail height remained
unaltered (Fig. 6A). When we followed the same protocol for a
virtual IL-10 titration, the TNF peak height did not change, but
the TNF tail height was altered (Fig. 6B).

To investigate the combined effects of IkBa and IL-10 on the
TNF temporal trajectory, we modulated their expression at the
same time. We selected two quantitative features from the TNF
trajectory, the peak height and the tail height. The expression
of IkBa, but not IL-10, determined the peak height in our
simulations (Fig. 6C). Conversely, the expression of IL-10, but
not IkBa, determined the tail height (Fig. 6D). We also found
that the timing of the TNF peak was not modified by the
expression changes of either IkBa or IL-10 (Fig. S9, ESI‡).

Finally, we examined the effects of specific knockouts on the
TNF kinetic trajectory (Fig. 7). Changes in IkBa expression,
effected by setting to zero the NF-kB-induced transcription rate

of the nfkbia gene, led to early changes in the TNF trajectory
(Fig. 7, dashed black line). Changes to the intracellular MKK-
dependent pathway (Fig. 7, dashed red line), effected by setting
to zero the rate of MSK1 binding with p38, or changes to the
extracellular IFN-b-dependent pathway (Fig. 7, dashed blue line)
pathway, effected by setting to zero the transcription rate of the
ifnb1 gene encoding IFN-b, modified later phases of the TNF
trajectory. In summary, using our model, we showed that distinct
parts of the inflammatory signaling network controlled different
phases and different features of TNF production.

Discussion and conclusions

Robust regulation of the inflammatory response is critical for
adequate resolution of inflammation65 and effective tissue repair
after injury.66 Here, we applied a computational modeling approach
to propose a self-consistent set of biochemical reactions reflecting
the intra- and extracellular inflammatory signaling network in
macrophages (Fig. 1). Our computational model was calibrated
(Fig. 2) and validated (Fig. 3) using published experimental
data. Using the model, we investigated the contributions of
distinct signaling subnetworks to the kinetics of the inflammatory
response. Model analysis demonstrated that distinct temporal
phases of the phosphorylation kinetics of CREB, the essential
activator of il10 transcription, were controlled by MSK1 and
DUSP1 in a differential manner (Fig. 4). Moreover, our model
elucidated a functional similarity between the negative regula-
tion of NF-kB by IkBa and A20, and the negative regulation of
CREB by DUSP1 and GSK3. Finally, our simulations allowed us
to associate the regulation of early and late phases of TNF
production with specific subnetworks of the considered signaling
network (Fig. 7).

Of all the numerous components and interactions involved in
the regulation of inflammation, this study focused primarily on
the interplay between the production and activity of TNF and IL-10.
This choice of research objective naturally followed from the global
regulatory logic of inflammatory signaling. Indeed, LPS, which
represents pathogen-associated molecular patterns (PAMPs) that
are a hallmark of pathogen-induced inflammation,67 activates the

Fig. 6 Regulation of the extracellular TNF trajectory. (A) IkBa expression
modulation impacted the peak height of the TNF trajectory, but not the
location of its peak. The red triangle to the right of the plot illustrates
the direction of IkBa expression level decrease (i.e., upward in the plot).
The bottom trajectory corresponds to IkBa expressed to 200% of the
default value, while the top trajectory shows IkBa expressed to 50% of the
default value. (B) Modulation of IL-10 expression affected the tail height of
the TNF trajectory. The red triangle to the right of the plot illustrates the
direction of IL-10 expression level decrease (i.e., upward in the plot). The
bottom trajectory corresponds to IL-10 expressed to 200% of the default
value, while the top trajectory shows IL-10 expressed to 50% of the default
value. (C and D) Simultaneous modulation of IkBa and IL-10 expression. In
both panels, we calculated fold expression by dividing the value of the
transcription rate parameter for IkBa and IL-10 by their default values. The
peak height of the TNF trajectory in (C) was only affected by IkBa and not
by IL-10 expression levels. All the variation occurred along the vertical axis
(reflecting IkBa expression). Conversely the tail height of the TNF trajectory
in (D) was only affected by IL-10 and not by IkBa expression levels.

Fig. 7 Contributions of distinct signaling subnetworks to extracellular TNF
production dynamics. IkBa knockout leads to early changes in the TNF temporal
trajectory. MSK1 knockout leads to weak late changes in the TNF temporal
trajectory, detectable about 24 h after an LPS challenge. IFN-b knockout
leads to more robust late changes in the TNF temporal trajectory.
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TLR4 receptor, which necessarily leads to the activation of NF-kB
(Fig. 1). While other PAMP types, as well as damage-associated
molecular patterns that accompany tissue injury,68 may engage
other TLRs instead of (or in addition to) TLR4, the resulting
signaling responses ultimately converge to NF-kB.69 NF-kB activa-
tion inevitably results in TNF induction.30 Therefore, the pro-
inflammatory activity of the latter is a primary feature of the general
pro-inflammatory response. IL-10 production is activated as a result
of TNF activity, and also by LPS via a TNF-independent pathway50

(Fig. 1). Moreover, IL-10 is known as the main anti-inflammatory
cytokine capable of counteracting the pro-inflammatory effects of
TNF.70 This tight and antagonistic functional connection requires
that TNF regulation be analyzed in conjunction with that of IL-10.
While other prominent cytokines, such as IL-1b and IL-6, can
modulate the NF-kB/TNF/IL-10 axis, they can neither override nor
replace its functional impact.

Our choice to analyze a simpler network was motivated by
the reductionist paradigm prevalent in molecular biology. Indeed,
the signaling network centered on the NF-kB/TNF/IL-10 axis
(Fig. 1) is simpler, and more amenable to analysis, than the overall
network of interactions among all known cytokines. However, the
complexity of this simpler network can still be prohibitive if we
desire to understand how the synergy between network elements
gives rise to the normal and pathological inflammation time
courses. Our network overview (see the first subsection of the
Results section) can serve as an illustration of the difficulties
encountered by qualitative intuition attempting to predict
inflammatory network kinetics. We addressed this complexity
challenge by using a computational modeling approach to relate
network structure with its function on different time scales.
While some of our model’s components were derived from
earlier published studies,16–19,21 development of a mechanisti-
cally accurate kinetic model for the entire NF-kB/TNF/IL-10 axis
has not been previously undertaken.

The detailed representation of signaling mechanisms in our
model allowed us to tease out the contributions of specific
network segments to short- and long-term dynamics of TNF
production. We were particularly interested in understanding
the determinants of long-term dynamics, because of their asso-
ciation with chronic inflammatory conditions underlying many
pathologies.65,71 It can generally be expected that different
pathways may exert different influence at distinct time scales,
because of the delays associated with the pathways’ length or
the nature of their constituent biochemical reactions. Thus,
it could perhaps be anticipated that IL-10 is involved at a later
phase of TNF production. Our modeling analysis, however, offered
deeper insights by demonstrating how the IL-10-dependent modu-
lation of TNF can be determined by the specific network compo-
nent (e.g., MSK1 or IFN-b, respectively) being modulated (Fig. 4B, C
and 7). While these conclusions require direct experimental test-
ing, partial independent validation of one of our modeling pre-
dictions comes from a study in airway smooth muscle cells.72

There, inhibition of the MSK-DUSP1 axis led to an increase in the
level of phosphorylated CREB, which is consistent with our
results (Fig. 4B). These modeling-based insights suggest that
the coexistence of multiple IL-10 regulation pathways is

evolutionarily justified by the necessity to independently fine-tune
distinct quantitative characteristics of TNF and IL-10 production.

Our modeling elucidated both differences and similarities
between the effects of different signaling pathway components
on the specific quantitative features of the temporal trajectories
for the regulated network elements. A functional similarity was
detected in the regulation of NF-kB and CREB by negative
regulators. Indeed, both IkBa and DUSP1 regulate the trajectory
peak, but not the post-peak ‘‘tail’’, of their respective targets
(i.e., NF-kB and CREB), whereas A20 and GSK3 exert a compara-
tively weaker regulation of the peak but can also modulate the
tail (Fig. 5). This similarity was not expected given that both
IkBa and A20 are activated by NF-kB and therefore are involved
in negative feedback loops, whereas DUSP1 and GSK3 are not
activated by their target CREB.73 Extensive research into the roles
of negative feedback in biological regulation has focused on the
properties that distinguish feedback from simple (i.e., one-
directional) negative regulation, suggesting that feedback itself
typically plays a defining role in feedback-regulated regulatory
circuits (see, e.g., ref. 31 and 74). Our results, however, suggest
that feedback per se may not always be the main determinant of
a circuit’s function, and other factors may define the distinct
roles of multiple regulators acting on the same target.

The differential regulation of the TNF trajectory peak height
and tail height by two distinct signaling proteins (i.e., IkBa and
IL-10, respectively) (Fig. 6A and B) was consistent with the
notion that early and late TNF kinetics are controlled by these
respective regulators. Simultaneous variation in the IkBa and
IL-10 levels resulted in B2.5-fold changes in the TNF peak
height (Fig. 6C) and in B10-fold change in the tail height
(Fig. 6D). The same IkBa and IL-10 variation, however, resulted in
only B1 hour change in the TNF peak time (Fig. S9, ESI‡), which
suggests that the TNF peak height and tail height are more
‘‘tunable’’ than the TNF peak timing. Interestingly, this result is
consistent with the properties of bacterial signal transduction
circuits, for which the response intensity was predicted to be much
more sensitive to circuit parameter variations than response time.32

These patterns support the notion that the increased controllability
of response intensity compared with that of response timing may
be a frequent feature of biological control circuits.

Taken together, our results underscore the possibility of
differential regulation of the quantitative features and temporal
phases of the inflammatory response. This possibility may be
essential for the control of inflammation in pathological situa-
tions characterized by abnormally high cytokine levels (i.e., a
‘‘cytokine storm’’, such as in sepsis)75 or by delayed inflamma-
tion resolution (such as in chronic inflammation).65,71 Moreover,
such differential regulation may not only impact the time course
of inflammation per se, but could also define the subsequent
phases of wound healing, i.e., the tissue proliferation and
remodeling phases.66,76 Targeted inflammation modulation
may be critical for situations in which injury-induced inflamma-
tion results in delayed wound healing and hypertrophic scarring,
such as severe combat injuries in military settings. While the
kinetics of inflammatory signaling in vivo may differ from those in
a macrophage culture, the defining role of the NF-kB/TNF/IL-10
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axis is expected to be similar. Therefore, we anticipate that our
findings can inform hypothesis generation aimed at under-
standing the regulation of inflammation kinetics and its con-
tribution to wound healing as in vivo phenomena.

The limitations of our approach arise from the necessary
model simplifications and assumptions. First, our model simu-
lates the response of an ‘‘average’’ macrophage, rather than
individual macrophages, to an LPS challenge. Although hetero-
geneity in the response of individual cells has been documented
for the NF-kB signaling pathway,18 the collective response of a
cell population can be approximated by employing an ‘‘average’’
cell model. Second, the inflammatory response is defined by the
interactions between chemical mediators and the different cell
types participating in the response. Our model only captures the
kinetics of three extracellular mediators (i.e., TNF, IL-10, and
IFN-b) produced by only one cell type (the macrophage) in
response to an LPS challenge. Yet, the chemical mediators that
we modeled are regarded as key players in inflammation,50,77–79

and macrophages strongly impact the kinetic trajectories of
other cells participating in the response.80 Furthermore, the
LPS challenge is a standard approach to experimentally study
the inflammatory response both in vitro and in vivo. Thus, our
modeling results reflect a simplified version of what drives
inflammation. Third, our modeling results depend on the
network topology and the parameter values. While the network
topology represented by our model was a direct result of our
analysis of the published data, the available data appear
insufficient for completely adequate parameterization of all
reactions in the model. This topic has been intensively studied81

and is the reason why model validation is a crucial step to assess
the model’s predictive power. A lack of an experimental phase
aimed to validate our modeling predictions with newly generated
data is another limitation of the present study. Whereas the use
of experimental data from future studies may allow us to improve
our model’s accuracy, the model’s current version provides a
comprehensive representation of the known short- and long-term
regulation of pro- and anti-inflammatory cytokines.

Temporal regulation of cytokine production requires further
research. It is known that the short-term (hours) TNF secretion
is as important for inflammation resolution as its long-term
(days) inhibition.15 Research suggests that simple upregulation
of anti-inflammatory mediators does not always promote the
timely resolution of the inflammatory process.82 Thus, an ability
to independently modulate specific phases of the trajectory of an
inflammatory mediator would enable one to fine-tune the inflam-
matory response. Our study may provide a mechanistic frame-
work to explain the nature of effective inflammatory regulation
and to design strategies for therapeutic control of distinct
temporal phases of inflammation.
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