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1. Project Summary  

It is expected that Dynamic Data-Driven Application Systems (DDDAS) applications will be widely deployed to 

optimize the operations of cyber infrastructures and mission critical applications. Consequently, it is critically 

important for DDDAS environments to operate resiliently against any type of cyberattacks (either known or 

unknown). In this project, we focused on the development of resilient algorithms, middleware, and DDDAS-based 

applications that can continue to operate normally in spite of the occurrence of cyberattacks, faults or accidents that 

could be trigged by malicious or natural events. The main contributions of this research are the followings: 

1) A methodology to build resilient DDDAS (rDDDAS) environment: rDDDAS utilizes Moving Target 

Defense (MTD) and Software Behavior Encryption (SBE) techniques to make it extremely difficult for hackers to 

exploit existing vulnerabilities or compromise DDDAS environments. The current methods used to build resilient 

systems and algorithms are ad-hoc (e.g., randomize memory location or instruction set, change operating system, 

etc.). In our research, we developed a methodology, rather than ad-hoc methods, to build resilient systems based on 

three attributes: 1) Redundancy – using physically and/or logical redundant resources; 2) Diversity – using software 

components that are functionally equivalent but implemented using different programming languages, platforms or 

algorithms; and 3) Shuffling –randomly changing the lifespan for each version.  

We showed that by using the DDDAS paradigm, we can dynamically configure these attributes to make it 

extremely difficult for attackers to know what resources, programming languages, or operating systems are being 

used, and thus the attackers cannot succeed in exploiting existing vulnerabilities and cannot apply successful attacks. 

By dynamically changing these attributes due to detected malicious activities or changes in security policies, we can 

meet any security and resilience requirements at runtime [1], [2], [3], [4].  

2) Resilient Cloud Services (RCS) and Middleware: Building diversified software components is typically 

expensive in terms of development, execution time, and overhead. Our research overcomes this challenge by using 

cloud services and virtual machines (VMs, each VM runs one diversified software component). In addition, efficient 

resumption of computations on different platforms after each version lifespan is a challenging research problem. To 

overcome this problem, we adopted portable checking pointing technique and showed acceptable performance and 

low overhead on several general applications [3], [4], [5], [6].  

3) Analytical Resilient Modeling: Quantifying resilience is a challenging research problem, and because of that, 

it was not well investigated. We developed a resilient modeling approach based on attack surface. In this approach, 

we used the attack surface to quantify the probability of successful attacks when we use Software Behavior 

Encryption (SBE) algorithm. The first step is to identify the attack surface by analyzing the software modules and 

libraries used by the application. For each detected vulnerabilities, we use the The National Institute of Standards and 

Technology (NIST) Common Vulnerabilities and Exposures (CVE) to estimate the probability of successful attack.  

By determining the probability of a successful attack that can exploit any of the existing vulnerabilities during the 

lifespan of one version, we can quantify the resilience of the SBE algorithm against the existing vulnerabilities. We 

showed that the probability of a successful attack can be reduced to almost zero if we can use three or more diverse 

versions in the SBE algorithm [7], [8].  
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2. Introductions 

2.1 Intrusion Detection Techniques  

Intrusion detection can be broadly classified as signature based and anomaly based systems.  

2.1.1 Signature based Intrusion detection systems  

A signature based Intrusion Detection System (IDS) uses pattern-matching algorithms to compare network traffic 

with an extensive library of attack signatures created by human experts [9]. A match indicates a probable attack. 

These techniques are extremely proficient in detecting known attacks because they can identify an attack as soon as it 

occurs. However, their foremost limitation is that they cannot detect new attacks or slight variation in known attacks. 

When a new attack is discovered, it takes time to develop signatures for the attack and deploy them into the existing 

IDSs. During that period, the attackers exploit the fact that many computers are not protected against their attacks 

and will continue to be unprotected even after a signature has been found; due to the manual patching of signature, it 

takes a long period before all computers are patched against the newly discovered attack. Some of the most 

commonly used signature-based intrusion detection techniques are introduced by SNORT [10], BRO [11], and others 

[12]. 

2.1.2 Anomaly-based Intrusion detection 

Anomaly-based detection techniques build a model of normal behavior and automatically classify statistically 

significant deviations from the normal profile as being abnormal [13], [14], [15], [16]. The advantage of this 

approach is that it is possible to detect unknown attacks. However, there is a potential for having a high rate of false 

positive alarms generated when the knowledge collected about normal behaviors is inaccurate. Supervised learning 

approaches for anomaly detection involve training a system on a known set of normal data and testing with a 

different data set to determine whether the new data is normal. Examples of such techniques are the PI‟s Anomaly 

Behavior Analysis (ABA) methodology that has been successfully applied to a wider range of protocols (TCP/IP, 

DNS, WiFi, HTTP, etc.) [13], [17], [18], [19]. Other anomaly techniques include IDES [20], NIDES [21], 

EMERALD [22], and SPADE [23]. Other approaches estimate parameters of a probabilistic model over the normal 

data and compute how well new data fits into the model [24], [25]. Unsupervised techniques include those based on 

statistical approaches [23], [26], [27], clustering [28], outlier detection schemes [29], [30], [31], [32] and state 

machines [33] that can detect anomalous behavior without training data. In [34], Shon et al. use a hybrid approach 

that combines supervised and unsupervised learning mechanisms to perform anomaly detection.  

2.2 Security in Cloud Computing 

Cloud security suffers from a wide range of attacks such as those that target physical machines as well as the 

cloud-virtualized environment [35]. Security issues arise from all the different aspects of the cloud such as virtualized 

environment, service delivery model, customers‟ data handling, network, and web protocols. 

Virtualization is one of the fundamental concepts of the cloud computing. In a cloud system, multiple virtual guest 

machines share the same resources of a physical host machine. The Virtual Machine Monitor (VMM) is responsible 

for isolating the VMs from each other while multiplexing the physical resources. There are some known security 

issues with common VMMs (e.g. Xen, Microsoft HyperV) that can be exploited to threaten cloud services [36]. 

Hypervisor exploitation [37], [38] is another attack that targets the dependency of cloud computing on the virtualized 

environment.  

Some previous works have presented classifications of the cloud security [39], [40], [41]. In [39], the authors have 

performed a comprehensive survey on cloud security risks according to known service delivery models. Cloud 

computing delivers services to the end users through three different delivery models: IaaS (Infrastructure as a 

Service), PaaS (Platform as a Service), and SaaS (Software as a Service). In IaaS, the infrastructure resources such as 
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computation, storage, network, etc. are offered as services. Depending on the type of deployment (public cloud, 

private cloud, and hybrid cloud), IaaS suffers from varying degrees of security issues. Public clouds pose major risk 

compared to private clouds. Since cloud systems have a multi-tenant architecture, several resources are shared among 

users. IaaS services may not be designed to provide strong isolation among tenants, enabling malicious insiders to 

gain access of legitimate user‟s data [41]. In PaaS, the service provider offers customers productive platforms that 

they can use to develop and deploy their own applications on the cloud. Abusive use of APIs could provide a threat 

to all three service-models [41]. In SaaS, the customers can remotely connect to the cloud to use the provided 

software applications. Cross-site scripting, access control weaknesses, operating system (OS) and SQL injection 

flaws, cross-site request forgery, cookie manipulation, hidden field manipulation, insecure storage and insecure 

configuration are the threats to data stored in a SaaS [42], [43], [44]. Network security issues in SaaS involve 

network penetration and packet analysis, session management weaknesses, and insecure SSL trust configuration. 

Also, according to this taxonomy, all security issues pertaining to data locality, data integrity, data segregation, data 

access, data confidentiality, data breaches, virtualization vulnerabilities, and web application security are applicable 

to SaaS. Moreover, threats such as Denial of Service (DoS) or Distributed DoS (DDoS) attacks can be a threat to the 

availability for SaaS. Authentication weaknesses and insecure trust configuration can be security threats to the 

identity management and sign-on process in SaaS. 

Since, in the cloud model, the customers‟ data reside on third parties‟ data-centers, data security is a major 

concern for both cloud consumers and providers and some researchers have addressed data security in their works 

[45], [46], [47]. Data locality in cloud means that the cloud providers should have the ability to control the data 

location in order to satisfy the location boundaries of data according to customer‟s preference. In fact, many 

organizations or countries have different regulations and limitations about data privacy and data locality. Data 

integrity is another important cloud security challenge ensuring the trustworthiness of the data during its life cycle. 

Also, since the data may be replicated in multiple places across cloud‟s datacenters, any change in the data has to be 

propagated throughout all replications. Data segregation is another security requirement for cloud since the data from 

different customers reside at the same location (multi-tenancy). Therefore, the intrusion into a user‟s data by adjacent 

users is possible. This kind of intrusions can be performed either by hacking the application or through client code 

injection (e.g. SQL code injection). Data access is an important cloud security metric. Each customer has his/her own 

access policy that has to be applied on his/her own data. The cloud access control model should be able to manage 

access to the data from inside and outside of the customers‟ organizational boundary. Proper access control 

mechanism is needed to protect the customers‟ data from unauthorized users. It also should be able to define 

accessible part of data for each user. Data confidentiality and privacy are among the major concerns of cloud 

customers. In fact, by adopting cloud computing, the customers are disclosing their data to the cloud providers. The 

main concern here is how the cloud providers treat customer‟s confidential data. Data breaches can also threaten the 

cloud consumers. Since the customers‟ data are uploaded to the cloud, any breach in the cloud environment 

potentially threatens all the customers. This makes the cloud a high value target for outsider attackers. In addition, 

one of the main security issues in cloud computing is the insider attacks. The insider attacks are considered to be a 

high-risk threat from current or former employees with the potential access to a huge source of customers‟ 

information. With exchange of cloud data between different organizations, the risk of insider attacks increases.  

Furthermore, since the cloud services are accessible using Web applications and services, the web protocols 

security is a major issue in cloud computing. Security holes in the web applications and services create vulnerability 

to the cloud services [39]. The Open Web Application Security Project has identified Top 10 security risks faced by 

web applications [48] that can be used to threaten the cloud services (e.g. SQL injection, cross site scripting, etc.). 

While various solutions have been proposed to solve cloud security issues [45], [46], [49], [50], there is no 

comprehensive solution which covers all aspects of cloud security. Most of the offered solutions are partial and apply 

the detect-response model that fails with time. Some cloud security systems have implemented a recovery-based 

intrusion tolerant algorithm that enhances the availability and resilience of the cloud services [49]. One security 

approach focused on hiding the data as a method to increase services‟ resilience to attacks [49]. Other security  

focused on efficiently protecting the cloud storage against diverse range of attacks including rollback attacks [47]. 
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Some of the proposed security solutions use risk-based analysis for testing the security of the cloud environment. 

This risk-based analysis reduces the number of possible misuse cases of the cloud [50]. 

2.3 Moving Target Defense and Software Diversity 

Moving Target Defense (MTD) has been recognized as a game changer approach to build self-defending systems 

[51]. The MTD technique is based on deliberately introducing spatiotemporal diversity to make the environment 

resilient to vulnerabilities‟ exploitations [52], [53]. Diversity can be applied to two entities: the running processes and 

the execution environment. In spatial diversity [53], multiple replicas of the diversified entity are concurrently 

invoked in multiple locations. In temporal diversity [52], [53], the entity itself is changing with time, i.e., a more 

narrow scope of MTD is applied to the entity. 

 Some works presented a wide range of MTD techniques to continuously change network configurations or 

parameters, firewall settings, OSs, memory addresses, instruction sets, or application execution environments [54], 

[55]. For example, in [54], the IP addresses are dynamically changed while maintaining existing connections. One 

can also randomize the configuration space [56] where the configuration variables of a system are randomized, while 

ensuring the availability of end to end services. In [57], the authors presented a survey of several software fault 

tolerance techniques. The fault tolerance techniques that are based on diversity include dual-node redundant 

operating stations with hardware or software result comparison, recovery block station [58], distributed recovery 

block with acceptance test [59], voting triple modular redundant computing stations [60], and N-version 

programming [61]. Also, in [62], several diversity defense techniques in popular OSs were discussed including 

address space randomization [63], instruction set randomization [54], and data randomization [65]. 

Some previous works have adopted diversity as a defense technique in a cloud environment. In [66] the authors 

envision a cloud of clouds architecture, which provides incrementally high levels of security and dependability to 

cloud infrastructures, in an open, modular, and versatile way. Their architecture employs diversity in deployment of 

cloud alternatives. However, they do not employ shuffling on these alternatives. In [67], a framework for proactive 

fault tolerance is discussed that predicts failures in nodes and migrate their processes away from the nodes that are 

about to fail. In [68], the authors envision a cloud environment with continuous change in system configuration in 

order to create an unpredictable target for an adversary. To create MTD, they propose to create and operate a large 

number of replicas, some of which are provided fake inputs to deceive adversaries. They also use diversified replicas 

for task execution. However, they do not employ shuffling of task versions on each replica. In [69], the authors 

presented an intrusion tolerant cloud architecture that adopts the method of hybrid fault model, active and passive 

replicas, state update and transfer, proactive recovery and diversity. This method allows the system for tolerating F 

faulty replicas in N=2F+1 replicas and ensure that only F+1 active replicas to execute during the intrusion-free stage. 

The remaining replicas are all put into passive mode, which significantly reduces the resource consuming in cloud 

platform. However, they do not mention how the state is transferred among diverse replicas.  

2.4 Discussion and Comparison  

In our approach, we applied spatiotemporal diversity to the processes of the cloud applications and their execution 

environments. Redundancy in resources is used to run the cloud services and the spatiotemporal diversities are 

randomly introduced to make it extremely difficult for attackers to figure out the existing vulnerabilities in the 

currently running applications or their execution environments. The developed approach does not depend on a single 

programming language; instead it supports using functionally equivalent replicas with diverse implementations to 

make it harder for attackers to achieve their goals by exploiting design errors or vulnerabilities. Unlike other 

approaches of MTD for the cloud [53], our approach does not depend on a single compiler or restrict application 

implementation to a single programming language. The approach also applies the MTD to the environment, i.e., it  

continuously changes the running VMs and their physical locations [70]. Our experimental results that will be 

presented later show that our approach can be easily deployed to the cloud and it increases its resilience dramatically. 
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3. Project Overview 

The increased dependence of the U.S. on cyber systems in all Department of Defense (DoD) domains as well as in 

business, finance, government, and education make them prime targets for cyberattacks due to the fact that profound 

and catastrophic damage from these attacks might inflict on our economy and all aspects of our life. It is widely 

recognized that cyber resources and services can be penetrated and exploited. Furthermore, it is widely accepted that 

the cyber resilient techniques are the most promising solutions to mitigate cyberattacks and change the game to the 

advantage of the defender over the attacker. The main goal of our project was to use the DDDAS paradigm to 

develop innovative MTD capabilities that continuously adapt their algorithms based on the current measurements and 

monitored information. By using DDDAS architecture, we designed a resilient DDDAS (rDDDAS) environment that 

continuously monitors and analyzes current state of the cyber system and the current configurations of software and 

hardware resources to discover existing or newly introduced vulnerabilities and anomalies, performs situation 

awareness and prediction, and applies the appropriate software “behavior encryption” algorithm so that the system 

tolerates any anomalous event triggered by cyberattacks, malicious faults or accidents. Specifically, the rDDDAS 

algorithms developed in this project supported the first three Potential Capability Areas (PCAs) identified in the Air 

Force Technical Horizons report [71]: 

PCA1: Inherently Intrusion-Resilient Cyber Systems 

 PCA2: Automated Cyber Vulnerability Assessments and Reactions 

 PCA3: Decision-Quality Prediction of Behavior 

In this project, we developed the rDDDAS capabilities based on MTD concept which is defined as “Create, 

evaluate and deploy mechanisms and strategies that are diverse, continually shift, and change over time to increase 

complexity and costs for attackers, limit the exposure of vulnerabilities and opportunities for attack, and increase 

system resiliency” [72]. The developed rDDDAS environment makes it extremely difficult for any attacker to exploit 

existing vulnerabilities in DDDAS by continuously changing the execution environment. Thus, by the time an 

attacker studies a DDDAS‟ vulnerability to construct an attack and then launch it, the DDDAS execution 

environment has already changed to a new environment, thereby rendering the attack ineffective. The rDDDAS 

environment utilized the following capabilities:  

Replication: It is commonly used in fault tolerance techniques [60] in order to continue to operate successfully in 

spite of software or hardware faults. In our approach, we combined the N-version programming [61] with hardware 

and VM redundancy such that each cloud application task runs on different physical nodes as well as on different 

VMs in the cloud infrastructure.  

Diversity and Automatic Checkpointing: This capability enabled us to generate multiple functionally-equivalent, 

behaviorally-different software versions (e.g., each software task can have multiple versions, where each version can 

be a different algorithm implemented in different programming language (e.g., C, Java, C++, etc.) that can run on 

different computing systems. We used the Compiler for Portable Checkpointing (CPPC) [73] to capture the current 

state of the cloud application such that it can be resumed on different cloud environments. 

Software Behavior Encryption (SBE): SBE uses spatiotemporal behavior obfuscation to make active software 

components change their implementation versions and resources continuously and, consequently, evade attackers. 

This approach significantly reduced the ability of an attacker to disrupt the normal operations of a cloud application. 

Also, it allows for adjusting the resilience level by dynamically increasing or decreasing the shuffling rate and tasks‟ 

versions and their execution environments. A major advantage of this approach is that the dynamic change in the 

execution environment can hide the software flaws that would otherwise be exploited by a cyberattacker. 

Autonomic Management (AM): The primary task of the AM is to support dynamic decision making among the 

various components such that the cloud resources and services are dynamically configured to effectively exploit the 

current state of the cloud system and meet the application security requirements that might change at runtime. 

Our solution approach to develop rDDDAS is shown in Figure 1 and is based on the following capabilities: Online 

Monitoring and Measurement, Modeling, Analysis, and Prediction, SBE, and Autonomic Management. In what 
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follows, we present our research results in developing the rDDDAS environment. 

 

 

 

 

 

 

 

 

  
Figure 1: Resilient DDDAS (rDDDAS) architecture 
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4. Project Research Results 

4.1 Software Behavior Encryption (SBE) 

The SBE algorithm hides (analogous to data encryption) the execution environment by dynamically changing the 

execution sequence of task variants after each execution phase. The dynamic change in software behavior makes it 

extremely difficult for an attacker to identify the possible flaws of the executing variant (task versions). The 

decisions regarding when to shuffle the current variant, the shuffling frequency, and the variant selection for the next 

shuffle are guided by a continuous monitoring and analysis of current execution state of cloud applications and the 

desired resilience requirements.  

As shown in Figure 2, any attack will go through at least three phases: probing, constructing, and launching 

phases. If the environment stays static as it is typically now, the attacker has plenty of time to identify existing 

vulnerabilities that can be exploited and consequently can succeed in launching the attack (Successful attack scenario 

in Figure 2). However, if the life cycle for any version is much shorter than the time it takes for the attacker to launch 

the attack it will not be able to succeed in exploiting existing vulnerabilities (Thwarted Attack scenario)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 shows an example on how SBE algorithm can be implemented to hide the 

execution of one task (Task A) that can run sequentially as three subtasks TA1, TA2 and 

TA3 that run in three consecutive phases, respectively. During phase 1, we execute 

version 3 of subtask TA1, version 1 of subtask TA2 during Phase 2, and version 1 

subtask TA3 during Phase 3 (see Figure 3).  

In addition to the shuffling of the execution of the task variants, we also apply 

hardware redundancy and software diversity to the implementation of the application 

tasks. The concept of design diversity is commonly used in software fault tolerance 

techniques in order to continue to operate successfully in spite of software design faults. 

In our SBE implementation approach, we combine N-version programming [61] with 

hardware/software redundancy techniques. The multi-version implementation will 

prevent adversarial attacks from exploiting the monoculture problem that allows 

attackers to succeed in infecting million instances of software systems and/or 

applications that have the same vulnerability [52].  Figure 3: SBE example 

 

Figure 2. Attack Window for in SBE algorithm 

DISTRIBUTION A: Distribution approved for public release.



9 

 

Based on the resilience requirements, we can use 

multiple spatiotemporal diversity techniques (e.g., at 

application/ level, task level, OS level, and resource level). 

In Figure 4, we show how to apply the SBE algorithm to an 

application that is implemented in three phases. For each 

task, we created 6 functionally equivalent versions on three 

physical nodes. For example, during Phase 1, version 2 of 

the application runs in a Linux environment on Node 1, 

while Version 3 runs in a Windows environment on Node 2, 

and Version 6 runs in Mac environment on Node 3. All 

nodes receive the same input and act on it in parallel so any 

attack-free version can be used to pass the results to the 

second phase. The anomaly behavior analysis approach 

developed by our research team has been used to ensure that 

the operations of each task are completed correctly at the 

end of each execution phase [17], [18], [74], [77]; by using 

normal runtime models we can detect any malicious changes 

in the execution environment, task variables, memory access 

range etc.  

4.1.1 Portable Check Pointing 

To support the capability to resume the execution of the functionally equivalent variants on different platforms in 

another phase or when they recover from attacks or faults, we adopted Compiler for Portable Checkpointing (CPPC) 

[73], [78] technique and used it in the SBE algorithm. Checkpointing is widely used method to recover from fault 

once it is detected as in fault-tolerance computing [56], [57]. It periodically saves the computation state to a stable 

storage so that the application execution can be resumed by restoring such state.  

CPPC is a checkpointing tool focused on the insertion of fault tolerance into long-running applications. CPPC 

allows for execution to restart on different architectures and/or OSs. It also attempts to optimize the amount of data 

saved to disk for improved efficiency and data transfers over the network. CPPC provides portable restart of 

applications in heterogeneous environments. Generated state files can be used to restart the computation on an 

architecture or an OS different from the one that generated the file. To achieve this portability, CPPC-generated state 

files do not contain architecture-dependent state. Rather, this state is recovered during a restart by re-executing the 

code that created the opaque state in the original run. In order to achieve portability of actual user data, CPPC uses a 

checkpoint file format based on HDF5, a data format and associated API for the portable transfer of scientific data 

between computers [79]. Portable offsets are used to store pointers in a way that preserves aliasing relationships 

throughout application restarts. Together, these techniques enable restart on different architectures. 

Figure 5 illustrates the global process for checkpoint 

generation in CPPC. The first step is to select suitable 

checkpoint locations and insert the appropriate function 

call. Afterwards, the application data that needs to be 

stored and recovered at each checkpoint to achieve 

consistent application restart has to be selected. Finally, 

the application code needs to be modified; inserting 

control flow constructs to correctly restart the application 

after a failure. In order to free the user from these tasks, 

CPPC includes a source-to-source compiler that performs 

the required code analysis and transformations and 

outputs a fault-tolerant version of the input code. 

Figure 5: Compiler for Portable Checkpoint generation 

Figure 4: SBE application execution with three phases. 
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Checkpoint locations are automatically selected by identifying sections of code that take a long time to execute, 

where checkpoints are needed to guarantee execution progress in the presence of failures. The time to compute a 

given section of code cannot be accurately predicted at compile time without the knowledge of the computing 

platform, input data, and binary code to be executed. For this reason, heuristic analyses are used. The compiler 

discards any code location that is not inside a loop, and ranks all loop nests in the code using computational metrics 

such as the number of memory accesses and statements executed inside the given loop. A call to the checkpoint 

routine is then inserted in the selected loop nests. Under certain conditions, the CPPC compiler is able to statically 

analyze the communication patterns of a parallel application, enabling CPPC to checkpoint MPI codes. A full 

description of the checkpoint insertion heuristics and how parallel processes are coordinated can be found in [80]. 

Once checkpoint calls are inserted, and in order to identify the data that are required when restarting the 

application from each checkpoint location, the CPPC compiler performs an inter-procedural liveness analysis. Live 

variables at each checkpoint location are selected for storage into state files. CPPC is an open-source tool and is 

available at http://cppc.des.udc.es under GPL license.  

4.1.2 SBE Algorithm 

We have successfully designed and implemented a general autonomic computing environment that has been used 

to implement the AM module [82], [83]. By adopting the autonomic architecture shown in Figure 6, we implement 

the AM services using two software modules: Observer and Controller modules. The Observer module monitors and 

analyzes the current state of the managed cyber resources or services. The Controller module is delegated to manage 

the cloud operations and enforce the resilient operational policies. In fact, the Observer and Controller pair provides a 

unified management interface to support the AM‟s self-management services by continuously monitoring and 

analyzing current cloud system conditions in order to select dynamically the appropriate plan to correct or remove 

anomalous conditions once they are detected and/or predicted.  

Figure 7 describes the algorithm for managing SBE‟s task replicas. In step 1, the AM initializes the SBE to 

generate the list of task‟s replicas with the required phase versions. The AM controller uses the list generated from 

the SBE to set the policies that manage and control the phases of all the replicas (step 2). The observer then updates 

its sensors based on the SBE output, and it starts monitoring the execution of different replicas when they run (steps 3 

& 4). The AM starts running all the replicas (steps 7, 8, and 9). The observer monitors and checks the state of the 

replicas continuously (step 12). If any of the replicas finished the phase successfully (i.e., error or attack free), then 

all the other replicas are stopped for this phase and the successful output of this phase is used as an input for all the 

replicas in the next phase (steps 13 to 17). While monitoring and checking the replicas, if any of the replicas is 

behaving abnormally, then that replica is stopped and the SBE algorithm is invoked again to generate new 

phases/versions list for that task replica. The new output of the SBE is then used to launch the replica from the 

current phase using the successful output of the previous phase (steps 18 to 22). Finally, the output of the first 

successful replica finishing the last phase is used as the output of the task. 

Figure 6: Autonomic management module Architecture 
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Figure 7: SBE Algorithm. 
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4.2 Resilient Applications and Performance Evaluation 

In this section, we show that the SBE algorithm can be used to develop resilient applications or routines that can 

be used as modules in the development of rDDDAS environments.  

4.2.1 Resilient MapReduce Application 

MapReduce is widely used as a powerful parallel data processing model to solve a wide range of large-scale 

computing problems [85]. With the MapReduce programming model, programmers need to specify two functions: 

Map and Reduce. The Map function receives a key/value pair as input and generates intermediate key/value pairs to 

be further processed. The Reduce function merges all the intermediate key/value pairs associated with the same 

(intermediate) key and then generates the final output. There are three main roles: the master, mappers, and reducers. 

The single master acts as the coordinator responsible for task scheduling, job management, etc. MapReduce is built 

upon a distributed file system (DFS) which provides distributed storage. The input data is split into a set of map (M) 

blocks, which will be read by M mappers through DFS I/O. Each mapper will process the data by parsing the 

key/value pair and then generate the intermediate result that is stored in its local file system. The intermediate result 

will be sorted by the keys so that all pairs with the same key will be grouped together. The locations of the 

intermediate results will be sent to the master who notifies the reducers to prepare to receive the intermediate results 

as their input. Reducers then use Remote Procedure Call (RPC) to read data from mappers. The user defined reduce 

function is then applied to the sorted data; basically, key pairs with the same key will be reduced depending on the 

user defined reduce function. Finally, the output will be written to DFS. 

Apache Hadoop is an open source implementation of the MapReduce framework [86] and is used in our 

experimental results to evaluate our system for the MapReduce application. We have chosen Oracle Virtualbox [87] 

as the virtualization software. To maintain consistency with the MapReduce parlance defined in [85] we will refer to 

each physical host machine as master and each guest machine as slave (refer to Figure 8). To prevent any single point 

of failure, each guest machine is configured to run in a single node cluster. The MapReduce Wordcount [88] program 

is available on each slave in C++ and Java. Thus, the combination of <physical machine, OS, and programming 

language> represents a single version. Figure 8 provides details about the application diverse versions used in our 

implementation.  

 

 

 

        

 

The Map/Reduce application in our experiment is divided into three phases as follows: 

 Phase 1: First Map function 

 Phase 2: Second Map function 

 Phase 3: Final Map/Reduce function. 

The output of the previous phase is used as input in the next phase (e.g. the Phase 1 output is input for Phase 2 and 

the output of Phase 2 is input for Phase 3). During runtime, the application execution is performed in parallel on each 

of the three machines. Also, at the beginning of each phase, each master runs a local shuffler program to determine 

the version to run at the current phase. For this experiment, we have used a random number generator to determine 

the version that will run on each machine. At the end of each phase, the three masters run local acceptance tests. If 

any master‟s acceptance test fails, its output is discarded and the output is retrieved from another master. 

Figure 7: Versions used for the MapReduce Application 

DISTRIBUTION A: Distribution approved for public release.



13 

 

Figure 9 shows an example of SBE in our experiment. At the beginning of Phase 1, masters 1, 2, and 3 run a 

random number generator and select versions V1, V8, and V10 respectively. After completion of the first Map on 

each physical machine, the output is checked for correctness by the acceptance test criteria. If this test fails, the 

master selects the output of phase 1 from other masters and the first result that passes the acceptance test will be 

selected for the next phase of the application execution. Similar actions are performed by each master in phases 2 and 

3. 

 

 

 

 

 

 

 

 

We have evaluated our approach for the two cases shown in Figure 10: 

 

  

 

4.2.1.1 Case 1: Resilience against Denial of Service Attacks  

In this scenario, we launched a DoS attack on one of the machines used to run the Map/Reduce application. The 

SBE service was able to successfully detect and tolerate the DoS attack. Although the DoS attack affected the 

attacked physical machine and increased its response time by 23%, the response time of the application with and 

without attack remained the same as we took the output from the other physical machine in such a case. In our 

experiments, we experimented an overhead of 14% in response time by our approach which is due to the additional 

management compared to the single non-resilient approach.  

Figure 8: Example of SBE used in the MapReduce experiment 

Figure 9: Test case Scenarios- Insider attack and Denial of Service attack 
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Figure 11: Jacobi's Linear Equation Solver: Testbed Setup 

4.2.1.2 Case 2: Resilience against Insider Attacks  

In this case, one of the machines (the fastest physical machine) is compromised by an insider attack and the 

computations running on that machine were changed by the internal attacker. Similar to the previous case, the 

application continued to operate normally in spite of the insider attack because the results from the compromised 

machine were ignored and the results from other versions (4 and 12) were used instead. The performance impacts and 

overhead on the application performance are shown in Figure 11. 

 

 

 

  

 As shown in Figure 11, the average response time using the Resilient Cloud Application Services approach 

increases by 14% (without attack) and 24% (with attack). 

4.2.2 Resilient Jacobi’s Iterative Linear Equation Solver 

Linear equations are used to solve a wide range of real world scientific and engineering problems. The Jacobi 

technique is an iterative technique for solving a set of linear equations under two assumptions [89]: 

• The system given by Ax=B has a unique solution 

• The co-efficient matrix A has no zeroes on its diagonal. 

To solve a set of n equations, we solve the first equation for x1, second equation for x2 as follows: We first make 

an initial assumption of the values of x. We then substitute these values into the right hand side of the set of 

equations. This completes the first iteration. This process is repeated until convergence is reached on the values of x.  

To evaluate the SBE algorithm, we used a testbed based on the IBM BladeCenter HS22 Private Cloud [90] at 

University of Arizona‟s Centre for Cloud and Autonomic Computing. The implementation runs on a three node 

cluster each hosting two VMs. One of these VMs has a Windows based OS, while the other one has a Linux based 

OS. We have used VMware vSphere5 [91] as the virtualization software (See Figure 12). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: MapReduce Result Summary 
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The Jacobi Algorithm described above has been implemented in C, C++, and Fortran, thus creating different 

versions (see Figure 13). 

 

 

 

 

Figure 14 provides an example of the SBE used in our experiment. 

 

 

 

 

 

 

 

 

 

 

In the beginning, the SBE controller randomly selects a supervisor from a set of three supervisors (one supervisor 

on each physical node). This supervisor then randomly selects a phase timer for that phase. The master machines on 

each physical node randomly select the versions to be run on each node. Checkpoints are continuously stored on a 

master machine on each physical node. At the expiration of the phase timer, the last checkpoint from each of the 

three masters is passed onto the supervisor machine (Steps 12-15 in the algorithm shown in Figure 7). An acceptance 

test is run on each of these checkpoints. This test checks for the following properties: a) The solution is within a 

range, b) The memory utilization of the program is within a normal range, and c) The variable values after 

subsequent iterations are not too divergent. The latest checkpoint that passes the acceptance test is selected as the 

output of this phase. For example, if the checkpoints received from the masters have completed iteration 5, 7, and 8, 

respectively and if they all pass the acceptance test, the checkpoint which has completed the 8
th
 iteration is selected as 

the output for this stage and the input for the next phase (Steps 16-21 in Figure 7). At the beginning of the next stage, 

a new supervisor is selected randomly and the above process is repeated until the final output is received. 

Table I summarizes the overhead in terms of the execution time and overhead percentage for five programs with a 

normal execution time ranging from 200 seconds to 3600 seconds respectively. The overhead is given as a function 

Figure 12: Versions used in Application 2 

Figure 13: Example of SBE used in Application 2 
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of the number of phases selected to run the application.  

Table 1: Overhead in Application 2 

  Execution time with SBE in seconds 

Execution Time in 

seconds without SBE 
2 phases 3 phases 4 phases 

  Time OH Time OH Time  OH 

200 218 9% 248 24% 276 38% 

800 838 5% 890 11% 988 24% 

1500 1568 5% 1624 8%  1663  11% 

3600  3671 2%   3847 7%   3890  8% 

 

We calculated the overhead as the additional time taken with our algorithm compared to running the application 

without SBE. As shown in Table 1, for programs with higher execution times, the overhead due to SBE reduces 

significantly. For example, for a program with execution time of 3600 seconds, the overhead percentage for 3 phases 

is 7%. The number of phases to run each application can be chosen such that it meets the performance and resilient 

requirements of the application. 

In evaluating the resilience of this application, the following attack scenarios are launched against the application 

execution. Figure 15 illustrates Scenario 1: 

 

 

 

 

 

 

 

 

 

1. DoS Attack (Attack Scenario 1).  

We launched a DoS attack on the Windows machine running version V1 during Phase 2 using the mprime library 

[92] for memory DoS attack. As a result of the DoS attack, V1 execution was very slow. The acceptance test detected 

that the checkpoints received from the other two versions were faster and accurate. Hence the checkpoint from 

another machine was selected for the output of this phase and the application continued to operate normally in spite 

Figure 14: Attack Scenario 1 
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of the DoS attack.  

2. Insider Attack (Attack Scenario 2).  

As seen in Figure 12 there are three supervisors that directly communicate with the SBE controller. Only one 

randomly selected supervisor is active in any given phase. In Scenario 2, in the beginning of the execution, we 

compromised Supervisor 2 by destroying all the Supervisor services running on it. During the phase when Supervisor 

2 was selected, the acceptance test unit on the controller detected that the Supervisor code is not running and selected 

another Supervisor.  

3. Compromising Two VMs (Attack Scenario 3):  

In this attack scenario, we compromised the Linux VM on physical machine 2 and Windows VM on physical 

machine 3 by replacing all code versions on these machines with other programs. The acceptance test carried out by 

the supervisor detected that the output is irregular and the output from the version running correctly on physical 

machine 1 was selected. Hence, the application continued to operate normally in spite of hijacking two physical 

machines. 

4.2.3 MiBench Benchmarks 

The MiBench Benchmarks [93] consist of C programs from six categories each targeting a specific area of the 

embedded market. We used the following applications from the MiBench benchmark suite: 

Basicmath (Automotive and Industrial category): This program performs mathematical calculations like cubic 

function solving, integer square root, and angle conversions from degrees to radians are all necessary calculations for 

calculating road speed  or other vector values.  

Dijkstra‟s algorithm (Network category): This program constructs a large graph in an adjacency matrix 

representation and then calculates the shortest path between every pair of nodes using repeated applications of 

Dijkstra‟s algorithm. 

For each of the above available C programs, we used diversity in operating systems to have a total of 6 versions. 

The versions used are shown in Figure 16. We calculated the overhead of our Resilient Application Services 

architecture for different number of iterations of the above mentioned benchmarks. The results are presented in 

Figures 17 and 18. As the experimental results present (Figures 17 and 18), the overhead of our algorithm decreases 

as program size increases. 

 

 

 

 

 

 

 

Figure 15: Versions used with the MiBench suite 
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We also evaluated the following attack scenario on the Dijkstra program: We first ran the Dijkstra program 

without SBE and without any attack. We named the output file as „A‟. We then set the SBE phase timer with an 

average of 900 seconds, i.e. the interval between the version changes had an average of 900 seconds. We also 

configured an attack machine which launched insider attacks on V1 after the first 400 seconds, V3 after the second 

interval of 400 seconds, V5 after the third interval of 400 seconds, and so on. We did this for an SBE algorithm with 

4 phases. The output received after this was named „B‟. On comparison, A and B were the same. Thus, the attacks 

were tolerated by our Resilient Cloud Application Services. The attack scenario is illustrated in Figure 19.  

 

 

 

 

 

 

 

 
Figure 18: Attack Scenario-Application 3 

Figure 16:  Basicmath - Overhead for SBE with three phases 

Figure 17:  Dijkstra‟s Algorithm - Overhead for SBE with three phases 
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4.3 Resilience Cloud Storage Services  

With the advancements in networking and cloud computing technologies, there is an increasing demand for the 

computational and storage resources. The world‟s information is doubling every two years [94], more than 300 hours 

of video content is uploaded to YouTube every minute [95]. Hence, the need for the cloud storage is increasing 

dramatically. A recent report released by IHS says that an uninterrupted double-digit growth in cloud storage 

subscription anticipated to follow until at least 2017 [96]. The average annual run rate of IP traffic by the end of 2015 

is estimated as 966 Exabyte worldwide [97]. 30% of Vendors use cloud services for storage [98]. 

Cloud storage has become a business solution for remote storage and data backup as it offers infinite storage space 

for clients (enterprises/individuals) in a pay-as-you-go manner [99], [100]. For example, Ericsson, a major provider 

of technology and services to telecom operators, uses Amazon Elastic Compute Cloud (Amazon EC2), Amazon 

Simple Storage Service (Amazon S3), and the Right scale Cloud Management Platform for provisioning and auto-

scale functionality. Similarly, Shaw Media uses Amazon Web Services (AWS) to improve uptime for its high-traffic 

websites and also to implement a disaster recovery strategy that resulted in a $1.8 million saving; the cost for a 

establishing a second physical site. There is an increased interest and deployment of cloud services that use Amazon 

web services for many services (application, backup and storage, computation, networking) [101]. On the other hand, 

cloud storage tools like Dropbox, cloudme.com, etc. allow individuals to store their data on the cloud and access it 

from any computer or mobile device with Internet access. Devices with limited storage like mobiles and tablets 

prompt users to store their audio/video files on cloud.  

According to the Future of Cloud Computing Survey 2011, the main inhibitor to cloud adoption is security [102]. 

43% of companies globally currently using a cloud computing service reported a data security lapse or issue with the 

cloud service their company is using within the last 12 months [103]. 15% of the data centers do not have data 

backup and recovery plans [104]. The cost of a datacenter outage is calculated as Average of $505,502 per incident 

[105]. The biggest problem in the adoption of cloud storage is the concern over the confidentiality and integrity of 

their data [106].  

In order to solve the data storage resilience in cloud systems, we developed and evaluated a Resilient Cloud 

Storage Service (RCSS) that will overcome the security and privacy issues. The RCSS architecture solves two main 

security problems: 1) Access control that ensures that only authorized users can access data in cloud systems; and 2) 

Secure communications that prevent any data leakage while the data is in transit. Our experimental results and 

evaluation of our approach shows that also 50% improvement in performance can be achieved along with secured 

data services by using a reduced key length of 512 bits.  

4.3.1 Resilient Cloud Storage Service Architecture 

The resilient cloud storage services are implemented as shown in Figure 20. When a client requests to use the 

cloud data storage services such as for reading, writing/uploading a file, the Self-Management module (SMM) 

initiates the secure communication by checking the authentication of the client. The CA certificates [111] are used to 

verify both the client and the SMM. At this point if the authentication fails, the client is added to the blocked list by 

the SMM until the client authenticity is verified. The secure communication between client and the cloud storage is 

implemented in three steps. CA certificate verification is the first step while the Diffie-Hellman (DH) key exchange 

protocol and key hopping with file partitioning are the second and third steps, respectively. The SMM initiates the 

DH key [108] generation algorithm between the Storage Management Agent (SMA) and the SMM. Using the DH 

key exchange protocol, the public and private key pair is generated. Additionally, CA certificate verification is 

applied. At this point, the client will be sure about the sender of the key and also the man-in-the-middle attack will be 

extremely difficult. Once the key is received by the client, the communication between the client and the data server 

is encrypted in two layers.  

DISTRIBUTION A: Distribution approved for public release.



20 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the first layer, the files, which are transmitted between the client and the server, are divided into parts and each 

part is encrypted using DES (Data Encryption Standard) algorithm [109]. These DES keys used in encryption should 

be known by the data server for decryption, i.e. these keys should be sent to the server. In order to make sure that the 

DES key is not compromised during the transmission between the client and the data server, the DES key is sent 

encrypted using RSA algorithm, using the public and private key pair generated with the DH key exchange protocol. 

 For an attacker to successfully attack the system and steal the data in transit at a particular time window, the 

attacker needs to know the exact file part and the DES key that is used to encrypt that specific file part and the RSA 

key that is used to encrypt the DES key. In the worst case, even if the attacker finds out all the required variables 

(which is nearly impossible), the attacker will be able to see only the data in that particular time window since in the 

next time window, all keys will change again. 

In our approach, we prefer using a sequence of random shorter keys where each key will be active for a random 

period of time (determined by the SMM) in a similar manner to frequency hopping in wireless networks [110]. When 

a small key is used, the time window should be small and with multiple hopping in order to make the system secure 

and resilient to attacks; the attackers will have less time to figure out the key and by the time they might be able to 

discover it, the key will be changed. This approach will reduce the overhead introduced from the encryption using 

large keys.  

4.3.2 Secure Communications 

When a client wants to access the cloud services, the SMM starts a timer and initiates the DH key generation 

protocol between the client and the SMM. In order to avoid the man-in-the middle attack, the server certificates are 

verified by the client to make sure that it is receiving the correct key from the correct sender [111]. This key is 

generated by the client to prove its identity to the cloud provider. The access control list is then updated and 

communication starts between the client and cloud system. The SMM manages the channel encryption and the key 

hopping for a randomly selected time windows. The channel is encrypted using DES (Data Encryption Standard) in 

CFB64 (Cipher Feedback) mode [112]. In this CFB mode, the first 8 bytes of the key generated using the DH 

algorithm is used to encrypt the first block of data. This encrypted data is then used as a key for the second block. 

This process is repeated until the last block is encrypted. The key generated once will be valid only for that particular 

time window and whenever the key time expires the SMM will again launch the DH key protocol.  

 

Figure 19: Architecture diagram of RCSS 
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4.3.2.1 DH system 

The communication between the client and cloud 

services is encrypted using Diffie-Hellman (DH) key 

generation algorithm [108] as shown in Figure 21. Diffie-

Hellman is a key exchange algorithm based on modulo 

arithmetic that can be used to securely exchange keys 

between two systems that do not share any mutual keys. 

The two systems create a shared secret over an insecure 

communications channel. Simply transmitting a 

symmetric cipher key is clearly inadequate because 

anyone reading the traffic could use the key to decrypt 

anything encoded with it. After agreeing on a large 

modulus (m) and a common base number (x), each side 

picks a random number (its local secret); computes x to 

that power (mod m), and transmits this. Upon receiving 

this number, the other side raises it to its local secret 

power, and computes x to the product of the two powers. 

Anyone snooping on the connection can see the two 

partial powers transmitted, but without the secret powers 

the sniffer cannot compute the shared secret.  

The master key generated by the SMM is sent to client through SSL session (see step 2-3 in Figure 22). The client 

then uses the key for DES encryption. This shared secret is converted to the DES key and is used for further 

communication between the client and the server. In the worst case scenario, if the key is compromised, it will be 

effective only during that time window because in the next time window the key will be different. We implemented 

DH system in C language and OpenSSL library. 

 

 

 

 

 

 

 

4.3.2.2 Key Hopping 

Using the same key for a long time brings insecurity for the case if it is stolen and also, it requires a long 

computation time to encrypt file parts, incurring high overhead. To overcome this problem, we use shorter keys to 

reduce the time it takes to encrypt data and we change the keys randomly to increase the security of the storage 

service. The Storage Management Module keeps track of the time window and triggers the client and the server at the 

starting of the time window and when the time window ends. Thus the client and server follow the time window 

provided by the SMM. Any abnormal behavior by the client and server is monitored and responded to by the 

observer controller in the SMM. Once the time window ends, the keys that are used during that period will expire and 

SMM will initiate the generation of keys and then distribute them to various SMA. According to [113], it takes 73 

Figure 20: Diffie-Hellman Key exchange protocol 

Figure 21: DH algorithm for key generation and exchange 
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days for a single Dual-core PC to crack a single RSA 512 bit key. However, through parallel processing, this time 

can be reduced significantly. Let us assume that the attacker is using 100 computers to crack a password which 

requires approximately 1 day. Thus, a 512 bit RSA key is unsecure if it is used for a long time period. In our 

evaluation, we used a time window of 4.8 hours which is very less time for an attacker to crack the key if one 

considers the other random variables used in our approach (window interval and file partitions). Our experimental 

results validated the resilience of our storage services against a wide range of attacks. 

4.3.2.3 Client key Distribution 

 We use OpenSSL (Secure Socket Layer) [114] for the communication between the SMM and the client. The 

SMM certificates are verified on the client side to make sure that the key is received from the right sender. Once the 

certificate is verified, a secure socket is created for further communication. When the SSL session is established, the 

key is encrypted using MD5 ciphers [115]. A private and public key pair is generated and the public key is 

announced to the SMM. But the party which has the private key can only decode the entire key. After creating this 

secure channel the client obtains the key to decrypt the data. This key is then used to prove the clients identity to the 

SM module. After a successful authentication, the client will be added to the access control list. In further 

communication, if the client fails to prove its authenticity, the SMM will block its connection to the cloud storage 

system until the problem is resolved. 

The algorithm to implement the RCSS is shown in Figure 23. The variables mentioned in the algorithm are self-

explanatory. Initially all the timers are set and SMM launches the DH key generator between SMM and SMA (see 

step 1-5, Figure 23). Once the key is generated both the subsystems will wait for client connections (see step 6-9, 

Figure 23). The client request first goes to the SM module. The SMM will then share the computed key and its key 

time window (see step 1-5 Figure 23). 

 

 

 

 

 

 

 

File Partitioning: 

In May 2011, a popular file sharing service Dropbox was accused in a complaint 

to the Federal Trade Commission of using “a single encryption key for all the user 

data the company stores”. The concern is that if a hacker was able to break into 

Dropbox‟s servers and obtain the key, it could gain access to all of the Dropbox‟s 

user data [116]. So to improve the resilience of stored data, it is important to 

partition data into several parts and use different keys for each data partition. This 

increases the overhead but it adds one more layer of security that attackers must 

overcome within a short period of time to succeed in accessing the data. Figure 24 

shows the algorithm for encrypting the file by partitioning it and encrypting each 

part with a different key.  
Figure 23: Algorithm for file 

partitioning 

Figure 22: Resilient Cloud Storage Service Algorithm 
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4.3.3 Evaluation and Results 

In this section we present our implementation testbed and the performance results we obtained using RCSS 

architecture. 

4.3.3.1 Testbed Configuration 

In our experimental evaluation testbed, the storage servers are implemented using a cluster of virtual machines 

running on different nodes of an IBM Bladecenter HS22 Private Cloud [90]. Storage server 1 is implemented using 

Ubuntu 10.04 Linux operating system that runs on all its virtual machines that use the Hadoop Distributed File 

system. OpenSSL is used for establishing secure communication channel between SMA and storage systems. The 

SSL server provides the CA (Certificate Authority) certificate and Server certificate. Similarly the client system 

providers the CA certificate and client certificate. Whenever a client is requesting to connect to a server, the client 

certificate which is already signed by that server is verified by the CA and if the validation passes the communication 

is established.  

4.3.3.2 Experimental Results and Evaluation 

To evaluate the performance gain that can be achieved from using the key hopping technique, let us assume that 

there are 2000 sessions that use the resilient storage service. In our testbed, the average time to run an SSL 

processing time with 1024 bit key is approximately around 4 seconds. To run the RDS algorithm, the execution times 

of its components, if we assume the key size is 1024 and number of hops 5, are as follows: DH Protocol time is 11 

seconds, key distribution time is 2 seconds, and DES encryption-/decryption is 1 second.  

We use Performance Improvement Factor (PIF) as a metric to quantify the expected performance using our 

approach. The PIF metric can be computed as: 

     
           

     
 

RTssl = No of sessions * Time taken for SSl protocol 

RTRCSS = (TDH protocol + Tkeydistribution)*No of hops + (No of sessions * Time for DESen+decryption ) 

where, 

RTssl is the response time for system only with SSL. 

RTRCSS is the response time for the system with RCSS implementation. 

TDH protocol is time of execution for DH protocol. 

Tkeydistribution is the time taken for client key distribution. 

Based on our assumption for the number of sessions, the performance improvement (PIF) is 74%.  

Figure 25 shows the overall overhead time for RCSS with respect to the number of hops. It is clear that as the 

number of hops increases the overhead increases. 
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We also quantify the performance gain that can be achieved in encrypting different file sizes as shown in Figure 

26. We compared the performance of using static key of size 2048 bits versus using a key hoping technique with 512 

bits with two hops. The performance improvement factor is calculated as follows using the above mentioned 

assumptions.  

          
                  

         
 

where,  

RT2048ssl = Response time with 2048 bit key and no hops. 

RT512ssl = Response time with 512 bit key, 2 hops using RDS approach.  

The performance improvement factors for file sizes 256 MB, 64 MB, and 1 MB are 65.5%, 73.9% and 73.01% 

,respectively. 

 

 

 

 

 

 

 

Figure 27 shows how the overhead increases as we increase the number of parts for file partitioning. With a 512 

bit long key and 2 hops, the overhead is almost 50% less than the overhead when we use 2048 bit long key with no 

hopping. This shows that by using smaller keys, we can improve the performance (50% with 2 hops as shown in 

Figure 27) while improving the security of the system by adding three security layers; for the attacker to succeed, the 

attacker needs to know the number of partitions, the keys used in each interval, and the length of each time window.  

Figure 25: File size vs overhead time for different keys 

Figure 24: Performance overhead versus key length and number of hops 
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Figure 26: File parts vs overhead time for different keys 
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4.4 Resilience Modeling and Analysis  

The process of quantifying resilience is a difficult process due to the heterogeneity of the environment, so a 

general and quantitative set of metrics for the resilience of cyber systems is accepted to be impractical [7]. Therefore, 

instead, we provide a method for quantifying resilience in an environment that is running our resilience approach. 

The method we propose to quantify the resilience of a cloud environment uses four important metrics: 

confidentiality, integrity, availability, and exposure. These metrics together can be used to represent the information 

security attributes for any system.  

The attack surface of a software system is an indicator of the system‟s security; i.e., the higher the attack surface 

for a system, the lower the security is [117]. The attack surface represents the area in which adversaries can exploit or 

attack the system through attack vectors. In a SBE enabled environment, the attack surface measurement can be used 

to quantify the resilience. We will show that using SBE algorithm will decrease the attack surface, and therefore, 

increase the resilience compared to a static execution environment. The first step in quantifying the attack surface is 

identifying the metric for the software system; this includes the operating systems, programming languages, and the 

network. There are many tools that can be used to identify attack vectors, such as Microsoft Attack Surface Analyzer 

[118], Flawfinder [119], Nessus [120], Retina [121], and CVEChecker [107]. The application will always have an 

attack surface less than or equal to the system attack surface because the application, while it is running, will have a 

subset of the system attack surface; not all of the system attack vectors will apply to the application execution 

environment.  

 CVE (Common Vulnerabilities and Exposures) [107], which is a public reference for information security 

vulnerability and exposures, is used to determine the confidentiality, integrity, and availability of the software 

system. CVSS (Common Vulnerability Scoring System) [75] is used as a standard measurement system for 

industries, organizations, and governments that need accurate and consistent vulnerability impact scores. Cyber 

resilience depends on maintainability, dependability, safety, reliability, performability, and survivability which are all 

functions of Confidentiality, Integrity, and Availability [7]. Hence, we define the resilience as follows: 

Definition: The system resilience   is the ability of the system to continue providing its Quality of Service (QoS) 

as long as the impact of the attacks is below the minimum threshold  . 

The impact   ( ) of a vulnerability   is: 

  ( )  {
      
       

 

Where    is the time required for discovering the vulnerability and exploiting it, and    is the impact of exploiting 

the vulnerability.  

The expected value of the impact of a vulnerability   is given by: 

 [  ]       (  ) 

where    is the random variable that represents the occurrence of an attack exploiting vulnerability  . We can 

evaluate the probability of    as: 

  (  )    ( )    (  ) 

where   denotes the existence of an attacker who is trying to exploit the system and    denotes the time needed to 

successfully exploit the vulnerability  . To simplify the problem, we will assume that any attacker that spends more 

than    time in exploiting vulnerability   is successful, i.e., assume that all attackers are expert attackers and can 
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successfully launch the attack in a minimum time   . By using the application life cycle time    and assuming that 

   is a uniform random variable, the pdf (probability density function) for    is given by: 

  (  )  {

                
 

     
               

 

We define the impact of a system with   vulnerabilities to be: 

         [             ] 

Using the linearity property of the expected value, the previous equation can be re-written as: 

         [   ]   [   ]     [   ] 

               ( )    (   )        ( )    (   )          ( )    (   ) 

 

         ∑       ( )    (   )  
 
     ( )  ∑       (   )

 
     

Since we do not have a direct control over the   ( ) or the impact value     of the  -th vulnerability   , in our 

SBE technique, we continuously force the time   to be less than    for all or most vulnerabilities, which in turn forces 

   (  ) for those vulnerabilities to always be zero. We are currently using the CVEChecker tool to get the impact 

score    .  

Using the multiple functionally equivalent variants to run the application will significantly improve its resilience 

against attacks because of the reduced successful attack probability on the application execution environment. For 

example, by using   functionally equivalent versions of the application, the probability of successfully exploiting an 

existing vulnerability    is given by: 

  (   )     (                   ) 

Since these versions are independent from one another: 

  (   )    (     )    (     )      (     ) 

Assuming that all versions are equally likely to be attacked: 

  (   )  
 

 
  (   )  

 

 
  (   )    

 

 
  (   )  (

 

 
  (   ))

 

 

Figure 28 shows the decrease in the probability of a successful attack as a function of the number of versions to be 

used in the SBE algorithm.  
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From the previous discussion, it is clear that our SBE technique will significantly reduce the ability of attackers to 

exploit existing vulnerabilities in cloud applications. 

  

  (𝑈𝑣𝑘) 

Figure 27: Probability of Successful Attack with respect to the number of versions 
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4.5 Resilient Cloud Services (RCS) 

For the cloud to be fully adopted and effectively used it is critical that the security mechanisms are robust and 

resilient to faults and attacks. Securing cloud applications and services is a challenging research problem because it 

involves many interdependent tasks including vulnerability scanning, application layer firewalls, configuration 

management, alert monitoring and analysis, source code analysis, and user identity management. Current security 

techniques are mainly signature based and manual intensive. As a result, it is widely believed that software systems 

and network protocols will always have vulnerabilities that can be exploited by cyberattacks. Furthermore, the 

monoculture problem of software makes vulnerability exploitations propagate instantly to a large number of 

computers and network devices. In this section, we present an environment to develop resilient cloud services (RCS) 

and evaluate their performance.  

4.5.1 RCS Development Environment 

We achieve resilient operation by continuously hiding the execution cloud systems using two runtime algorithms: 

cloud SBE that was discussed before and autonomic management. The RCS methodology makes it extremely 

difficult for an attack to disrupt the normal operations of a cloud application. Also, the dynamic change in the 

execution environment hides the software flaws that would otherwise be exploited by a cyberattacker. The autonomic 

management algorithm is needed to provide the dynamic configuration capabilities to hide the cloud execution 

environment at runtime. Figure 29 illustrates the RCS development environment, which includes the following main 

modules: Application Resilient Editor (ARE), Cloud Resilient Middleware (CRM), Supervisor VMs (SVMs), and 

Master VMs (MVMs). In what follows, we briefly highlight the main functions to be provided by each module. 

 

 

 

 

 

 

 

 

 

 

 

4.5.1.1 Application Resilient Editor 

The editor allows users and/or cloud application developers to specify the resilient requirements of the cloud 

applications. The resilient requirement can be characterized by: 1) defining the required diversity level (how many 

different versions of an application and/or how many different platforms (e.g., operating system types) that are 

required to run the application; 2) defining the redundancy level (how many redundant physical machines are 

required); and 3) defining how often the execution environment needs to be changed and the number of application 

Figure 28: RCS Development Environment. 

DISTRIBUTION A: Distribution approved for public release.



30 

 

execution phases.  

4.5.1.2 Cloud Resilient Middleware (CRM) 

The CRM provides the control and management services to deploy and configure the software and hardware 

resources that are required to achieve the application resilient requirements as specified by the editor. The resilient 

operation for any cloud application is achieved using the SBW algorithm that hides the execution environment by 

dynamically changing the number of versions used to run the application at each phase. The decisions regarding 

when to shuffle the current variant, the shuffling frequency, and the variant selection for the next shuffle are guided 

by a continuous monitoring and analysis of current execution state of cloud applications and the desired resilience 

requirements.  

To speedup the process of selecting the appropriate resilient algorithms and execution environments, the CRM 

repository contains a set of SBE algorithms and images of virtual machines that run in different operating systems 

(e.g., Windows, Linux, etc.) to implement supported cloud applications and services such as Map/Reduce, Web 

services, Request and Tracker (RT) applications, just to name a few. 

The Configuration Engine (CE) takes the resilient 

requirements specified by the users using the CRM 

editor and uses the CRM repository to build the 

execution environment that achieves the required 

resilient cloud operations or services. The selected SBE 

algorithm runs each Cloud Application (CA) as a 

sequence of execution phases, where each phase is 

administered by one Supervisor Virtual Machine 

(SVM). The SVM manages several Master Virtual 

Machine (MVMs) each of which run on different 

physical machines in order to tolerate attacks that might 

discover the physical machine running the CA during 

one phase. Furthermore, each MVM manages the voting 

algorithm on the results produced by several Worker 

Virtual Machines (WVMs) where each WVM runs 

different version of the cloud application. The CE algorithm is shown in Figure 30. To explain the CE algorithm, we 

use the example shown in Figure 31 as a running example. The number of phases in this CA example is two (step2), 

and the supervisor virtual Machine for Phase 1 is SVM  and SVM  for Phase 2 (step 4). In step 6, we select the 

masters for each phase (MVM1, MVM2, MVM3). Similarly, we create three Worker VMs (WVMs) to run each 

version of the CA application during each phase (Step 7). In this example, during phase 1, master virtual machine 

MVM1 will be managing the parallel execution of three versions (V1, V4, and V3) on three worker virtual machines, 

while MVM2 manages the parallel execution of V8, V2, and V5, and MVM3 manages another set of three versions of 

the CA application (V9, V2, and V3). The supervisor virtual machine (SVM1) of Phase I will collect the results from 

the three masters and pass the output produced by the voting algorithm as will be explained later. Similar steps are 

followed during the second phase as shown in Figure 31. 

 

 

 

 

Figure 29: Configuration Engine Algorithm 
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4.5.1.3 Software Behavior Encryption (SBE) Algorithm 

Once the CE setups the environment, the selected supervisor virtual machine (SVM) for each phase will 

administer the SBE algorithm as shown in Figure 32. The SVM is designed to manage the resilient behavior 

obfuscation of the selected algorithm by the configuration engine as discussed before. The SVM  for Phase I 

manages the operations of all the VMs involved in computing the CA during its assigned phase as shown in Figure 

32. The designated SVM will run the designated MVM at each physical machine used in a given phase (Step 4), and 

then collects the results from all the masters to choose the one to be passed to the next phase. The voting procedure 

(Step 13 through 23), which is based on an integration voting algorithm [76], first check results to see if majority 

vote can be achieved (Steps 12 to 17) when the difference between results is less than an acceptable threshold ε. If 

the difference in the results is larger than the acceptable threshold, a weighted voting procedure is used to determine 

the result to be passed to the next phase (Steps 19 through 22). 

 

 

 

 

 

 

 

 

 

 

 

Figure 30: SBE algorithm main components for two-phase example application 

Figure 31: SBE Algorithm for one phase (CA, Phase I) 
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4.5.2 RCS Experimental Results and Evaluation 

In our evaluation of the RCS approach, we used the MapReduce cloud service as a running example to evaluate 

the effectiveness and performance of our method to achieve resilient cloud applications. MapReduce [85] is being 

widely used as a powerful parallel data processing programming model to solve a wide range of large-scale 

computing problems. With the MapReduce programming model, programmers need to specify two functions: Map 

and Reduce. The Map function receives a key/value pair as input and generates intermediate key/value pairs to be 

further processed. The Reduce function merges all the intermediate key/value pairs associated with the same 

(intermediate) key and then generates final output. There are three main roles: the master, mappers, and reducers. The 

single master acts as the coordinator responsible for task scheduling, job management, etc. MapReduce is built upon 

a distributed file system (DFS) that provides distributed storage. The input data is split into a set of M blocks, which 

will be read by M mappers through DFS I/O. Each mapper will process the data by parsing the key/value pair and 

then generate the intermediate result that is stored in its local file system. The intermediate result will be sorted by the 

keys so that all pairs with the same key will be grouped together (the shuffle phase). The locations of the intermediate 

results will be sent to the master who notifies the reducers to prepare to receive the intermediate results as their input. 

Reducers then use Remote Procedure Call (RPC) to read data from mappers. The user defined reduce function is then 

applied to the sorted data; basically, key pairs with the same key will be reduced in some way, depending on the user 

defined reduce function. Finally the output will be written to DFS. For example, Hadoop [86] is an open source 

implementation of the MapReduce framework and MRS-MapReduce [77] is another implementation. 

The RCS testbed consists of several compute nodes and controller as shown in Figure 33. The reported results 

were generated using three Dell XPS 8700 towers with i7 4770 processors and 12GB memory, with Ubuntu 12.04 

Server as a host operating system. We deployed OpenStack Havana to create a private cloud computing environment. 

OpenStack is a free and open-source cloud management software “to produce the ubiquitous Open Source Cloud 

Computing platform that will meet the needs of public and private clouds regardless of size, by being simple to 

implement and massively scalable.” [81]. For a cloud environment, mainly OpenStack consists of a controller node 

(that has the full control over the environment), at least one compute node (to run VMs on a hypervisor – we have 

chosen KVM as our hypervisor since it is one of the native hypervisors OpenStack is supporting), and a network 

node (for managing networks), combined or separately, with services such as Keystone (identity manager), Glance 

(image service), etc. 

In our implementation, we have used one of the physical machines (PM) as a controller with the compute 

capabilities (i.e. it can control all the VMs in the cloud environment and can also spawn VMs) and with nova-

network (to manage the networking). Our RCS environment can handle hundreds or thousands of machines. In each 

phase, the system selects a random number of physical machines, n ϵ N physical machines, is chosen to run the 

required VMs in order to provide the resilient cloud services. Figure 33 shows the topology of the testbed to 

experiment with and evaluate the RCS performance. An internal network switch is used for the service operations to 

be able to communicate with each other and an external router has been used with special Access Control List 

(ACL). The ACL has been updated in a way that no access from outside to the system or no access from the VMs to 

the outside is possible; but only to the Web Interface is possible. This step has been implemented to introduce 

additional security to block the intrusions and to prevent the data leakage to the outside world. On the controller node 

we allocate a Web interface VM (Web iface) that can be used to submit jobs and/or to use application resilient editor 

explained earlier. In addition various types of VM images (with the required programs installed on them) are stored 

in Glance service so they can be spawned as required by the configuration engine. 
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In order to experiment and evaluate the RCS performance and their effectiveness to tolerate any type of malicious 

attacks against the MapReduce cloud service, we have used WordCount application which is a typical MapReduce 

application that counts the occurrences of each word in large input text data. We have created two versions of this 

application by using two different MapReduce platforms such as Hadoop and MapReduce. We have also used 

different programming languages (Java and Python) for Hadoop environment in order to generate different versions 

(diversified execution environments) of this application.  

Table 2 shows the execution time of all the environments for a single file (with different sizes) along with the 

overhead of the ARCM approach. During the experiments, the files with the specified sizes are created by merging 

the largest novels in English literature (such as Romeo and Juliet from William Shakespeare). In our experiments, the 

MapReduce implementations first apply Map and then apply Map and Reduce for all the Map outputs. The reason 

behind this technique is that when multiple files are used for MapReduce, there is a need to a Map operation for the 

combined Map outputs since the Reduce function requires inputs to be sorted. 

In addition to evaluate the overhead of our resilient approach, we also evaluated the evaluated the effectiveness of 

our ARCM approach against attacks and its ability to continue to operate normally in spite of these attacks. We apply 

Hydra and HPing3 in order to attack the systems while they are operating. We have applied the attacks when the 

systems start operating and evaluated their operations under attacks. 

Table 2: The execution time of all the environments for a single file 

 

Execution Time (sec) 

File Size 

(MB) 
NO_BO With BO Overhead (%) 

5 108 100 7 

10 118 107 10 

15 130 114 13 

20 135 122 9 

25 152 130 14 

30 164 138 16 

60 235 182 23 

138 314 247 21 

    

Figure 32: Testbed topology. 
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Hydra: Hydra is a brute force password cracking software used to guess the password by using a database or by 

trying all the combinations. An example of an attack using Hydra would be as follows:  

hydra 192.168.1.22 ssh2 -s 22 -P pass.txt -L users.txt -e ns -t 10 

In this example, Hdyra is used to apply attack on the 192.168.1.26 remote computer over the SSH on port 22 

using the pass.txt password database file and users.txt users file. It creates 10 threads to check all the possibilities to 

have a faster result since it takes a while to check all the usernames and passwords combinations. In our experiments, 

we use hydra to try to find the password of the victim VM. Since it checks all the combinations using SSH protocol, 

the victim VM needs to reply and hence, a high amount of resource utilization is observed. Therefore, hydra also 

create a DoS attack behavior.  

Hping3: Hping3 is a networking tool used to create and send custom TCP/IP packets used for security auditing 

and network/firewall testing purposes. By sending large amount of synchronization packets with large sizes to a 

specific port, it is possible to apply DoS/DDoS attacks. It also allows using random IP source by spoofing IP 

addresses which helps the attacker to hide his IP address. Using this approach, we have executed a DoS attack from 

an attacker VM to the target VM and made it unable to respond to any SSH connections. Since it also creates high 

resource utilization on the victim VM, the operations required to run MapReduce either took longer time or could not 

complete the execution.  

In Figure 34 we show how much the execution time would change when there is an attack for both systems and in 

Figure 35 we show how much additional overhead is observed during the attacks. In these experiments, we applied 

Hydra and HPing3 to the execution environment as DDoS attack by deploying the tools on multiple attack VMs. The 

results demonstrate that only a small increase in the overhead is seen for the resilient architecture (RCS) and for the 

non-resilient case (NO-RCS), the executions have crashed due to DDoS. In these experiments, we have used a large 

file (138MB) that was created by merging the largest novels multiple sizes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 33: Execution time of the resilient and no resilient architectures with Hydra and Hping3 
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In what follows, we describe how the SBE algorithm can tolerate a wide range of cyberattacks that were launched 

against the MapReduce application. 

4.5.2.1  Attack Analysis and Evaluation  

In our evaluation, we considered two types of malicious attacks against the MapReduce application: Denial of 

Service (DOS) and insider attacks. Below is the list of the attacks used in our evaluation. 

Denial of Service (DoS) Attack: Both CPU and memory of the infected system are consumed by the DoS attack. 

The MapReduce implementations cannot operate under such condition due to the lack of available resources. The 

RCS method uses the redundant WVMs (three WVMs on each physical machine) and, hence, the results will be 

obtained from the other WVMs that have not been hit by this attack. It is also important to note that these WVMs and 

MVMs are randomly selected during each phase of the computations, so it will be extremely difficult for the DoS 

attack to indetify and affect the active MVMs and WVMs during a given phase, in a cloud environment. But, as 

discussed before, if the DoS succeeds, the redundant WVMs on other physical machines will be able to provide the 

correct results to the next phase according to the BO algorithm. 

Fork Bombing Attack: In this scenario, the attacker applies techniques like fork bombing to stop the usability of 

the VMs. When a WVM is infected, the redundant WVMs will be able to provide the correct output. The infected 

WVM, on the other hand, will be restarted and a new SSH keypair set will be assigned and consequently, the attacker 

will lose its connection to the system.  

Change of Authorized Keys: In such a scenario, the attacker changes the authorized keys; however, this will be 

overcome by injecting new keys at every phase. So the infected VM is only inaccessible by the users for one phase. 

Also, the other redundant WVMs that are not affected by this compromise will be able to deliver the error free output 

the MVM and later to the SVM. 

Insider Threat Attack: The insider attacker in this case can force the system to change the output results so the 

user ends up receiving incorrect results. However using the voting algorithm on multiple WVMs on each physical 

machine will allow us to detect and mask the injected error. Furthermore, the infected WVM will be rebooted and the 

key-pairs will be changed to make the attacker lose the connection.  

Insider Attack that Arbitrary Shut-Down Services: The MapReduce services are initialized in the beginning of 

the system and an attacker can try to cause a physical machine not to operate by shutting down the services. In such a 

case, the infected machine will have a new keypair set and will be re-initialized in the beginning of the next phase. 

However, the other redundant physical machines will be able to tolerate such an attack. Furthermore, the 

Figure 34: Hping3 with compared to the no attack scenarios 
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compromised physical machine will be cleared so it can continue its normal operation in the second phase.  

User to Root (U2R): This type of attacks uses login access mechanisms to bypass normal authentication and thus 

gain the privileges of another user (e.g., root privileges). Since the execution of the VMs are limited job and also 

voting mechanism is used to detect abnormal behavior in the workers, such an attack will not be affecting the final 

output of the system.  

Remote to Local (R2L):  An unauthorized remote user tries to bypass normal authentication and execute 

commands and programs on the target machine as any authorized local user. Similar to the U2R attacks, this attacks 

will not be affecting the system behavior and final result.  

Probe: Potential target resources are tested to gather information. These are usually harmless (and common) 

unless vulnerability is discovered and later exploited. With the dynamic behavior of the systems using diversity and 

MTD, the potential vulnerabilities will not be probed and exploited successfully. 

Worm/virus: Malicious program/code that can propagate either by itself or by user activities and result in 

widespread impact on large network (e.g., Internet). By having diversity in the platforms, the successful 

worms/viruses will not be able to affect the whole execution environment.  
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5. Conclusions and Research Contributions 

While DDDAS-based computing is emerging as a promising paradigm, security is a significant barrier to its 

adoption. In this report, we first presented an overview of the current security issues in cyber systems and cloud 

computing. We summarized previous works that classified cloud security issues on the basis of cloud delivery 

models and the components of the cloud. Further, we also observed that attacks on cyber systems such as DDDAS 

environments cannot be prevented. In order to overcome this challenge, we developed a design methodology to 

develop resilient DDDAS environment (rDDDAS) that is based on the following capabilities: Redundancy, 

Diversity, Shuffling, and Autonomic Management. In the rDDDAS methodology, we adopt diversity technique to the 

DDDAS execution environment, redundancy in the resources used to run the DDDAS services and randomly 

changing the versions and resources used to make it prohibitively expensive for attackers to figure the current cloud 

service execution environment and succeeding in exploiting vulnerabilities and launching attacks. We also presented 

a testbed to validate the rDDDAS environment and its resilient algorithms using three applications (MapReduce, 

Jacobii‟s iterative linear equation solver, and some programs from the MiBench benchmark suite). Our experimental 

results showed that our resilient cyber services can tolerate a wide range of attack scenarios with around 7% of 

overhead time. As a future research direction, we are currently working on developing analytics techniques to 

quantify the resilience of different rDDDAS implementation strategies, overhead and performance of the rDDDAS 

services.  

A summary of the main contributions of our research can be highlighted in the following points: 

1) Developed a methodology to build resilient DDDAS (rDDDAS) that utilizes Moving Target Defense 

(MTD) and Software Behavior Encryption (SBE) techniques to make it extremely difficult for attackers to 

exploit existing vulnerabilities or compromise DDDAS environments. 

Benefits: By adding resilient capabilities to DDDAS paradigm, it will make DDDAS attractive to develop 

DOD mission critical applications including crisis and cyber battle management systems. 

Publications: 

 J. Pacheco, C. Tunc, and S. Hariri, “Design and Evaluation of Resilient Cyber Infrastructures for Smart 

Cities,” to be presented at the IEEE Second International Smart Cities Conference (ISC2 2016), 

September 2016, Trento, Italy. 

 G. Dsouza, G. Rodriguez, Y. Al-Nashif, and S. Hariri, “Building Resilient Cloud Services using DDDAS 

and Moving Target Defense,” International Journal of Cloud Computing, Vol 2, No. 2/3, 2013, pp. 171-

190. 

 G. Dsouza, S. Hariri, Y. Al-Nashif, and G. Rodriguez, " Resilient Dynamic Data Driven Application 

Systems (rDDDAS)", Proceedings of International Conference on Computational Science, Barcelona, 

Spain, 5-7 June, 2013. 

 G. Dsouza, H. Alipour, S. Hariri, Y. Al-Nashif, and M. Eltoweissy, "Cloud Resilient Architecture," in 

Proceedings of the 1st IBM Cloud Academy Conference (ICA CON 2012), Research Triangle Park, NC, 

April 19-20, 2012. 

 

2) Developed Resilient Cloud Services (RCS) to validate the feasibility of the rDDDAS methodology to build 

a wide range of resilient DDDAS applications.  

Benefits: DDDAS developers can use the rDDDAS middleware and software components such as 

Map/Reduce, Jacobi‟s Iterative Linear Equation Solver, and MibBench Benchmarks to develop large scale 

resilient DDDAS applications. 

Publications: 
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 C. Tunc, F. Fargo, Y. Al-Nashif, S. Hariri, J. Hughes, “Autonomic Resilient Cloud Management 

(ARCM) Design and Evaluation,” in 2014 IEEE International Conference on Cloud and Autonomic 

Computing (ICCAC), 2014 p. 44-49. 

 C. Tunc, S. Hariri, and A. Battou, “A Design Methodology for Developing Resilient Cloud Services 

(RCS),” Handbook of System Safety and Security: Cyber Risk and Management, Cyber Security, Threat 

Analysis, Functional Safety, Software Systems, and Cyber Physical Systems. Edited by Edward Griffor, 

Elsevier Inc., to be published in 2016. 

 

3) Developed analytical models to quantify resilience in SBE applications and showed that by using three 

diversified versions, we can tolerate with high probability any type of cyberattacks in spite of using 

vulnerable applications or software components. 

Benefits: enables DDDAS decision support system to use analytical models to configure the SBE algorithms 

such that DDDAS environments can meet dynamically the required security and resilient requirements. 

Publications: 

 E. Blasch, Y. Al-Nashif, S. Hariri. “Static Versus Dynamic Data Information Fusion Analysis Using 

DDDAS for Cyber Security Trust. Procedia Computer Science 2014; 29:1299-1313. 

 E. Blasch, Y. Badr, S. Hariri, and Y. Al-Nashif, “Fusion Trust Service Assessment for Crisis 

Management Environments,” pages 389-420, a chapter in a book “Fusion Methodologies in Crisis 

Management: Higher Level Fusion and Decision Making,” Editors: Galina Rogova, Peter Scott, 

Springer, ISBN 978-3-319-22527-2, (2016). 

 Y. Badr, S. Hariri, Y. Al-Nashif, E. Blasch, “Resilient and Trustworthy Dynamic Data-Driven 

Application Systems (DDDAS) Services for Crisis Management Environments,” Procedia Computer 

Science, ICCS 2015 International Conference On Computational Science, Volume 51, 2015, Pages 1–15, 

2015. 

5.1 Broader Impacts and Technology Transfer 

The results and tools developed in the DRCS project have been well received by DoD organizations and industry, 

and several projects have been funded to further develop and transition the technology to DoD market and industry. 

Below is a list of recent awards we received to deploy the rDDDAS capabilities into different DoD organizations: 

 OSD SBIR Phase I Award (OSD153-005): Resilient Middleware Services for Cyber Physical Systems, 

Department of Army, Research, Development and Engineering Command. Jointly with AVIRTEK and UA, 

estimated starting date, August 2016. 

 Army STTR Phase I Award (A16A-T010): Tactical Immune System (TIS), jointly with UA and AVIRTEK, 

estimated starting date: August 2016. 

 NIST Award: Resilient Cloud Services (RCS): The goal of this project is to transition RCS capabilities to 

NIST Super Cloud infrastructure, estimated starting date: September 2016. 

 US Army NETCOM: A prototype Resilient Cloud Services (RCS) environment has been developed for US 

Army Netcom based on VMware platform. 

 NAVY Tactical Cloud: The Navy selected the RCS methodology developed in this project to apply it to their 

Tactical Cloud Services. The project could not start because of budget cut to the Navy tactical cloud 

program. 

 

5.2 Students/Graduates 

The project research supported partially many graduate students who received Ph.D. and M.Sc. degrees and are 
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currently working in academia and industry. Below is the list of student names that were involved in the 

cybersecurity and resilience research tasks carried out in this project. 

5.3 Ph.D. Students  

1. Hamid  Alipour – He received his Ph.D. degree from the ECE department of the University of Arizona in 

2013. His research focused on cybersecurity and autonomic protection systems. He is currently working at 

Microsoft. 

2. Farah Fargo – She received her Ph.D. degree from the ECE department of the University of Arizona in 

2015. Her research focused on cloud computing and cloud security. She is currently working at Intel. 

3. Cihan Tunc – He received his Ph.D. degree from the ECE department of the University of Arizona in 2015. 

His research areas focused on power/energy and performance management of the cloud computing systems, 

cloud security, and cloud systems for teaching. He is currently a Research Assistant Professor in the ACL 

lab at the ECE department.  

5.4 M.Sc. Students 

1. Glynis Dsouza – She received her M.Sc. degree from the ECE department in May 2013. Her research 

focused on software resilience, resilient computing, and cloud services. She is currently working at IBM. 

2. Hemayamini Kurra – She received her M.Sc. degree from ECE department in May 2014. Her research 

focused on resilient storage systems and cloud security. She is currently working at IBM. 

3. Pratik Satam – He received his M.Sc. degree from ECE department in 2015. His research focused on WiFi 

security, computer network security. He is currently a Ph.D. student in the ACL lab at the ECE department.  

4. Jin Bai – He received his M.Sc. degree from ECE department in 2015. His research focused on anomaly 

based security for DNP3 protocol. He is currently working at Higgins Lab.  

5. Bilal Al-Baalbaki – He received his M.Sc. degree from ECE department in 2015. His research focused 

onautonomic protection system focusing on ZigBee protocol. He is currently employed at General Motors.  

6. Navin Chaganti – He received his M.Sc. degree from ECE department in 2015. His research focused on 

data analytics for behavior analysis. He is currently employed by KPMG.  

7. Nishant Prakash – He received his M.Sc. degree from ECE department in 2015. His research focused on 

autonomous monitoring for insider threats. He is currently employed by Hewlett-Packard.  

8. Shrivatsa Upadhye – He received his M.Sc. degree from ECE department in 2015. His research focused on 

cybersecurity lab as a cloud service. He is currently working in Netapp.   

9. Avinash Gudagi – He received his M.Sc. degree from ECE department in 2015. His research focused on 

resilience quantification. Currently he is employed by Intel.  

5.5 Selected other publications 

1. H. Alipour, Y. Al-Nashif, P. Satam, and S. Hariri, “Wireless Anomaly Detection Based on IEEE 802.11 

Behavior Analysis,” IEEE Transactions on Information Forensics and Security, Volume 10, Issue 10, pages 

2158-2170, May 2015, ISSN:1556-6013. 

DISTRIBUTION A: Distribution approved for public release.



40 

 

2. H. Kholidy, F. Baiardi, and S. Hariri, “DDSGA: A Data-Driven Semi-Global Alignment Approach for 

Detecting Masquerade Attacks,” IEEE Transactions on Dependable and Secure Computing, Vol 12, No. 2, 

March/April 2015, pp 164-178. 

3. D. Chen, L. Wang, A.Y. Zomaya, M.G. Dou, J. Chen, Z. Deng, and S. Hariri, “Paralell Simulation of 

Complex Evacuation Scenarios with Adaptive Agent Models,” IEEE Transactions on Parallel and 

Distributed Systems 26, no. 3 (2015): 847-857. 

4. P. Satam, H. Alipour, Y. Al-Nashif, and S. Hariri, “Anomaly Behavior Analysis of DNS Protocol,” Journal 

of Internet Services and Information Security (JISIS), Volume 4, No. 3, November 2015. 

5. D. Thebeau, B. Reidy, R. Valerdi, A. Gudagi, H. Kurra, Y. Al-Nashif, S. Hariri, and F. Sheldon, "Improving 

Cyber Resiliency of Cloud Application Services by Applying Software Behavior Encryption (SBE)." 

Procedia Computer Science 28 (2014): 62-70. 

6. E. Blasch, Y. Al-Nashif, S. Hariri. “Static Versus Dynamic Data Information Fusion Analysis Using 

DDDAS for Cyber Security Trust. Procedia Computer Science 2014;29:1299--1313. 

7. J. Bai, Y. Al-Nashif, and S. Hariri, “A Network Protection Framework for DNP3 Over TCP/IP Protocol, 

In:” Procedia IEEE AICCSA Conference, 2014. 

8. Z. Pan, Y. Al-Nashif, and S. Hariri, “Anomaly Based Intrusion Detection for Building, Automation and 

Control Networks,” In Procedia IEEE AICCSA Conference, 2014. 

9. C. Tunc, F. Fargo, Y. Al-Nashif, S. Hariri, and J. Hughes, “Autonomic Resilient Cloud Management 

(ARCM) Design and Evaluation,” IEEE International Conference on Cloud and Autonomic Computing 

(ICCAC), 2014 p. 44-49. 

10. F. Fargo, C. Tunc, Y. Al-Nashif, A. Akoglu, and S. Hariri, “Autonomic Workload and Resources 

Management of Cloud Computing Services,” IEEE International Conference on Cloud and Autonomic 

Computing (ICCAC), 2014,p. 101-110.  

11. H. Kurra, Y. Al-Nashif, and S. Hariri, “Resilient Cloud Data Storage Services,” proceedings of the 2013 

ACM Cloud and Autonomic Computing Conference, Article No. 7,  

12. D. Thebeau, B. Reidy, R. Valerdi, A. Gudagi, H. Kurra, Y. Al-Nashif, S. Hariri, F. Sheldon, “Improving 

Cyber Resiliency of cloud application services by applying software behavior encryption (SBE)”, 2014 

Conference on Systems Engineering Research. 

13. G. Dsouza, G. Rodriguez, Y. Al-Nashif, and S. Hariri, “Building Resilient Cloud Services using DDDAS 

and Moving Target Defnese,” International Journal of Cloud Computing, Vol 2, No. 2/3, 2013, pp. 171-190. 

14. G. Dsouza, S. Hariri, Y. Al-Nashif, and G. Rodriguez, “Resilient Dynamic Data Driven Application 

Systems (rDDDAS)”, Proceedings of International Conference on Computational Science, Barcelona, Spain, 

5-7 June, 2013. 

15. G. Dsouza, H. Alipour, S. Hariri, Y. Al-Nashif, and M. Eltoweissy, “Cloud Resilient Architecture,” in 

Proceedings of the 1st IBM Cloud Academy Conference (ICA CON 2012), Research Triangle Park, NC, 

April 19-20, 2012. 
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